Abstract

Rationale: Most of statistical methods used in meta-analysis assume individual subjects as
units of randomization. Meta-analyses involving cluster randomized trials may lead to
additional sources of heterogeneity beyond those elevated by meta-analyses involving only
individually randomized trials. The appropriate statistical analysis to these meta-analyses
must take into account potential heterogeneity in the cluster randomized trials. A substantial
amount of literature covering statistical methodologies used in meta analyses can now be
found. Most of them, however, assume individual subjects as units of randomization.
Therefore, there may remain some questions that need to be investigated in the area of meta
analyses related to the inclusion of cluster randomized tnals.

The general linear mixed model (GLM) has been proposed to explain heterogeneity in
meta-analysis where the treatment effect is measured in binary outcome. Log-relative
measure is used as a response variable. The parameter estimation is based on assumption of
normal distribution of random effects. The generalized linear mixed model (GLMM) under
unspecified distribution of random effects may be an alternative choice. The two approaches
allow the inclusion of some covariates of trial level and subject level. Therefore it is
interesting to explore potential of the two approaches in meta-analysis involving cluster
randomized trials in binary outcome.

Objective: Two potential non-Bayesian approaches of GLM and GLMM are explored to
identify and explain heterogeneity in meta-analyses involving cluster randomized tnals
comparing two treatment groups measured in binary outcome.

Methods: The two approaches of GLM and GLMM are studied and evaluated their potential
in term of methodological aspects, results provided, strengths and limitations of these
approaches and exemplified in three published meta-analyses involving cluster randomized
trials. The first meta-analysis includes eight community-based trials. They were performed in
developing countries to examine the relationship of vitamin A supplementation and mortality
in children aged 6 to 72 months. None of the trials assigned individual children to treatment
groups. The second meta-analysis comprises fewer trials of 8, which is performed to evaluate
the effect of mammographic screening on reduction of breast cancer mortality. The third
meta-analysis is done to assess the effectiveness of multiple risk factor interventions to
reduce cardiovascular risk factors from coronary heart disease. Analysis is performed in the
14 trials included that provided smoking prevalence outcome. For each meta-analysis,
observed log-relative risks for individual trials are fitted to the GLM as a continuous
response. The trials included are classified to two categories according to randomization
units, clusters and individually, and called randomization design variable. This variable is
treated as a covariate of the model. The model parameters are estimated with the restricted
maximum likelihood (REML) under the normality assumption of random effects via MLwiN
software. For the GLMM, observed frequencies of the outcome for each treatment group are
used rather than the observed log-relative risks for individual trials. A canonical link function
of the observed mean proportions is associated with linear predictors model of which
treatment and randomization design are treated as covariates. Here, the treatment effect can
be treated as random treatment effects. The maximum likelihood estimates of the model
parameters are obtained non-parametrically under a discrete mixture distribution of random
effects for K components, which is implemented by the EM-algorithm procedure via S-plus
software. Maximum posterior probability is used to classified trials to each component.

Results: The two approaches shown that the covariates effects and variability of random
effects from the models easily explained heterogeneity between trials. Results of numernical



examples are presented in topic 6 and 7. The GLMM is superior to the GLM 1n some aspects.
The GLMM gives further heterogeneity information from random treatment effects. In
addition, the approach provides component (or subgroup)-specific treatment effect and tnal
classification according to the optimal components. This is very useful in further explaining
the heterogeneity that might be beyond the effects found in the model.

Conclusions: The GLMM approach provides more information for explaining heterogeneity
effect in meta-analyses involving cluster randomized trials. However, care should be taken
when interpreting the covariates effects of the model because inference on these effects
obtained from a discrete mixing distribution have not been ruled out. Nevertheless, the
GLMM would be much more efficient when it is applied to large meta-analyses.
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