
3

 
 
 
 
 
 
 
 
 
 

FIG. 1. Experimental facilities used in the low-energy ion irradiation of naked DNA. (a) The glass sample 
holder for low-energy ion beam irradiation of naked DNA. (b) The bioengineering ion implanter with a 
vertical beam line. (c) The stainless steel sample holder for plasma low-energy ion irradiation of naked 
DNA. (d) The plasma immersion ion irradiation facility. 

2.2 Molecular Dynamics Simulation (MDS) of Low-energy Ion Irradiation of DNA 

To simulate ion bombardment of DNA in vacuum, DNA in A form that is the DNA form in low 
humidity or low pressure environment was constructed. For investigating effect on the nitrogenous 
bases, 20 base pairs of alternating poly-AT and poly-GC double strands were constructed using 
HyperChem 7.0. The energy minimizations and MDS were performed, AMBER 9 software 
package [15], in vacuo to imitate the dried and evacuated condition in experimental bombarding 
chambers. For investigating effect on various bonds, a 30-base-pair-long DNA duplex was 
constructed in A-form with Discovery Studio 1.7 software package [16]. The selected part was the 
residues number 760 – 789 of the green fluorescent protein plasmid (pGFP) in the GenBank, 
sequenced by Chalfie et al. [17]. The CHARMm27 force field [18] was applied on this molecule. 
To obtain the DNA structure in the equilibrium state in vacuum, the energy minimization, heating, 
equilibration and production of MDS were performed using Standard Dynamic Cascade protocol. 
Two sets of ion parameters were used: carbon ion with energy of 2, 20, and 200 eV and nitrogen 
ion with 0.1, 1, 10 and 100 eV, the former for bombarding the bases and the latter for bombarding 
the various bonds of DNA. The simulation was performed using combined quantum mechanics 
and molecular mechanics (QM/MM) coupled potentials. The energy and geometry of the region 
were calculated by the PM3 semi-empirical Hamiltonians. The long range QM-QM and QM-MM 
electrostatic interactions were calculated by Ewald sum.  

(a) (b)

(c) (d) 
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FIG. 2. Examples of electrophoresis results. Sc: solution control, Ic: internal control, Ir: 
irradiated with fluences of 3 ×1013 (Ir1), 6 × 1013 (Ir2), and 9 × 1013 (Ir3) ions/cm2. (b) 
Quantification of various forms of plasmid DNA after N-ion bombardment. (d) Quantification of 
various forms of plasmid DNA after Ar-ion bombardment. In each electrophoresis analysis, two 
samples were used for each ion beam condition. 

3. Results and Discussion 

3.1 Low-energy and Low-fluence Ion Beam Irradiation of Naked DNA 

The results from the electrophoresis analysis are shown in Fig. 2, where Figs. 2(b) and (d) are the 
normalized relative amounts of the DNA forms obtained from the fluorescence intensities of the 
electrophoresis bands. It is known that when a single-strand break (SSB) is induced, DNA converts 
into a relaxed form, and when a double strand break (DSB) or multiple DSBs are produced, DNA 
converts to a linear full-length form or fragments. From the figures, it is clearly seen that upon the 
very low-energy low-fluence ion bombardment both relaxed and linear forms are produced and 
hence SSB and DSB indeed occur. It is noticed that in the vacuum controls, the relaxed form is 
dominantly produced, indicating vacuum effect on DNA SSB. The changes in the amounts of the 
DNA forms as increasing the ion fluence are found related to ion species. In Figs. 2(b) and 2(d), 
the attention should be paid to the relative changes in the DNA forms for each ion species. As the 
experienced history of each set of samples from initial preparation, ion bombardment to 
electrophoresis might cause varied amount of the DNA forms, and hence, the amounts of the DNA 
forms of the vacuum control are considered only as a reference. As increasing the ion fluence, the 
amount of the original DNA supercoiled form decreases for the N-ion bombardment case but does 
not much change for the Ar-ion bombardment case; the amount of the relaxed form slightly 
increases for the N-ion case but does not change noticeably for the Ar-ion bombardment; the 
amount of the linear form increases for the N-ion case more than for the Ar-ion case. This 
comparison indicates that nitrogen ions, even with lower energy than that of argon ions, are more 
effective in producing double strand breaks and thus more capable to induce GFP gene mutation 
than argon ions. This result seems to be conflict with common knowledge that predicts higher-
energy and heavier ions able to produce more damage than lower-energy and lighter ions. Whether 
more physics and biology are involved is being further investigated. One hypothesis is that because 
DNA contains much nitrogen at the nitrogenous bases, externally introduced nitrogen will have 
intimate interaction with the original nitrogen so that more effects can be produced. This implies 
that the direct interaction of the ions with the DNA is more complex than the indirect process.  

(a) (b)
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FIG. 3. UV observation of plasmid containing pGFP transferred into E. coli. The white colony  
indicates pGFP damaged (not functioning) and thus mutated, while the green colonies is non-
mutant.  

Following the model of the dependence of the change in the DNA forms on the ion fluence 
proposed in the study on carbon ion bombardment of naked DNA [6], we calculated the cross 
section of the loss of the supercoiled form of DNA for our N-ion bombardment case to be (2.35 ± 
0.96) × 10-14 cm2. This result is very close to but roughly greater than that for the C-ion 
bombardment case, which gave (2.2 ± 0.5) × 10-14 cm2. For the case of Ar-ion bombardment, 
obviously the cross section is extremely small as almost no meaningful change is seen. Nitrogen 
and carbon are neighbors in the periodic table and both abundant in DNA, and thus expected to 
have similar effect on the molecular structure when they are used as ions to bombard DNA 
molecules. But, in the chemical structure in living matter, carbon has unique properties compared 
with all other elements [19]. Carbon is capable to make as many as four highly stable covalent 
bonds, while nitrogen has five valence electrons to make it less stably bonding or more active. It is 
then speculated that nitrogen ions may more actively interact with atoms in DNA, especially 
nitrogen atoms, than carbon ions. 
The result of DNA transfer in E. coli showed that green (non-mutant) and white (mutant) colonies 
were produced.  The white colonies were picked out and plated on plates again to check for their 
purity as shown in Fig. 3. The appearance of white colonies that are the evidence of the GFP gene 
damaged and thus not functioning confirms that low-energy ion beam bombardment indeed 
induced DNA mutation. Our gene sequencing showed that the sequences of the GFP gene in the 
mutants induced by both Ar-ion and N-ion bombardments were similar to that of the GFP in the 
control. This means that the GFP gene is not mutated. Therefore, the mutation can only be 
attributed to the Lac promoter, because GFP is expressed from the Lac promoter as a fusion with 
several additional amino acids, including the first five amino acids of the lacZ protein.   

3.2 Low-energy Plasma Immersion Ion Irradiation of Naked DNA 

Vacuum effect on damage in DNA and subsequently induced mutation of DNA-transferred 
bacteria E. coli was first checked. No mutation was found from the E. coli transferred with plasmid 
DNA pGFP which was exposed to vacuum at a pressure of 10-5 Torr up to one hour. In fact, under 
all of the conditions applied (varied low pressures and exposure time lengths), the DNA-
transferred E. coli all showed green. This result demonstrates that certain long-time exposure of 
DNA to vacuum basically has no effect on mutation. 
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FIG. 4. Demonstration of effect from plasma immersion low-energy-ion bombardment on DNA 
mutation in DNA transferred E. coli. DNA pGFP was exposed to N-plasma in the conditions of a 
bias of 2.5 kV and an ion fluence of 1013 ions/cm2. (a) Mutation selection from the DNA-
transferred E. coli. White colonies as indicated by the red circle are the mutant, compared with the 
un-mutated green colonies as indicated by the blue circle. (b) Purified E. coli mutant from the red-
circled mutant in (a) to show all of the bacterial cells white. 

Effect from only plasma (without using bias) on DNA mutation was checked by placing the DNA 
samples in argon or nitrogen plasma generated from RF (radio-frequency) power input but without 
bias. The sample holder was or not grounded. In the former case, the ions with only the thermal 
energy were implanted in the DNA, while in the latter case, the ions only “blew” the DNA with the 
thermal energy. In both conditions, no mutation was found. This means that only with eV ion 
energy, DNA mutation cannot be induced within the treatment time periods.  
At bias of a few kV, DNA mutation in transferred E. coli indicated by the white bacterial colonies 
was indeed observed, as shown in Fig. 4. Purification of the white colonies with picking up the 
colonies to grow in culture media LB exhibited all cells in green, demonstrating the white colonies 
not contaminated but really mutated. However, it was found that the mutation rate was very low as 
from only one condition of the PIII, i.e. the bias of 2.5 kV (which resulted in the ion energy of 1.25 
keV for the majority of N-ions) and the fluence of 1013 ions/cm2, among a number of conditions, 
including various fluences, pressures and gases, the mutation was observed. In biased plasma, 
there are normally not only ions but probably also electrons, X-ray and free radicals, which may 
also interact with DNA to induce DNA change in structure. But, from the result of the low 
mutation rate, we may speculate that the mutation source is the bias-accelerated ions which are 
implanted into DNA but not others, as if it was the latter, there might also be mutation in other 
conditions where the factors other than ions are also present. Our DNA sequencing analysis (data 
not shown here) revealed that the GFP fragment of the DNA was not broken but the promoter 
fragment had suspected breaks. The expression of green color of the plasmid DNA pGFP under 
UV is controlled by the promoter. If the promoter is damaged, the expression of green fluorescence 
from the DNA cannot be realized.   

3.3 Molecular Dynamics Simulation of Low-energy Ion Irradiation of DNA 

In MDS of C-ion irradiation of DNA, the root mean square displacements (RMSD) of the 
backbone atoms of poly-AT were found remaining in small fluctuation after 1.0 ns of the 
equilibration, while those of poly-GC were stable after 1.5 ns of the equilibration. The tendency of 
DNA strand splitting was inspected by measuring the distance between the backbone termini of 

(a) (b) 
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two strands, corresponding to A1-T40 and T20-A21 distances for poly-AT and G1-C40 and C20-
G21 distances for poly-GC. The results are shown in Table I. It is seen that the poly-AT’s T20-
A21 backbone termini is the most sensitive to the ion irradiation as it exhibits the largest distance 
increase subjected to C-ion bombardment. The RMSDs of the base rings were measured to track 
the flexibility of bases. The behaviors of RMSD of poly-AT and poly-GC are different (Fig. 5). 
The base rings of poly-GC are quickly stabilized after about only 5 ps of ion bombardment, 
whereas those of poly-AT take the time more than ten times as poly-GC takes to stabilize. The 
average RMSD of poly-AT is about one angstrom more than that of poly-CG. All of these results 
indicate that poly-AT is more unstable and more tend to be broken than poly-GC when subjected 
to ion attack. 

TABLE I: Distance (angstrom, Å) between the backbone termini of two DNA strand after 150 ps 
MDS. In the case of 200-eV C-ion bombarding poly-GC, the ion passed through DNA after 150 ps 
simulation. The average distance change is the ratio of the difference between the mean distance of 
all non-zero energies and the distance of the zero energy over the latter. 

Ion energy (eV) 
Distance between 

0 2 20 200 

Average
distance 

change (%) 
Poly-AT A1-T40 11.7 12.6 13.0 11.1 4.56 
Poly-AT T20-A21 12.0 17.4 17.6 16.3 42.5 
Poly-GC G1-C40 16.0 19.1 18.1 - 16.3 
Poly-GC C20-G21 15.2 15.2 16.4 - 3.95 
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FIG. 5. The RMSD of the non-hydrogen atoms in the base rings of (a) poly-AT and (b) poly-GC. 

TABLE II: Summary of the mean values of the distance of maximum radial distribution functions, 
rmax, and the integral of radial distribution functions from 0.0 to 4.0 Å, I4Å, of each atom type.

Atom type rmax (Å) I4Å (Å)
N 3.85 1.83 
O 4.75 2.8 
O’ 4.45 2.6 
OP 3.3 3.25 
C 3.9 1.5 
C’ 4.0 1.43 

(a) (b)
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TABLE III: The bond lengths measured after certain time of N-ion irradiation. 
Modal bond length after ion irradiation (Å) 

Bond type 
Average

equilibrium  
length (Å) 

0.1 eV,
after 10 ps 

1 eV,
after 10 ps 

10 eV,
after 6 ps 

Mean
increase (%) 

O-P 1.582 1.618 1.702 1.698 5.73 
O-P (ar) 1.486 1.498 1.498 1.481 0.43 
C-C 1.518 1.560 1.570 1.544 2.64 
C-N 1.490 1.489 1.543 1.515 1.72 
C-O 1.433 1.445 1.432 1.459 0.86 
C-C (ar) 1.387 1.426 1.408 1.399 1.73 
C-N (ar) 1.351 1.388 1.381 1.336 1.28 
C=O 1.230 1.220 1.221 1.218 -0.84 

In MDS of N-ion irradiation of DNA, radial distribution functions (RDF), the distances of 
maximum RDF, rmax, and the RDF integrals were studied, as shown in Table II. The results shown 
in the table are the mean values of two different doses. The higher RDF integral indicates the 
higher absorption preference of the implanted ion. It is seen that the preference of N-ion 
interaction with the DNA atoms is in an order of OP, O, O’, N, C and C’. The shortest rmax of OP 
also indicates the strongest interaction with the incident ion as the distance represents the distance 
between the atom and the ion, obviously, the shorter the stronger the interaction force. The ranges 
and medians of bond lengths of eight types were studied. The studied types included oxygen-
phosphorus single bonds (O-P), oxygen-phosphorus aromatic bonds (O-P (ar)), carbon-carbon 
single bonds (C-C), carbon-nitrogen single bond (C-N), carbon-oxygen single bonds (C-O), 
carbon-carbon aromatic bonds (C-C (ar)), carbon-nitrogen aromatic bonds (C-N (ar)) and carbon-
oxygen double bonds (C=O). The maximum, minimum and modal bond lengths in each 
bombardment were measured. Table III summarizes the main results. It is clearly seen that the O-P 
bond is the weakest as it has the largest increase in the bond length after ion attack, and following 
the O-P bond are the C-C, C-C (aromatic) and C-N bonds, whereas the C=O bond is the strongest.

4. Conclusion

Irradiation of naked DNA with low-fluence ions of energy lower than a few keV can induce 
damage in DNA structure, such as individual single and double strand breaks and multiple double 
strand breaks, to result in mutation. This is a direct effect of ion interaction with DNA. The breaks 
of the DNA strand are not random but preferential. Strand poly-AT in the nitrogenous base pairs is 
more vulnerable than poly-GC and the O-P bond in the phosphate group is the weakest.
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Low-energy ion irradiation of DNA is of great interest in fundamental studies on mechanisms involved in
low-energy ion beam induced mutation, plasma sterilization and ionizing radiation risk of lives. We have
made the first attempt to use low-energy ions in plasma immersion ion implantation and deposition (PIII-D)
to bombard naked plasmid DNA to investigate effect on the DNA structural modification and mutation.
Naked DNA samples were immersed in either argon or nitrogen plasma in low pressure and then bombarded
by ions in the plasma in different conditions, namely, using a low bias of −2.5 kV, or no bias, in which the
sample holder was either grounded or not grounded, to low fluences of 1011, 1012 and 1013 ions/cm2. The
plasma-treated DNA was transferred into bacteria E. coli. Mutation was found from the bacterial colonies
when DNA was bombarded with the bias, but not found when DNA was bombarded without a bias. This
indicates that ions with energy only at the order of the thermal energy cannot induce mutation but with low-
energy of keV the ions can. Subsequent gel electrophoresis and DNA sequencing analyzed the DNA structural
changes and found certain modifications in the DNA forms.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Ion beam biotechnology is a newly developed important applica-
tion of low-energy ion beam physics in biology [1–4]. The applications
have included ion beam induced mutation and gene transfer.
Mechanisms involved in the applications have however not yet well
understood. For the ion beam induction of mutation, as the thickness
of the materials covering the genetic substances such as DNA is so
greater than the ion range that the ions are seemingly impossible to
directly interact with DNA. However, the considerably porous
structures of the biomaterials covering DNA may bring a small
number of implanted ions to DNA. Therefore, it is necessary to check
whether low-energy and low-fluence ions are indeed able to induce
mutation of DNA. In our investigation, we simulated the last step of
ion interaction with DNA using very low-energy and low-fluence of
ions to bombard naked plasmid DNA. With the findings of low-energy
ion beam able to induce DNA breakages [5–11], in this study we for
the first time applied plasma immersion ion implantation (PIII)
technique to bombard naked DNA with low-energy ions from plasma.
When DNA is immersed in plasma, the environment is harsher than
that of ion beam bombardment. Not only energetic ions, but also
electrons, free radicals and X-rays present in plasma can all interact
with DNA to cause DNA structural change. Therefore, it is more

interesting to see how DNA reacts to the plasma environment and
bombardment from ions in the plasma.

2. Experiment

An initial sample of DNA plasmid puff, pGFP (plasmid green
fluorescent protein, 3344 base pairs), was purchased from Clonetech.
The plasmid DNA was replicated following transformation into
Eschericia coli (E. coli) and subsequently extracted and purified
using a QIAGEN® Plasmid Purification kit according to the manufac-
turer's protocol. The plasmid DNA produced by this procedure was
dissolved in sterile, de-ionized water resulting in a plasmid concen-
tration of 0.4 μg/μl. It was divided into aliquots and later diluted in
water as necessary. Aliquots of 9 μl plasmid DNA solution were depos-
ited in holes of a stainless steel sample holder. The holder was about
5 cm in diameter and had nine holes on it with each in a size of 5 mm
in diameter and 5 mm in depth, as shown in Fig. 1. A hole containing
the vacuum control was covered by carbon tape. The samples were
first dried in laminar flow and then placed in the PIII chamber [12]
(Fig. 1) which was then pumped to a pressure b5×10−5 torr.
We used argon or nitrogen plasma for immersion ion implantation

with bias voltages of 0 and 2.5 kV and fluences of 0, 1011, 1012 and
1013 ion/cm2, respectively. The ion fluence was controlled by mea-
suring the ion current from the sample holder through an interface
I–V converter. When no bias was applied, the sample holder was
either grounded or not grounded. The plasma was generated with
50-watt radiofrequency (RF) power and operated with a frequency of
50 Hz and a pulse length of 10 μs including a rise time of about 2 μs.
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The plasma density was measured by a Langmuir probe. The ion
density varied from 1–2.5×1015 ions/m3 in the radial axis of the
cylindrical PIII chamber with the density peak at the center of the
chamber where the sample holder was placed.
After PIII treatment, the DNA samples were individually recovered

in 10 μl of de-ionized water for dilution and divided two parts for
analysis. The first part was for gel electrophoresis. The samples were
added with 2 μl of gel loading buffer (0.25% (w/v) bromophenol blue,
40% (w/v) sucrose) and then loaded onto wells with 1% (w/v) agarose
gel made up in TAE buffer (40 mM Tris–acetate, 1 mM EDTA, pH 8.3)
pre-strained with 0.002% (w/v) ethidium bromide (EthBr). This gel
was run at constant voltage (100 V cm−1) for approximately 1 h.
Images of the gels were captured using UV-transilluminator and
digital camera. Fluorescence intensity plots were analyzed by
OriginLab® software. The intensity corresponding to each form was
obtained by integrating the area. A correction factor [13] was applied
to the intensity corresponding to the supercoiled form to allow for the
increased binding of the EthBr. The intensities were summed and
averaged over all the internal controls and the result was used as a
measure of the initial quantity of plasmid DNA. The total internal
control intensity IC

T is given by

ITC = ISC + IRC + ILC ; ð1Þ

where ICS, ICR, ICL are the intensities of the supercoiled, relaxed and linear
bands in the internal control samples [13]. Since the same quantity of

pGFP was used in all internal controls and bombarded samples, ICT

provides a measure of the total quantity of plasmid in each sample.
Hence the percentage of each form in the bombarded samples can be
calculated by

PS
i = 100

ISi
ITc

" #
ð2Þ

PR
i = 100

IRi
ITc

" #
ð3Þ

PL
i = 100

ILi
ITc

" #
ð4Þ

where Pi
S, PiR, PiL are the percentages of each form after bombarding

and Ii
S, IiR, IiL are the integrated intensities of the supercoiled, relaxed

and linear bands, respectively [13]. Curve fitting was carried out using
the OriginLab® software. In another part, plasmid pGFP was
transferred into E. coli (strain DH5α) competent cells. DNA mutation
selection was indicated by the white bacterial colonies. White
colonies were streaked in 5 generations on plates again to check for
their purity and stability of the phenotype. After that, the size of pGFP
was checked by electrophoresis and DNA sequencing was performed
by First BASE laboratories Sdn Bhd, Malaysia. Three specific primers
were used to cover promoter and the complete GFP gene: gfpF1 primer
(5′-gct atg accatgatt acg cca a-3′)gfpF2(5′-cac ccc aggctt tac act tta tg-3′)
and gfpR2 primer (5′-cac cag aca agt tgg taa tgg ta-3′).

Fig. 1. Photograph of (a) the PIII chamber and (b) the DNA sample holder. The chamber is
about 40 cm long and 30 cm in diameter. The sample holder is about 5 cm in diameter.
The carbon tape covered hole is for holding the control.

Fig. 2. Growth of E. coli transferred with plasmid DNA exposed to vacuum (10−5 Torr)
(a) for 30 min and (b) 60 min. The green color indicates no mutation induced.
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3. Results and discussion

Vacuum effect on damage in DNA and subsequently induced
mutation of DNA-transferred bacteria E. coli was first checked. Fig. 2
shows examples of the DNA transferred E. coli after the plasmid
exposed to low pressures for various time periods. As the plasmid
DNA pGFP contained the green fluorescent protein which would be
seen in green color under ultra violet (UV) light, green color observed
in pGFP-transferred living materials was the indicator of the presence
of the functioning pGFP DNA, whereas no green color, or the original
color (“white” in biology term) of the bacterial cells without pGFP
transferred, shown should be the indicator of the DNA changed or
mutated. No mutation was found from the E. coli transferred with
plasmid DNA pGFP which was exposed to vacuum at a pressure of
10−5 Torr up to one hour. In fact, under all of the conditions applied
(varied low pressures and exposure time lengths), the DNA-transferred
E. coli all showed green. This result demonstrates that certain long-time
exposure of DNA to vacuum basically has no effect on mutation.
In order to check effect from only plasma (without using bias) on

DNA mutation, we placed the DNA samples in the vacuum chamber
with argon or nitrogen plasma generated from RF power input but
without bias. Two conditions were applied, namely grounding the
sample holder and not grounding. In the former case, the ions with
only the thermal energy bombarded the DNA, while in the latter case,
the ions only “blew” the DNA with the thermal energy. From both
conditions, no mutation was found, as shown in Fig. 3. This result
means that only with the ion energy of an order of eV, DNA mutation
cannot be induced within the treatment time periods.
Fig. 4 shows an example of low-energy ion bombarded DNA

induced mutation in E. coli. With applying the bias, DNA mutation in

transferred E. coli indicated by the “white” bacterial colonies was
indeed observed. Purification of the white colonies with picking up
the colonies to grow again in culture media LB in another dish
exhibited all cells in “white”, demonstrating the white colonies not
contaminated but really mutated. However, it was found that the
mutation rate was very low as from only one condition of the PIII, i.e.
the bias of 2.5 kV and the fluence of 1013 ions/cm2, among a number of
conditions, including various fluences, pressures and gases, the
mutation was observed. In biased plasma, there are normally not
only ions but probably also electrons, X-ray and free radicals, which
may also interact with DNA to induce DNA change in structure. But,
from the result of the low mutation rate, we may speculate that the
mutation source is the bias-accelerated ions which are implanted into
DNA but not others, as if it were the latter, there might also be
mutation in other conditions where the factors other than ions were
also present. The maximum energy of Ar ions was 2.5 keV and the
energy of most N ions was about 1.25 keV (as most N ions were
molecular) in our conditions. Therefore, these very low energy ions
were able to inducemutation directly. Sincemutation is directly related
to DNA change, it is reasonable that the higher ion fluence, themore the
DNAchangeand themore thepossibility to inducemutation.Hence, low
fluence ion bombardment has low mutation rate. It is known that the
DNA chain is about 2–3 nm wide and one nucleotide unit is 0.33 nm
long [14], or about 1-nm2 area for a nucleotide unit. So, on average, for
the fluence of 1013 ions/cm2, every 10nucleotide units are bombarded
by an ion, while for the fluence of 1011 ions/cm2, every 1000nucleotide
units are bombarded by only one ion. And furthermore, one collision of
an ion with an atom in DNA may not certainly induce DNA change by
displacing the atom. This could be the reason that mutation in the low-
fluence ion bombardment condition could hardly be observed.

Fig. 3. Demonstration of effect from only plasma on DNA mutation in DNA transferred E. coli. Shown here are E. coli bacteria transferred with DNA pGFP exposed to Ar plasma in
the condition of (a) no grounding for 1 min (corresponding to an ion fluence of 1012 ions/cm2), (b) no grounding for 10 min (corresponding to an ion fluence of 1013 ions/cm2),
(c) grounding for 1 min, and (d) grounding for 10 min. The green color indicates no mutation induced.
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The DNA forms under various conditions were analyzed with gel
electrophoresis (Fig. 5) and quantified based on the fluorescence
intensity of the band (Table 1 and Fig. 6). The results clearly show that
the supercoiled form decreases while the relaxed form increases as
the DNA is treated more and more. The supercoiled form is the
original DNA form and normally when a single strand break (SSB)
occurs the supercoiled form is relaxed into the relaxed form. Vacuum
can cause certain SSBs and the relaxed form increase by about 50%
compared with that of the natural control. But, the ion bombardment
considerably induces more SSBs with about 200% increase in the
relaxed form for the Ar-ion case and 125% increase for the N-ion case
at the lowest fluence and the relaxed form further increases as the ion
fluence increases. At higher fluences the relaxed forms have almost
the same increase for both Ar-ion and N-ion cases. This is a clear
indication of the ion direct interaction with DNA responsible for the
DNA strand breaks. It is noticed that in our PIII of DNA the linear form
of DNA appears negligibly whereas in our pervious experiment on ion
beam bombardment of DNA using similar ion energy and fluence the
linear form was observed in the electrophoresis [11]. The reason is
thought to be that in PIII the ion energy has a distribution with a non-
negligible low-energy component [15], thus the ion fluence with the
ion peak energy is actually much lower than that calculated in
operation, but in normal ion beam implantation there is no this
problem. This fact further demonstrates the direct ion interaction
with DNA dominating the DNA breaks. DNA breaks are potentials for
mutation to occur. The DNA sequencing analysis as shown in Fig.7

Fig. 4. Demonstration of effect from plasma immersion low-energy-ion bombardment
on DNA mutation in DNA transferred E. coli. Shown here are E. coli bacteria transferred
with pGFP exposed to N-plasma in the conditions of a bias of 2.5 kV and an ion fluence
of 1013 ions/cm2. (a) Mutation selection from the DNA-transferred E. coli. “White”
colonies as indicated by the red circle are the mutant, compared with the un-mutated
green colonies as indicated by the blue circle. (b) Purified E. coli mutant from the red-
circled mutant in (a) growing in a new dish with culture media LB to show all of the
bacterial cells “white”. “White” in biology termmeans the original color of the bacterial
cells without DNA pGFP transferred.

Fig. 5. Electrophoresis results. (a) Effect of argon ion immersion bombardment on naked
plasmidDNApGFP,whichwasbombardedwith2.5 keVplasmaargonatdifferentfluences.
Keys: M— λmarker, NC— natural control, VC— vacuum control, Ar 11— Ar-ion bombard
withfluence 1×1011 ions/cm2, Ar 12—Ar-ionbombardwithfluence 1×1012 ions/cm2 , Ar
13— Ar-ion bombardwith fluence 1×1013 ions/cm2. (b) Effect of nitrogen ion immersion
bombardment on naked plasmid DNA pGFP, which was bombarded with 2.5 keV plasma
nitrogen at different fluences. Keys: M — λmarker , NC — natural control, VC — vacuum
control, N 11— plasma nitrogen bombard with fluences 1×1011 ions/cm2, N 12— plasma
nitrogen bombardwith fluences 1×1012 ions/cm2, N 13— plasma nitrogen bombardwith
fluences 1×1013 ions/cm2.

Table 1
Percentages of the DNA forms of different types of samples: natural control, internal
control (vacuum control) and after bombardment with ether nitrogen or argon ions to
fluences of 1011, 1012 and 1013 ions/cm2, calculated from the electrophoresis band
intensity by using OriginLab.

DNA form Natural
control

Vacuum
control

Argon ion fluence
(ions/cm2)

Nitrogen ion fluence
(ions/cm2)

(NC) (VC) 1011 1012 1013 1011 1012 1013

(Ar11) (Ar12) (Ar13) (N11) (N12) (N13)

Relaxed 20.5 33.7 64.3 67.2 71.4 45.2 63.3 70.1
Super-coiled 79.5 66.3 35.7 32.8 28.6 54.8 36.7 29.9

Fig. 6. Graphic percentages of the DNA forms under different conditions: natural control,
internal control (vacuum control) and after bombardment with ether nitrogen or argon
ions to fluences of 1011, 1012 and 1013 ions/cm2. Keys: M— λmarker, NC— natural control,
VC — vacuum control, Ar 11 — Ar-ion bombarded to 1×1011 ions/cm2, Ar 12 — Ar-ion
bombarded to 1×1012 ions/cm2, Ar13—Ar-ion bombarded to 1×1013 ions/cm2,N11—N-
ion bombarded to 1×1011 ions/cm2, N 12—N-ion bombarded to 1×1012 ions/cm2, N 13—
N-ion bombarded to 1×1013 ions/cm2.
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revealed that some fragments of the DNA extracted from the bacterial
mutant was different from those of the original DNA, indicating
misrepairs which are responsible for mutation. Fig. 8 shows that the
GFP fragment of the extracted DNA from the mutated bacteria is the
same as the GFP of the original DNA and thus the mutation is not
caused by contamination. So, the DNA sequencing result is trustable.

4. Conclusion

PIII was the first time applied to bombard naked DNA with low-
energy low-fluence ions. This was to simulate the last step of ion beam
bombardment of biological cells to induce mutation for understand-
ing relevant mechanism. For a certain time period of exposure of DNA,

Fig. 7. DNA sequencing result. Only are the star-marked locations the same between the the control and the ion-bombardment-induced mutant DNAs.
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vacuum was found no effect on DNA mutation for the exposure time
up to one hour, and ions with only thermal energy had no effect either
for the exposure time corresponding to the fluence of 1013 ions/cm2.
However, low-energy ions at only a few keV even with low fluences
can induce DNA mutation. The mechanism of mutation induction is
thought to be due to ion direct interaction with DNA to cause DNA
breaks.
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1. Introduction

Recently, low-energy ion beam biotechnology, emerging as a
novel and highly interdisciplinary subject, has rapidly been
developed [1]. The technology uses low-energy (an order of
10 keV) heavy ion beam, instead of protons, to bombard biological
organisms to induce biological effects. The effects can eventually
be applied for mutation breeding and gene transfer with high
efficiencies. With impressive successes in ion beam biotechnology
applications, investigations on relevant mechanisms have fol-
lowed up. Basically two interaction effects are involved, namely
direct and indirect effects [2]. The direct effect comes from the ions
direct interacting DNA to cause displacements of the atoms in DNA
and therefore bond breakage. The indirect effect is due to ion-
bombardment-induced secondary effects such as emissions of
secondary electrons and X-ray, generation of heat and production
of radicals, which can also cause DNA structural changes. There is a
puzzle in the issue of the direct effect. In the experiments on ion
beam induction of mutation, normally plant seeds with embryos
are ion-bombarded. Here, energetic ions must travel through the
materials that cover DNA in the cell nucleus before they can

directly interact with DNA. Theoretical calculation estimates that
the most of the ion energy is lost before the ion can impact with
DNA for 30-keV nitrogen ions to pass through organic materials of
a-few-hundred nanometers. Questions raised then include wheth-
er and how the ultra-low-energy ions are still able to cause DNA
damage to induce mutation. Along with experimental efforts, in
which keV ions bombarded naked DNA in vacuum and DNA strand
breaks and mutation induction were discovered [3–9], molecular
simulation is of necessity in studying the interaction between ions
even at ultra low energy and DNA at the molecular level to reveal
the nature of the interaction. There have been a plenty of studies on
ion interaction with solids [10,11] and high-energy radiobiology
[12]. However, there are yet lacks of studies on low-energy ion
interaction with biological organisms and particularly DNA.

It has been found from experiments that treatments of ion beam
onbiologicalmatter donot give complete randomresults, but rather
biased ones [13]. For example, in an experiment, the plasmid
M13mp18 with the lacZ gene was bombarded by N-ion and
transferred into host bacteria JM103 E. coli. The results revealed
that the dominant type of mutation was from a replacement (95%)
while the rest was from the base deletion [14], but no insertion or
replication of bases was detected. In addition, it was found that
cytosine was the most sensitive residue taking more than 50% of
the mutations. Another study using C-ion radiation [15] showed
different non-random results with one base-deletions taking 38.5%
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of mutations. A comparative study reported a different outcome
between N-ion and 60Co-g ray treated E. coli containing rpoB genes
[16]. It was found that CG-to-TA, AT-to-GC and AT-to-TA took
majority in the substitution mutations (92.13% or 82/89) in 60Co-g
radiation,whileN-ionbombardmentgaveCG-to-TAandAT-to-TAas
the major substitutions. Moreover, GC-to-CG and AT-to-GC were
found induced by N-ion bombardment only but not by the g-ray,
whereas AT-to-CG was not found after N-ion implantation, but was
only found in 60Co-g radiation.

From the above studies, it is clear that there are many distinct
molecularmechanisms for radiation-inducedmutationwhich can
effect the possible mutations generated from a given mutation
method. Ideally to be able to predict and controls of the amount
and type of mutation generated by a givenmethod further insight
into themechanisms controlling the processing ofmutatedDNA is
required. Currently, very little knowledge about the molecular
mechanisms or pathways of DNA damage during ion beam
implantation or other types of radiations has been found [2,15]. To
complement the small amount of experimental evidence, some
researchers have attempted to use computational methods to
investigate the irradiation of DNA. Such studies include simulat-
ing accurate structures of mini-circle and super-coiled DNA
molecules [19–22], DNA movements [23,24], tracking simula-
tions of radiation particles in DNA molecules [3,25–27] and
quantum molecular calculations of DNA damaged by radiation
[28,29]. However, no such work has been done with ion beams
induced mutation.

In this study, molecular modeling methods were selected to
investigate themolecular interactions and elementary processes of
DNA during irradiation by ion beam. To complement the
experiment work done with N+ ion beam irradiation, we chose
this form of ion beam particles to examine computationally. The
study was divided into two main parts: (i) a Monte Carlo (MC)
simulation of N+ on a DNA strand and (ii) a molecular dynamics
(MD) simulation of the effect of N+ implantation on a DNA strand.
The MC simulations aimed to specify the preferred sites of N+

implantation around an arbitrary short strand of DNA using
commercial software packages. The MD simulation aimed to
investigate possible changes in the structure of the same DNA
molecules after the bombardment. In both parts of the experiment,
the DNA was in the A-form to best resemble real world
experimental conditions, in which naked solid state DNA samples
were bombarded by ion beam under vacuum [9]. Predominantly,
this study focused on low-energy ion irradiation, because high-
energy (above 102 keV) ion irradiation can cause very strong
interactions with the DNA structure resulting in extensive damage
to the DNA. By focusing our investigation on low-energy ion
irradiation, the interaction of ions on DNA molecular sites allows
identifying details of the effect of ion interactions to DNA structural
changes.

2. Methods

2.1. DNA preparation

A 30-base-pair-long DNA duplex with sequence 50-AAGAATG-
GAA TCAAAGTTAA CTTCAAAATT-30 was constructed in A-form
which was the form commonly observed in the dehydrated
samples of DNA under vacuum condition with a pressure of
10�4 Pa for ion-bombardment experiments on the glass surface as
well as in crystallographic experiments. The selected residues
numbered between 760 and 789 bps of the green fluorescent
protein plasmid (pGFP) from GenBank, sequenced by Chalfie et al.
[30]. This portion of DNA contained the sequence that translates
into the flourophore of the functioning protein (green fluorescent
protein, GFP). The DNA duplex was built in Discovery Studio 1.7.1

software [31]. The CHARMm27 force field [32] was applied on this
molecule. To obtain the DNA structure in the equilibrium state in
vacuum, DNA was neutralized with Na-ion. The energy minimiza-
tion, heating, equilibration and production MD simulation were
performed using the Standard Dynamic Cascade protocol. The
steps of energy minimization were divided into two parts: 1000
steps of the steepest descent minimization, and 4000 steps of the
adopted bases Newton–Raphson minimization. Afterwards, heat-
ing was performed for 60 ps from 0.0 to 323.0 K according to the
experimental temperature. Then, the equilibration was performed
for 2900 ps at 323.0 K. And finally, the production was performed
for 40 ps at the same constant temperature. All processes were
done in NPT ensemble with the total simulation time of 3 ns. The
final DNA structure from the MD simulation was used as the
substrate for the adsorption of N+.

2.2. Monte Carlo simulations of N+ around a DNA strand

In Materials Studio 4.3 [33], the minimized DNA structure was
imported, and theN+ ionwas constructed. The COMPASS force field
[34,35] was assigned to both DNA and ion. Then, the adsorption
calculations using the Adsorption Locator module were performed
for ion fluences of 18 and 27 ions on one DNA molecule
(corresponding to 6 � 1013 and 9 � 1013 ions/cm2 as in the ion-
bombardment experiment [9], respectively). In the calculation, the
simulated annealing algorithm was performed for 5 cycles, with
15,000MC simulation steps for each cycle as in Supplementary Fig.
S1. The initial temperature was 1000 K before cooling down
gradually to 323.0 K during the simulations. The simulation
searched for the 10 best configurations of adsorption along with
their interaction energy.

The starting configuration was adjusted to the current
temperature for many iterating steps. Applying the Metropolis
Monte Carlo method decided whether to accept or reject the
change of N+ position. The probability to transform from
configuration m to n defined as Pmn is:

Pmn ¼ min 1; exp
En � Em
kBT

� �� �
(1)

where k is the Boltzmann constant and T is the simulation
temperature [36]. The total energy of configuration m (Em) is
calculated by the following sum:

Em ¼ EAAm þ EASm (2)

where EAAm is the intermolecular energy between the adsorbate
molecules (N+) and EASm is the interaction energy between the
adsorbate molecules and the substrate (DNA) [37].

After the simulations, the results were shown as the equilibri-
um structure of DNA substrate, radial distribution function (RDF)
plots (g(r)), distances of maximum RDF (rmax) and RDF integrals in
the interval of 0.0–4.0 Å (I4Å). The RDFsweremeasured from the N+

to each of the rest of atom types in the DNA. The atom types were
arbitrary defined in the discussion (shown in Fig. 1). The results
point out that N+ ions have specific sites of adsorption preference.

2.3. Molecular dynamics simulations of N+ ion bombardment of DNA

In Materials Studio, the final structure of the DNA strand
adsorbing 27 ions (corresponding to fluence of 9 � 1013 ions/cm2)
with the best interaction energy (the lowest or most negative
energy) was used as the initial structure for the simulations of N+

bombardments. All the nitrogen ion residues were deleted except
for the one in themiddle of the DNA strand as shown in Fig. 2a. The
ionwasmoved 10 Å further from the strand by editing its Cartesian
coordinate in the program database (PDB) file. The classical MD
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simulations of NPT (N: number of atoms, P: pressure, and T:
temperature) ensembles at 323 K and 0 atm were performed for
bombardments with energy of 0.1, 1, 10, and 100 eV in AMBER 9
[38]. The forcefields for DNA had partial charges explicitly
parameterized for solution conditions, and thus might require
modification for a vacuum condition. From the previous study by
Rueda et al. [38,39], the charges of nucleobases in vacuo were
scaled by a factor of 0.8 and the calculations showed that the
changes in forcefield parameters had little effect in the conforma-
tional transition of the DNA duplex. The time step was 1 fs. The
non-bonded cutoff was 9.0 Å. The residues 1–8, 22–38 and 52–60
at the end chains were held fixed. The velocity vectors applied in
AMBERwere calculated from the ion energy (E) andmass (m) using
the equation:

v ¼ E

2m

� �1=2

(3)

where v is the magnitude of the velocity (scalar quantity) and the
unit vector for velocity direction was specified as well. The
directions of the velocities were assumed to be in the direction
from the ion to an arbitrary target atom in DNA calculated using
the known coordinate of N+ and the target atom.

3. Results and discussion

3.1. Ion and DNA interaction

From the energy report calculated by Adsorption Locator shown
in Table 1, it was found that the best configuration of the DNA
molecule adsorbing 27 N+ ions had the interaction energy of
�26.19 kcal/mol, which was 4.38 kcal/mol lower than the interac-
tion energy of the one adsorbing 18 N+ ions. The negative values of
bothfluences indicated that the adsorptions ofN+ onDNAmolecules
were thermodynamically favorable. The lower (more negative)
interaction energy of the DNAmolecule adsorbing 27 N+ points out

that the 18 N+ does not fill the DNA molecule’s adsorption capacity
since it releases even more energy when adsorbing an extra 9 ions.
Moreover, it could be said that the adsorption capacity for the
molecule was at least equal to 27 ions, or experimentally, 9 � 1013

ions/cm2. According to the experiment result reported earlier [9],
when the ion fluence increases, the amount of DNA in the super-
coiled form decreases and the amount in the linear form increases
for N-ion bombardment. This indicates that nitrogen ions evenwith
lower energy are effective in producing double strand breaks and
thus more than capable of inducing gene mutation.

3.2. Radial distribution functions

Specific sites adsorption preference of N+ ions interacting with
DNA from simulation was detailed. Table 2 summarizes the values

Fig. 1. Atom type definition of the nucleotide. For clear illustration of the MDs

constructed DNA, the neutralization is not shown.

Fig. 2. The initial structure of DNA and the structures after bombardment with

varied N-ion energy from selected simulation snapshots. (a) Initial structure; the

particle at the low part represents the incident ion. (b) 0.1 eV at 4 ps. (c) 1 eV at 4 ps.

(d) 10 eV at 4 ps. (e) 100 eV at 1 ps. The dash-circled areas are the main ion-

bombardment-induced change parts.

Table 1
The interaction energies of the best configuration for each ion fluence.

Ion beam fluence

(�1013 ions/cm2)

Equivalent

number of N+

Interaction

energy (kcal/mol)

6 18 �21.810

9 27 �26.192
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of rmax and I4Å for the best configuration at each fluence level. This
table shows that, for fluence values equal to 6 � 1013 ions/cm2, OP
(O in phosphate) has the highest RDF integral value of 3.20,
approximately twice as large as other cases. This pointed a fact that
N+ preferred to be adsorbed at OP sites in phosphate groups of
DNA. A straightforward explanation can be made from the basic
chemical knowledge that oxygen atoms in phosphates have
negative charge, which can bind strongly with positively charged
species by electrostatic interaction. The distances of maximum
radial distribution functions, rmax, also give similar results. OPs are
suggested to have the strongest interaction with N+, as they have
the least rmax while other atom types give far greater rmax values.

Different results were observed for the fluence of 9 � 1013 ions/
cm2. Here, the three highest RDF integral values were all from
oxygen atoms: O (O in bases), O0 (O in sugars) and OP. The integral
values for the three atom types were 4.15, 3.73 and 3.28,
respectively. This might be because a larger number of ions
increase the chance of interacting with other oxygen sites. Hence,
oxygen is still the atom of preference for N+ irradiation. Other atom
types give considerably smaller integral values. For this fluence,
the values of rmax do not showas large differences as foundwith the
previous fluence value. This might also be because of themore ions
and thus the more chances to interact with other atoms. Still,
oxygen atoms gave smaller value of rmax (3.25, 3.75 and 3.35 for O,
O0 and OP respectively) compared with those of other atom types
(3.55, 3.85 and 3.95 for N, C and C0, respectively). The results also
agreed with the fact that oxygen atoms have large electronegativi-
ty, a measure of the ability of an atom to attract electrons it is
sharing with another, and usually strongly polarize the formed
bonds. Therefore, bonds with oxygen atoms are negative dipoles
with partially negative charge on the oxygen side and thus they can
still attract positively charged species. The RDF plots with the rmax

reported in Table 2 indicate that N+ ions are likely to interact with
OP, C, C0, N, O0 and O, respectively. The radial distribution function
of N+ around OP in phosphates with a) the fluence of 6 � 1013 ions/
cm2 and b) the fluence of 9 � 1013 ions/cm2 was provided in
Supplementary Fig. S2.

3.3. Molecular dynamic simulations

Our study used molecular dynamics to monitor the change in
bond lengths within the DNA as the biomolecule was subjected to
ion bombardment, and observed enormous changes in the bond
length as described below. Large bond length changes might lead
to bond breakage. However, the breakage of covalent bonds cannot
be accounted from the simulation due to the limitation of classical
MD. A quantum mechanics approach would be a solution for such
simulation; however, it requires very small DNA duplexes in the
simulation and also some approximations as well. Another

limitation of our approach as already mentioned in the method
section resides in the forcefield for DNA, in which its partial
charges parameterized for solution conditions may not be suitable
in vacuo. Nevertheless, molecular dynamics techniques allow
detailed time and space resolution for carefully selected systems
which could provide details of the structural change in DNA after
ion bombardment. The root mean square deviations (RMSD) were
collected for every time step of the simulations to study the overall
movement of the DNA structures during the simulation. The initial
structure of DNA and the structures after bombardment with
varied N-ion energy of 0.1, 1, 10, and 100 eV from selected
simulation were snapshotted as shown in Fig. 2. At the simulation
time of 4 ps, it is clearly seen large structural changes (Fig. 2b–d) in
DNA for 0.1, 1, and 10 eV N-ion bombardment. For the highest ion
energy of 100 eV, the ion seems to pass through DNA too quickly to
snapshot for the change in the DNA structure and the structure
even at 1 ps as illustrated in Fig. 2e does not show change
compared with the initial structure shown in Fig. 2a. From the
RMSD plots in Fig. 3, all bombardments exhibited rapid changes in
RMSD during the simulations whereas the RMSDs for the
unbombarded system at 298 and 323 K were smaller. At 100 eV
ion bombardments, the RMSD peaked after 1.5 ps. Since large
RMSD values represent a large movement and flexibility of the
DNA structure, it is suggested that the flexibilitymight result in the
simultaneous breakages of chemical bonds in DNA. The upcoming
sections will present the changes in each type of bond lengths after
the rapid changes in the RMSD.

The ranges andmedians of the bond lengths of eight bond types
were studied. The studied types included oxygen–phosphorus
single bonds (O–P), oxygen–phosphorus aromatic bonds (O–P
(ar)), carbon–carbon single bonds (C–C), carbon–nitrogen single
bond (C–N), carbon–oxygen single bonds (C–O), carbon–carbon
aromatic bonds (C–C (ar)), carbon–nitrogen aromatic bonds (C–N
(ar)) and carbon–oxygen double bonds (C55O). The maximum,
minimum and modal bond lengths in each bombardment were
measured and reported in Tables 3–5. Relative deviations from the
equilibrium lengths were noted in the parentheses on the right of
the measured bond lengths. The results for the 100 eV bombard-
ments were not presented because the simulation lasted for too
short a time to notice bond length changes.

From the tables, the maximum bond lengths of all types were
far higher than the equilibrium lengths for all bombardments. The
bombardment producing the largest maximum bond lengths was
the one with the 1 eV ion beam, followed by ones with 0.1 eV and
10 eV ion beams respectively. This indicates that the energy of 1 eV
can cause themost stretching to all the bonds. In the samemanner,
the bombardment resulting in the largest minimum bond lengths

Table 2
Summary of the distance of maximum radial distribution functions, rmax, and the

integral of radial distribution functions from 0.0 to 4.0 Å, I4Å, of each atom type.

Fluence (�1013 ions/cm2) Atom type rmax (Å) I4Å

6 N 4.15 1.77

O 6.25 1.46

O0 5.15 1.48

OP 3.25 3.20

C 3.95 1.65

C0 4.05 0.96

9 N 3.55 1.89

O 3.25 4.15

O0 3.75 3.73

OP 3.35 3.30

C 3.85 1.34

C0 3.95 1.90

Fig. 3. RMSD plots for the MD simulations of ion bombardments at different ion

energies in comparison with the unbombarded systems at 298 and 323 K.
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is still the one with 1 eV ion beam, followed by ones with 10 and
0.1 eV ion beam respectively. It is suggested that this energy gives
the strongest shrinkage in overall bonds lengths. However, the
bond lengths for 10 eV bombardmentsweremeasured at 6 ps since
the simulation halted after that. So, the bond lengths due to this
bombardment could be further elongated, and, by a rough
approximation, the bond lengths could be close to ones bombarded
if the simulation had lasted as long as 10 ps.

It was found that the bond type most sensitive to the ion
bombardments was the O–P bonds. The maximum and modal
lengths of this bond type had the largest deviation amongst all
bond types, especially in 1 eV bombardment, where the bonds
could elongate to as long as 2.838 Å (80% stretched from the
equilibrium length). This corresponds to very large changes in
overall RMSDs since the O–P bonds are a part of the DNA
backbones. TheDNAdouble helix could have an extreme stretching
to twice of its normal length before its base pairs break,
demonstrated by both theoretical modeling and nanomanipula-
tion experiments [40]. As the DNA double helix is a multiply
bonded structure, a nearly 100% stretching of the bond such as the
one obtained above might cause breakage which can affect the
overall structures and movements of DNA.

For further analysis of the bond lengths, the relative number of
the elongated bonds for each type was recorded in order to study
the changes of the bond lengths with changes of time. The
percentages of the elongated bonds in DNA during the simulation
of each bombardment were reported as line curves in Fig. 4. The
percentage is calculated by dividing the counts of the elongated
bonds (the bonds with more than 5% elongation) by the total
counts of the bonds of the specific type. For example, if the total
count of the O–P in the structure is 116, and the count of elongated
O–P is 20, then the percent of the elongated bonds for the O–P in
this structure is calculated as 20/116 = 17.2%.

From the figures, it was found thatmost of the bonds in the DNA
tended to be elongated as time went by. This could be seen in the
rising curves throughout the simulations. Some of the curves
(especially for 0.1 eV bombardments) declined during some
periods because the criterion of 5% elongation might still be too
small for bond breakages. Furthermore, the three bond types with
the largest percentage of the elongated bonds were O–P, C–C and
C–C (ar) (navy, scarlet and orange graphs, respectively). And, the
two types with the least percent of the elongated bonds were O–P
(ar) and C55O (magenta and blue graphs respectively). So, major
breakages would most probably occur in O–P, C–C and C–C (ar) as

Table 3
Bond length maxima, minima and modes after 10ps of 0.1 eV bombardment

simulations.

Bond

type

Average

equilibrium

length (Å)

Bond length after 0.1 eV bombardment (Å)

Maximum Minimum Mode

O–P 1.582 1.817 (+15%) 1.411 (�11%) 1.618 (+3%)

O–P (ar) 1.486 1.606 (+8%) 1.306 (�12%) 1.498 (+1%)

C–C 1.518 1.800 (+19%) 1.398 (�8%) 1.560 (+3%)

C–N 1.490 1.664 (+12%) 1.405 (�6%) 1.489 (�0%)

C–O 1.433 1.566 (+9%) 1.302 (�9%) 1.445 (+1%)

C–C (ar) 1.387 1.557 (+12%) 1.329 (�4%) 1.426 (+3%)

C–N (ar) 1.351 1.604 (+19%) 1.088 (�19%) 1.388 (+3%)

C55O 1.230 1.528 (+24%) 1.133 (�8%) 1.220 (�1%)

Table 4
Bond length maxima, minima and modes after 10ps of 1 eV bombardment

simulations.

Bond

type

Average

equilibrium

length (Å)

Bond length after 1 eV bombardment (Å)

Maximum Minimum Mode

O–P 1.582 2.838 (+80%) 1.382 (�13%) 1.702 (+8%)

O–P (ar) 1.486 2.236 (+50%) 0.971 (�35%) 1.498 (+1%)

C–C 1.518 2.409 (+58%) 0.939 (�38%) 1.570 (+3%)

C–N 1.490 2.153 (+44%) 1.398 (�6%) 1.543 (+4%)

C–O 1.433 2.373 (+66%) 0.829 (�42%) 1.432 (�0%)

C–C (ar) 1.387 2.116 (+53%) 1.116 (�20%) 1.408 (+2%)

C–N (ar) 1.351 2.097 (+55%) 0.745 (�45%) 1.381 (+2%)

C55O 1.230 1.787 (+45%) 0.958 (�22%) 1.221 (�0%)

Table 5
Bond length maxima, minima and modes after 6ps of 10 eV bombardment

simulations.

Bond

type

Average

equilibrium

length (Å)

Bond length after 10eV bombardment (Å)

Maximum Minimum Mode

O–P 1.582 1.909 (+21%) 1.471 (�7%) 1.698 (+7%)

O–P (ar) 1.486 1.798 (+21%) 1.271 (�14%) 1.481 (�0%)

C–C 1.518 1.702 (+12%) 1.304 (�14%) 1.544 (+2%)

C–N 1.490 1.618 (+9%) 1.396 (�6%) 1.515 (+2%)

C–O 1.433 1.713 (+20%) 1.223 (�15%) 1.459 (+2%)

C–C (ar) 1.387 1.648 (+19%) 1.310 (�6%) 1.399 (+1%)

C–N (ar) 1.351 1.548 (+15%) 1.145 (�15%) 1.336 (�1%)

C55O 1.230 1.319 (+7%) 1.054 (�14%) 1.218 (�1%)

Fig. 4. Percentages of the elongated bonds in DNAduring the simulation of (a) 10 eV,

(b) 1 eV, and (c) 0.1 eV bombardments.
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the DNA was bombarded, thus causing DNA damage. The elongate
distances between O1-P, O2-P, and O2-C were observed during the
first 1-ps trajectory of 1-eV N-ion bombardment of DNA as
demonstrated in Fig. 5. The large displacement was started at
638 fswhen theN-ion impacted on theDNA. The selected structure
at 552, 638, and 653 fs showed the dynamics of the three breakable
bonds at O1-P, O2-P andO2-C. From the usual thermal fluctuations,
O–P and O–C fluctuation of the unbombarded system showed low
RMSD below 0.5 at 298 and 323 K (the data is not shown). The
counter ions were not included in the figure since they were
distributed in other locations. The observation agreeswell with the
RMSD results shown in Fig. 3, which corresponded to rapid changes
in the structures after ion bombardment in comparison with the
lower RMSD observed in the unbombarded system at 298 and
323 K. The graphs of the bond lengths also showed sudden changes
at a corresponding time (7–10 ps). This can be explained that if
breakages occurred in the DNA molecule, the molecular structure
would have more freedom to move. On the other hand, for the
10 eV bombardments, Fig. 3 shows a correspondence of the graphs
with the RMSD only for O–P. In contrast, the 0.1 bombardment did
not show such a correspondence.

When comparing the energies of ion bombardments with the
mean bond enthalpies (normally a few hundreds to no more than a
thousand kcal/mol) [30], we found that most of the mean bond

enthalpieswere in the range of the energies of bombardments (0.1–
10 eV corresponding to the energy range of 10–932 kJ/mol). The
relevance of the ranges indicated the sensibility of the simulations.

4. Conclusion

Ultra-low-energy ion bombardment of DNA in vacuum condi-
tion was simulated with the example of 0.1–100 eV nitrogen ions
to study effects of the ion-DNA interaction on DNA damage. Monte
Carlo simulations of adsorption of N+ on DNA revealed some
information of interactions of N+ with DNA. The fluence of 9 � 1013

ions/cm2 due to its lower interaction energy with DNA resulted in
stronger adsorption of N+ on DNA molecule than the fluence of
6 � 1013 ions/cm2. From the RDF analysis, N+ ions are likely to
interact with OP, C, C0, N, O0, and O site in DNA. MD simulations of
the N+ bombardment on DNA molecules exhibited some interest-
ing behavior of the DNA after collisions with N+. Firstly, the RMSDs
of the DNA bombarded by N+ showed rapid increases after
collisions. This might be due to the stretching and then probable
breakage of bonds in the structures leaving the molecules more
flexible. Further investigation of the stretching bonds was also
studied using bond length analysis. The analysis of the bond length
maxima, minima and modes showed that all types of bonds had
stretching and shrinkage after the bombardment. Additionally, the

Fig. 5.Demonstration of the elongate distances of O1-P, O2-P, and O2-C as a function of time during 1 eV N-ion bombardment of DNA. At the lower part are the pictures of the

structure (O1-P, O2-P and O2-C) selected at time of 552, 638, and 653 fs, respectively.
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modes also gave the same tendency. The bombardment energy of
1 eV resulted in the most extreme maxima and minima, as well as
the largest values of the modes of the bond lengths. The analysis
also pointed out that the O–P bonds were the most sensitive to the
collision. Lastly, the bond length changes with time for each
bombardment were also studied. The O–P, C–C and C–C (ar) were
the most vulnerable bonds in the DNA strands to ion bombard-
ment. The bond enthalpies of these bond types corresponded well
with the applied energy.
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Abstract
 
 Ion beam biotechnology has been applied to induce gene transfer into biological 
cells. Mechanisms involved in the ion interaction with the cell envelope to create 
pathways for exogenous DNA to transfer are not yet well understood. Studies have found 
ion implantation resulting in modifications of the surface morphology and electric 
properties of the plant cell envelope membranes to favor the gene transfer. How the 
modifications occur is yet to explain. This study focuses on the charge effect brought by 
ion implantation on the modifications. Membranes of cellulose, the main chemical 
composition of the plant cell envelope, used to mimetic the cell envelope, were 
bombarded with ion or electron-showering-neutralized beam of argon and nitrogen at 
energy of 10 keV to fluences in an order of 1015 ions/cm2. The membrane electric 
characteristics were studied with a two-chamber membrane measurement system. Results 
clearly showed charge effect on the modifications of the membrane. Generally, the 
charge input from ion implantation reduced the decrease in the impedance of the 
membrane. The change in the impedance was not related to the membrane surface 
wettability represented by the contact angle. The radiation-induced impedance decrease 
of the membrane was demonstrated to be the key mechanism for ion-beam-induced DNA 
transfer.  
 
 
Keywords: Charge effect, Cellulose membrane, Ion beam, Neutralize, Cell envelope, 
Gene transfer 
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1. Introduction 

 Ion beam bioengineering is a relatively new application area of ion beam physics 
and technology [1]. An interesting and potentially important development that has been 
demonstrated is the transfer of DNA into plant or bacterial cells [2,3]. A low-energy ion 
beam in a few tens of keV bombarded cells to perforate the cell envelope, through which 
exogenous macromolecules can be introduced into the cell interior in a subsequent post-
bombardment biological process. However, a consistent physical model for this 
significant result has not yet been developed. Questions on this aspect may include how 
the exogenous DNA macromolecules enter the cell and how ion bombardment creates the 
pathways, and what the nature of the pathway structure and geometry is. Base on the fact 
that the major composition of the plant cell envelope is cellulose (C6H12O6), this study 
uses cellulose membranes to mimetic the cell envelope for characteristic behavior in 
order to separately investigate effects of ion interaction with the plant cell envelope. In 
our previous studies, we have demonstrated that changes in the electric properties of the 
cell envelope membrane materials contribute to the exogenous macromolecule transfer 
into the cells [4]. But, a question on this result is how the changes in the electric 
properties are caused by the ion beam. Ion beam brings multiple factors to the biological 
materials, namely mass, energy, momentum and charge [1]. In this study, we focus our 
interest in the charge effect, i.e. whether charge of the ion beam can play some role in 
inducing the changes in the electric properties of the cell envelope materials.  

2. Experiment 

 An electron shower was designed, constructed and installed to our bioengineering 
ion beam line [5] for neutralization of ion beam. The working principle of the electron 
shower was that when an electric current was applied to a graphite filament, electrons 
were emitted from the filament to the insulating sample surface that was being ion 
implanted and thus neutralized the charge of ion beam. Figure 1 shows the electron 
shower used in our experiment. After the electron shower was installed in the target 
chamber, the electron showering effect was tested. It was found that the effect on ion 
charge neutralization depended on the distance between the electron shower and the 
sample surface and the ion energy as well. If the electron shower was placed fairly away 
from the sample surface, the ion current measured at the sample was increased, which 
was opposite to our expectation. This meant that the electrons from the shower did not 
neutralize the ion charge but further ionized the ions. This effect was thought to be 
caused by collisions between the electrons and the energetic ions in the beam that had not 
yet reached the target surface to increase the ionization of the ions. When the electron 
shower was placed very close to the sample surface and also to the ion beam, the ion 
current at the sample was indeed decreased, indicating charge neutralization realized. It 
was also found that when the ion energy was lower than 10 keV, even though the 
filament was placed somehow far away from the sample surface, the ion beam could be 
neutralized. This effect demonstrated again our speculation that the electrons from the 
filament directly ionized further the ions in the beam when the filament was far away 
from the sample surface, but when the ion energy was lower, the interaction energy 
between the electrons and the ions became lower so that the ionization could be reduced. 
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In the experiment, the distance between the graphite filament of the electron shower and 
the sample surface was normally controlled at a few millimeters. 

Cellulose membranes were supplied by the Membrane Science and Technology 
Research Center, Prince of Songkla University. The membrane preparation methodology 
has been published elsewhere [6,7]. Square samples of the membranes in a size about 4×4 
cm2 and about 30 μm in thickness were mounted on a stainless steel holder. The 
membranes were bombarded with nitrogen and argon ions with energy of 10 keV to 
fluences of 1, 2, 4 × 1015 ions/cm2 at room temperature. For each ion bombardment 
condition, control samples were placed away from the ion beam in the target chamber 
during ion bombardment. Note that both nitrogen and argon ion beams were previously 
used to achieve gene transfer in plant and bacterial cells [2,3]. The ion bombardment was 
carried out using the bioengineering ion beam line at Chiang Mai University [5], which 
was featured as a vertical setup with a doubly magnetic steering system to remove the 
neutrals from the finally applied ion beam. The beam was focused onto the target without 
using any aperture. During ion bombardment, the ion beam was fixed but the sample 
stage was repeatedly translated for a uniform and large area bombardment and also 
prevention from beam heating caused damage in the membrane. The bombarding time 
was normally around some ten minutes for fluences of the order of 1015 ions/cm2. During 
ion implantation, a current of 5 A was provided to the graphite filament to shower 
electrons to the sample surface. 

 Bombarded membranes were characterized by electrical membrane impedance 
spectroscopy by using a two-chamber system to study the membrane electrical properties 
under 10mM KCl solution condition [6,7]. The contact angle of the membrane was also 
measured for checking wettability change. 

An experiment of plasma low-energy-ion implantation in bacterial cells was 
conducted to demonstrate the impedance change of the cellulose membrane to be the 
dominant mechanism for ion beam induced DNA transfer. Escherichia coli (E. coli) cells 
were bombarded by argon or nitrogen ions in a plasma immersion ion implantation (PIII) 
chamber using -2.5 kV bias, 50 Hz pulsing frequency and 20 μs pulse length to fluence 
orders of 1012, 1013 and 1014 ions/cm2. After PIII, the bacteria were mixed with solution 
of plasmid DNA pTZ57R (size of 2,886 bp) or pBI121 (size of 13 kbp), both of which 
possessed antibiotic resistance, for conventional DNA transfer, followed by checking the 
bacterial survival in Lysogeny broth (LB) media containing antibiotic ampicillin and 
kanamycin.    

 

3. Results and Discussion 
 
 Figure 2 shows the measured impedance of the cellulose membranes.  

Figure 2(a) shows changes in the impedance of the membrane after bombarded 
with using the electron shower compared to the un-bombarded membrane. It is seen that 
the impedance of the membrane when bombarded with neutralized ions is decreased. 
This is in the same trend with the ion beam bombardment effect we obtained before [4], 
indicating that whether charge input or not does not affect the impedance decrease. This 
result implies the cause of the induced impedance decrease intrinsically not much related 
to the input charge.  
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Figure 2(b) shows a comparison between the membrane bombarded with normal 
ion beam and that bombarded in cooperation with using the electron shower. It is clearly 
seen that neutralized ions have effect on decreasing the impedance considerably more 
than ion beam. The impedance decrease of the polymeric membranes is generally caused 
by structural modification of the polymers, such as the formation of cross-links and 
conjugated double and triple bonds due to irradiation induced damage [8]. The 
delocalized �-electrons in the conjugated bonds are loosely bound and thus more mobile 
than the covalent �-bond electrons. When ions carrying charge are implanted in 
polymeric materials, the positive charge will combine with the released electrons to 
decrease the conductivity induced by ion implantation, while after the charge is 
neutralized by electron showering the combination of the charge with the delocalized  
electrons no longer occurs and thus the ion-implantation-induced conductivity further 
increases or the impedance more effectively decreases. An interesting phenomenon seen 
in this figure is that the impedance decreases due to Ar and N ion bombardments are 
quite different, the decrease from the former much less than the latter, whereas the 
impedance decreases when ion neutralization is applied have no significant difference 
(actually, there is some difference as shown below). This may be interpreted by the fact 
that argon has higher ionization energy, 15.8 eV required to split off the loosest bound 
electron of the atom, while nitrogen has lower ionization energy, 14.5 eV [9]. During ion 
implantation, N ions may not only more easily capture electrons but also loose electrons 
after they capture the electrons and are subjected to subsequent collisions with either 
further implanted ions or recoiled atoms than Ar ions. Hence, in the N-ion bombarded 
membrane there are still more electrons than in the Ar-ion bombarded membrane, leading 
the former to have more conductivity or lower impedance than the latter. However, after 
the ions are sufficiently neutralized and thus become stable atoms, only those delocalized 
electrons contribute to the conductivity.  

Figure 2(c), the zoom of the lower part of Figure 2(a), shows details of the 
impedance of the bombarded membrane with using the electron shower. The neutralized 
Ar ions exhibit effect generally more than neutralized N ions on decreasing the 
impedance. This is in the same trend as that induced by ion beam bombardment we 
obtained before [4]. As a heavier ion species, Ar-ion implantation may produce heavier 
damage than lighter N-ion implantation in materials and thus more electrons delocalized 
than the case of N-ion implantation. As for the fluence dependence of the impedance, it 
does not show a monotonic relationship instead a complicated one though the differences 
among different fluences are not significant. This may be related to the cross-linking 
formation induced by ion bombardment. The low-fluence ion bombardment may induce 
the greatest or saturated amount of the cross-links. When the fluence increases, some 
cross-links may be damaged by scission; when the fluence further increase, some cross-
links form further again. The competition between the formations of cross-links and 
scissions finally results in the complicated fluence dependence.�

Figure 3 shows the contact angles of the cellulose membranes. Generally 
speacking, no significant differences can be seen between the ion beam and neutralized 
beam bombarded membranes. This can be easily explained by the fact that the contact 
angle only depends on the material surface structure and charcteristics but not the charge. 
The contact angle was generally increased when bombarded with nitrogen beam, but 
decreased when bombarded with argon beam with the exception of the highest fluence, 
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no matter with using or not using the electon showering. Contact anlge is normally 
related to the wettability of the material surface. For polymeric material surface, normally 
hydrophobicity is related to high portion of cross-links and hydrophilicity related to high 
portion of scissions. Hence, it indicates that the observed charge effect on the change in 
the impedance of the membrane is not substaintially related to the surface wettability, or 
hydrophobicity and hydrophilicity. That is why we do not either see significant 
differences in the charge effect among different fluences as mentioned above because 
different fluences only alternatively modify the near-surface structure between cross-
links and scissions and thus the wettbility. But, the decreasing in the contact angle or 
increasing in the hydrophilicity for the Ar-ion bombarded surface compared with the 
increasing in the contact angle for the N-ion bombarded surface seems related to the more 
decrease in the impedance for the Ar-ion bombarded surface. However, the difference in 
the contact angle change between Ar and N cases is rather obvious compared with the 
small difference in the impedance change between the two cases. Therefore, it is difficult 
to attribute the impedance change to the surface wettbility change. The obtained result 
shown here on the contact angle implies that the impedance decrease due to ion 
bombardment is dominantly caused by irradiation damage induced conjugated double and 
triple bonds whereas ion bombardment induced formation of cross-links plays a minor 
role. 

The result of the experiment using low-energy ions from PIII to bombard bacteria 
E. coli for induction of DNA transfer shows successful subsequent DNA transfer into the 
bacteria. Some bacteria were found survival in the LB media, indicating the DNA that 
had the antibiotic resistance property was indeed transferred into the bacteria, as shown in 
Figure 4. N-plasma treated bacteria were found to be more effective in transferring the 
DNA than Ar-plasma treated bacteria. For the smaller DNA pTZ57R, N-plasma 
treatment had four of five successes in DNA transfer, but Ar-plasma treatment had only 
two of five. For the larger DNA pBI121, only N-plasma treatment could succeed in DNA 
transfer but Ar-plasma could not. This result is suprising. A traditional idea on ion-beam-
induced DNA transfer is that the ions that should have enough energy and fluence 
bombard the biological cells, penetrate deeply enough in the cell envelope and create 
certain radiation damage which will serve as pathways for exogenous DNA molecules to 
pass through [1,3]. Previous experiments normally applied ions of a few tens of keV (to 
fluences in an order of 1015 ions/cm2) to induce DNA transfer [3], because the ions with 
this energy could penetrate several tens of nanometers which were similar to the 
thickness of the cell envelope. However, this time in our experiment the ion energy was 
only a few keV and the ion fluences were only one tenth down to one thousandth that 
formerly used. For the low-energy and low-fluence ion bombardment, it is impossible for 
the ions to penetrate deeply in the cell envelope and create considerable damage in the 
envelope. In this case, the traditional idea seems not working. In our previous study, we 
found that ion implantation in the cell envelope materials could modify the electric 
properties of the materials and demonstrated that the modification could be reponsible for 
ion-beam-induced DNA transfer [4]. The result of our this experiment then demonstrates 
that the ion-implantation induced impedance decrease of the cell envelope materials is the 
dominant mechanism for ion-beam-induced DNA transfer. Particularly, our previous 
results showed that N-ion bombardment was more effective in decreasing the impedance 
than Ar-ion bombardment. The result of this experiment very well agreeing our previous 
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finding strongly supports our conlcusion mentioned above. In PIII, there exists 
probability of certain neutralization of positive charge in the target built up during the 
implant pulse accomplished by exposure of the target to plasma between implant pulses 
[10]. Therefore, in PIII the impedance change effect is more noticeable than in beam-line 
ion implantation, which has been tried by us also using low-energy ion beam but with no 
successes in induction of DNA transfer.  

4. Conclusion 
 
 Ion charge indeed has effect on change in impedance of the cellulose membrane 
which is used as the mimetic of the plant cell envelope to study mechanisms involved in 
ion beam induced gene transfer. The charge introduced by the ions dilutes the 
concentration of the delocalized electrons due to ion bombardment induced radiation 
damage and thus reduces the ability to decrease the impedance of the membrane. The 
change in the impedance is dominantly related to ion irradiation damage induced 
conjugated double and triple bonds but not substaintially related to the membrane surface 
wettability. The impedance decrease induced by ion bombardment is the dominant 
mechanism for ion beam induced DNA transfer. 
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Figure Captions 

Figure 1. Photographs of the electron shower. (a) At the bench test. (b) Installed inside 
the target chamber. 

Figure 2. Impedance of the cellulose membranes under various conditions. (a) 
Comparison between the neutralized beam bombarded and the control membranes. (b) 
Comparison between different neutralized beams. (c) Comparison between the 
neutralized bem and ion beam bombardments. “+e”: with the electron shower used. 
 
Figure 3. Membrane contact angles. “+e”: with the electron shower used. 
 
Figure 4. Bacteria E. coli which were nitrogen-PIII treated and subsequently transferred 
with plasmid DNA pTZ57R survived in the LB media that contained ampicillin� and 
kanamycin. The blue color is the indicator of the functioning of the plasmid DNA 
pTZ57R.  
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Abstract 

Bacillus licheniformis is a potential antagonistic bacterium property in Curcuma 

alismatifolia Gagnep.  Here, we cloned thioredoxin reductase (trx) genes from B. 

licheniformis, using a low-energy ion beam by accelerating nitrogen ions at energy of 30 keV 

with a fluence range of 1014–1016 ions/cm2. After this treatment, The HAT-RAPD marker 

revealed the modified polymorphism fragment presenting in the wild type but not in the 

bacterial mutant. These polymorphism bands were subcloned into a pTZ57R/T plasmid and 

sequenced.  One of the fragments conserved in the wild type and lost in the mutant bacteria 

was found to code for the thioredoxin reductase gene. To investigate expression of this gene, 

RT-PCR was used for gene analysis by specific primer. The result was shown trx gene from

B. licheniformis was highest expression when co-cultivated with the bacteria and fungi 

disease. 

Keywords 

Ion beam bombardment, cloning, mutation, thioredoxin reductase 

 

 



 2

1. Introduction  

 

Now a day, ion beam biotechnology is a newly founded interdisciplinary field 

between   applied nuclear physics and biology, where physical ion beams are utilized for 

biological engineering or processing [1].  The ion beam application has been recently 

extended to the field of biology and agriculture.  The important mechanism of ion beam 

biotechnology is the use of energetic charged particles to produce radiation damage, which 

acts as a new mutagenic source for genetic modification in organisms in the way of either 

directly inducing mutation or creating physical injuries for exogenous molecules transferring 

by energy deposition, momentum transferring, foreign particle implantation and charge 

exchange [2].  

Since then, Low-energy, low-dose and pulsed-beam are the main features of the ion 

beams employed for biological purposes. The ion-beam energy is generally a few ten keV or 

lower (high energies may cause negative effects as mentioned later), the ion dose is mostly 

around 1015-1016 ions/cm2 and the operating beam is in pulsed modes with the pulse interval 

around 10-5 second [3].  The structure of an ion implanter for biotechnology application is 

relatively simpler than the machines used for other conventional surface modification 

purposes.  More over, a study on effects of N-ion implantation on microbial mutagenesis of 

strains of Streptomyces roseflavus (Huang et al., 1994) [4] has found that the average total 

and positive mutation rates by the ion-implanted germs.  The ion implantation offered two 

strains with stable and high potency.  Products of the two strains showed a satisfactory effect 

in preventing and controlling the chicken diarrhea and piglet bowel complaint. Recently, this 

technique was applied in Thai in order to investigate the antagonistic property of Bacillus 

licheniformis on Anthracnose, a disease causing by Colletotirchum sp. in Curcuma

alismatifolia Gagnep. [5].
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Colletotirchum is a large genus of Ascomycete fungi, containing species that are 

amongst the most successful plant pathogenic fungi, causing significant economic damage to 

crops in tropical, subtropical, and temperate regions [6]. The current method to protect against 

this disease has been through the application of synthetic fungicides, but alternative methods 

to combat this disease could potentially be less harmful to human health and the environment 

[7], and one such method has already achieved considerable success utilizing antagonism [8].  

The antagonism biocontrol involves the use of naturally occurring nonpathogenic 

microorganisms that are able to reduce the activities of plant pathogens and thereby suppress 

diseases. The antagonistic microorganisms can complete with pathogens for nutrients, inhibit 

pathogen multiplication by secreting antibiotics or toxins, or reduce pathogen population 

through parasitism. Moreover, some of these microorganisms can induce generalized 

resistance in plants, which enables the plant hosts to better defend themselves against 

pathogens [9].

  Bacillus spp., a potential antagonistic bacteria have been applied to control 

anthracnose in many plants [10], As Bacillus spp. have the characteristics of omnipresence in 

soils, high thermal tolerance, rapid growth in liquid culture, ready formation of resistant 

spores, and are considered to be a safe biological agent, their potential as a biocontrol agent is 

considered to be high. [11]. However, the mechanism of suppression to plant pathogens by 

Bacillus spp. has not been extensively investigated and the report about gene involving 

antipathogenicity is very rare. 

In this study, Bacillus licheniformis obtained from hot spring Chiang Mai province 

showed its activity to suppress of the fungus. To mutate of B. licheniformis, the bacteria was 

performed by low energy ion beam bombardment. N-ions were chosen to bombard the 

bacteria under vacuum condition at energy of 30 keV with fluences range of 1-10 x 105 

ions/cm2. Genetic alternation in the bombarded bacteria loosing their antagonistic property 

was investigated by HAT-RAPD technique. Our results revealed that the fingerprint profiles 
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of the bombarded bacteria and wild type were different. Moreover, the research has been 

focus on gene(s) and their functions involving in their antagonistic activity. 

2. Experimental

Media and Culture Conditions

The plant disease fungi, Colletotichum musae initially isolated from Curcuma bract 

(Fig. 1A,B) and another economic fungal disease such as  Pyricularia grisea, Pyricularia 

oryzae initially isolated from rice, Penicillium digitatum initially isolated from orange, C. 

gloeosporioides initially isolated from chilly, were routinely subcultured onto potato dextrose 

agar (PDA). The fungi was stored at 4 oC and was routinely cultured on slants of PDA.  The

Bacillus licheniformis strain with highly antagonistic activity against fungal diseases on 

Curcuma were isolated from hot spring Suynkam Paeng Chiang Mai Province. The bacteria 

was tested for antagonistic activity on dual culture (Fig.2) and on planta (Fig.1 C,D). After 

testing the bacteria was cultured on slants of Luria-Bertani (LB) at 4 oC for using in induction 

mutation by low energy ion beam implantation. 

Median lethal dose (LD50) determination 

For median lethal dose (LD50) determination, one loop of cells of B. licheniformis 

was transferred into 100 ml of Luria–Bertani medium, LB [Trypton (10 g), yeast extract (5 g), 

NaCl (10 g), water (1 l)] in a 500 ml flask. For solid LB medium plate, 18 g agar was added. 

The culture was incubated for 24 h at 37 °C with rotating speed of 120 rpm. The cells of  B. 

licheniformis were centrifuged to precipitate the cells and spread as a single-cell layer on a 

sterile adhesive tape which was attached to a Petri dish and then placed inside a sample 

holder. The holder was capable of sequentially exposing a number of samples to the ion beam, 

as well as housing the unbombarded control sample. Ion bombardment was carried out using 
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the bioengineering applicable heavy-ion-implantation facility at Chiang Mai University 

(Fig.3).  Nitrogen ions were chosen for ion bombardment in the an energy of 30 keV and ions 

were delivered at fluences of 1014–1016 ions/cm2 with a normal ion flux of an order of 1013 

ions/cm2/sec which was low enough to maintain the cells survival according to reported 

experience [12]. Inside the target chamber the temperature of the target was about 0 °C as 

both low ion flux and water cooling was used. The samples were maintained under these 

conditions for about 1.5–2 h, allowing for system pump-down and ion bombardment. 

After implantation, each sample with fluence combination were separately suspended 

in 5 ml of LB medium and incubated for 1 h at 37°C on a rotating shaker until about OD600. 

These cell suspensions were subsequently 10-fold diluted to form samples at concentrations 

ranging from 10-1 to 10-11 and grown on solid LB medium.  All culture plates were then 

incubated for 1 day at 37°C to ensure cell viability. Then the number of cells for the same 

dilution of different fluences was compared for the survival determination. 

Induction mutation in B. licheniformis by low ion beam bombardment  

The B. licheniformis cells grown in complete LB solid medium were smeared on 

sterile adhesive tape and placed on a Petri dish.  The dish was then placed on an ion beam 

sample holder for bombardment. The ion source was N+ ions with energies 30 keV and the 

dose for implantation ranged at LD50 was used for the experiment.   

 The bombarded cells were cultured with LB medium. Subsequently, bacterial mutant 

loosing their antagonistic ability were analysed against the fungi.  Genetic alteration of the 

bombarded bacteria was detected by HAT-RAPD [13] in comparison to wild type. 

Cloning and sequencing of the gene  

The polymorphic fragment from HAT-RAPD fingerprint with an absence of DNA 

bands in comparison between the mutant bacteria and wild type bacteria was reamplified by 
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PCR. The PCR product was electrophoretically resolved on a 1% (w/v) agarose gel, and the 

appropriate DNA fragment recovered with an Agarose Gel DNA Extraction kit (Roche, 

Germany). The purified DNA fragment was ligated into a pTZ57R/T plasmid system, 

according to the manufacturers' recommendations, transferred into E. coli DH5� competent 

cells, and plated on LB agar plates containing 100 mg/ml ampicillin. A clone containing the 

correct insert was identified by restriction enzyme analysis, and denoted pTZ57R-Trx1. The 

nucleotide sequence of the pTZ57R-Trx1 was conformed to B. licheniformis (trx gene) by 

sequencing method and used for gene expression analysis. 

 

Culture and preparation of bacteria cell for gene expression analysis 

For analysis of the expression of thioredoxin reductase (trx) gene from B. 

licheniformis. The bacteria cells were grown in LB medium at 37 °C for 24 h in incubator 

shaker.  Then cells were used for a dual culture method as described by Supuk et al, 2007 

[14]. Briefly, the bacteria and pathogenic fungi were inoculated dually on PDA medium in 

petri dishes 2-2.5 cm apart. The inhibition of actively growing fungus by the bacteria on PDA 

plates was quantified as the distance of radial growth in centimeters. The cultures were 

incubated at room temperature, and growth of the fungus towards and away from the 

bacterium was allowed for 5, 7, 10 days after incubation. The cells of bacteria at different 

time incubation with fungal were used for RNA extraction for gene expression analysis. 

Gene expression by RT-PCR analysis 

Total RNA from B. licheniformis at different time incubation with fungal was 

extracted by using RNeasy® Mini Handbook (QIAGEN). The RNA was used as template for 

reverse transcriptase (RT-PCR), specific forward and reverse primers were designed from 

sequences B. licheniformis (trx gene). PCR reaction mixture contained 20 ng of the cDNA, 

200 μM dNTPs, 25 mM MgCl2, 20 mM Tris-HCl, 0.25 μM of each primer and 2 unit of Taq 
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polymerase buffer in a 20 μl total volume. Amplification was carried out with a thermal 

cycler (Perkin Elmer, Gene Amp PCR 2400) for 30 cycles at 94°C for 1 minute, 67 °C for 1 

minute and 72 °C for 1 minute. A final elongation step was carried out at 72°C for 5 minutes. 

PCR products were separated by electrophoresis on 1% agarose gels. 

3. Results and Discussion 

On the knowledge of genomic damage or the result of mutation, when the damage 

cannot be repaired, the DNA duplication will induce mutation at the molecular level. 

Therefore, studies of ion- implantation- induce mutation and their application is very 

interesting in biology field. The essential reason for the mutation effects is that the ion beam 

can damage the bases and break sugar phosphate bonds in a nucleotide, the units of DNA. The 

base damage can change the genetic code, and the release of inorganic phosphate induces 

strand breaking of DNA [15].   

In this study, to fogus on gene(s) and their functions involving in B. licheniformis, 

antagonistic activity, and the bacteria was performed by low energy ion beam bombardment. 

Genetic alternation in the bombarded bacteria loosing their antagonistic property was 

investigated by HAT-RAPD technique.  

In part of induction mutation, the median lethal dose (LD50) was determined, the 

nitrogen ions were chosen for ion bombardment in the energy range of 30 keV and ions were 

delivered at fluences of 1014–1016 ions/cm2. The LD50 determination result was showed that 

at 1016 ions/cm2 (Fig 4) and this dose was used for induction mutation of  the B. licheniformis. 

After that, the bombarded bacterium were screened and selected for antagonistic 

activity analysis. To focus on gene(s) and their functions involving in their antagonistic 

ability, the similarity of between the ion beam generated mutants and the wild type a dual 

culture test was used in which more than 100 colonies were selected at random from the 

bombarded bacterium. These bacteria initially had the same inhibition ability compared to the 
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control, but after being exposed to the ion beam at LD50 dose, one isolate of bacterium was 

found to have lost antifungal activity. However, none of the bacteria under vacuum without 

ion bombardment was obtained. Moreover, the HAT–RAPD fingerprint using random primer 

presented an absence of DNA bands in comparison between the mutant bacteria and wild type 

bacteria (Fig. 5). 

The polymorphic fragment from HAT-RAPD fingerprint was subcloned into a 

pTZ57R/T plasmid and subsequently sequenced. This nucleotide sequence (Trx1) was blasted 

with genes involved genes in NCBI data. In this research, the gene was related to thioredoxin 

reductase (trx) gene. After that the full length of the trx was amplified by PCR using two 

regions primer selected from the trx gene published B. licheniformis. A fragment was released 

from another thioredoxin reductase organism species. When this nucleotide sequence was 

blasted against the NCBI database, it was found to be highly homologous to the thioredoxin 

reductase gene  from multiple bacteria strains, such as Bacillus licheniformis ATCC 14580,

Bacillus licheniformis DSM 13, Exiguobacterium sibiricum 255-15 with 96%, 96%, 75% 

identities, respectively  (Table 1). Moreover the nucleotide sequence was translated to amino 

acid and its was found to be highly homologous to thioredoxin reductase amino acids from 

multiple Bacillus strains, such as Bacillus licheniformis ATCC 14580, Bacillus subtilis, 

Bacillus pumilus SAFR032 (Fig. 6).  

For the function thioredoxin reductase gene, its importance in defense against stress, 

the thioredoxin system of bacteria, yeast, and mammals is involved in regulating DNA 

synthesis, gene transcription, enzyme synthesis, cell growth, and apoptosis[16]. Thioredoxin 

reductase, a flavoenzyme homodimer which binds flavin adenine dinucleotide and NADPH, 

reduces the oxidoreductase thioredoxin and is found in two forms throughout all five 

kingdoms. The high-molecular-weight isoform, which most likely evolved from glutathione 

reductase rather than the prokaryotic thioredoxin reductase [17], is present in mammals and 

some parasites, while the low-molecular-weight isoform is found in most bacteria, plants, and 
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fungi [18]. These two isoforms are thought to have independently evolved to having similar 

substrate specificity profiles. Though these isoforms have similar functions, they have very 

distinct protein structures.  

In this paper, for investigate expression of trx gene (Trx1) related antagonistic activity, 

RT-PCR was used for gene analysis by specific primer. The result was shown trx gene from

B. licheniformis (Trx1) was highest expression when co-cultivated with the bacteria and fungi 

disease (Fig. 7). However, the mechanism of this gene relates protein, enzyme or antagonistic 

activity will be more study. 

 

5. Conclusions 

In this study we cloned gene from B. licheniformis, using induction of low-energy ion 

beam by accelerating nitrogen ions at energy of 30 keV with a fluence range of 1016 ions/cm2. 

In order to locate gene involving antagonistic mechanism of B. licheniformis to disease fungi, 

the polymorphism bands from fingerprint technique presented in the bacteria was subcloned 

and sequenced. Analysis of these PCR products was investigated in Gene Bank database and 

showed that gene related thioredoxin reductase gene. Moreover, the expression of the this 

gene (Trx1) was highest expression when the bacterium was co-cultivated with fungi disease. 
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Table 1

The nucleotide sequence of thioredoxin reductase gene (Trx1)compare with the database of 

NCBI 

Bacteria species Identity (%) 

Bacillus licheniformis (this paper)

Bacillus licheniformis ATCC 14580

Bacillus licheniformis DSM 13 

Exiguobacterium sibiricum 255-15

100 

96 

96 

75 

Figure Captions 

Fig. 1.  Anthacnose of curcuma; (A) acervulus and (B) conidia of Colletotrichum sp., (C) 

diseased flower and (D) diseased flower control with B. licheniformis.  

 

Fig. 2. A dual culture test; A: mutant of B. licheniformis, B:  wild type of B. licheniformis. 

 

Fig. 3. The bioengineering applicable heavy-ion-implantation facility at Chiang Mai 

University 

 

Fig. 4. The median lethal dose (LD50). 

 

Fig. 5. Amplification products of the bombarded bacterium; A : mutant bacteria was showed 

loosing antagonistic activity, B : bacteria was showed same ability inhibition , C : control 

right arrow indicates polymorphism that subcloned into pTZ57R/T plasmid. 

 

Fig. 6. The amino alignment of Trx1 gene from B. licheniformis. 
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Fig. 7. The expression gene analysis of Trx1 gene in bacteria cells at different time of 

cocultivate with fungal; (I) bacteria was cocultivated with fungal at different time,(II) PT-

PCR analysis; the bacteria was cocultivated with fungal at 5 days (A), at 7 days (B) and at 10 

days (C), the bacteria was not cocultivated with fungal at 10 days (D).  
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Abstract

In this paper we present a novel method to induce gene transfer in plant using a 

low-energy ion beam. Aim of this work was to suppress an expression of ACC synthase gene 

in Siam tulip, Curcuma alismatifolia Gagnep. An cDNA fragment encoding ACC synthase 

from C. alismatifolia Gagnep. was isolated and its expression was analyzed. To determine the 

expression of pCa-ACSI, the northern blot analysis and RT-PCR was used for gene analysis 

by specific primer. The result showed that the pCa-ACSI gene was detected in bract of 

curcuma and the highest expression was observed at 2 days after flower was cut. The 

Ca-ACSI was subcloned pBI121 resulting in pBI121-Ca-ACSI, then transformed into model 

plant (Torenia foumieri) by application low-energy ion beam at an energy of 28–50 keV with 

a fluence range of 1014–1016 ions/cm2. After this treatment, the transgenic plantlets were 

confirmed by PCR analysis and a histochemical GUS assay. Highly efficient of transformant 

tissue was showed as a method to plant transform with application low-energy ion beam 

bombardment.  

Keywords 

Ion beam bombardment, transformation, ACC synthase, cloning 
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1. Introduction  

Flower longevity is one of the most important characters of ornamental plants and 

extension of the longevity is a major target for improving the flower quality. Generally, the 

cause of short vase life is influenced by ethylene in many ornamental plants[1]. Ethylene, a 

gaseous major phytohormone, is one of the simplest organic molecular that exhibit biological 

activity.  The biochemistry of ethylene biosynthesis has been a subject of intensive study in 

plant hormone physiology [2]. In the ethylene synthesis pathway were the establishment of

S-adenosylmethionine (SAdoMet) and ACC as the precursors of ethylene [3].  On the basis 

of the pathway, the first committed step of ethylene biosynthesis is the conversion of

SAdoMet to ACC by ACC synthase (Sadenosyl-L-methionine methylthioadenosine-lyase, 

EC4.4.14) [4]. In addition to ACC, ACC synthase (ACS) also produces 

5-methylthioadenosine (MTA) in this reaction, which is then converted to methionine by 

using a modified methionine cycle [5]. Finally, ACC is oxidized by ACC oxidase (ACO) to 

form ethylene. 

On the basis of this knowledge, the enzymes that catalyze these reactions were 

characterized and purified using biochemistry approaches. The first successes in molecular 

cloning of the 1-aminocyclopropane-1-carboxylic acid (ACC) synthase gene [6] and ACC 

oxidase (ACO) genes led to the demonstration that these enzymes belong to a multigene 

family [7]. Since then, ACC synthase has been isolated and its expression analyzed from 

many plants [8], such as winter squash, pear, apple, banana, and carnation. Further, the 

endogenous plant genes can be inhibited very effectively by antisense genes.  This was 

shown Aida et al [9] who used an ACC oxidase antisense gene to inhibit ethylene production 

in the flower petals of transgenic torenia plants. These results indicate the general feasibility 

of down-regulating ethylene synthesis.  It seems likely that, if the production of ethylene can 

be reduced further, it may be possible to delay senesces process in transgenic plants. In 
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addition, the introduction of ACC synthase gene, or ACC oxidase gene [10] by antisense 

technology caused reduction of ethylene production and a delay of flower senescence [11]. 

Therefore our hypothesis is that the suppression of the genes involving in ethylene 

biosynthesis that regulate flower senescence of curcuma might extend its flower longevity.   

        To understand the molecular functions of ACC synthase genes in Curcuma and to 

mean ethylene production knockout by recombinant technique, cloning and expression of 

ACC synthase genes are essential for anti-senesce or gene silencing technique that reduces 

ethylene production, ultimately enhancing the storage life and quality of the harvested 

products. Moreover, the new technique of transformation into plant tissue by application of 

low-energy ion bombardment has presented. 

2. Experimental  

2.1 Plant materials

Curcuma (Curcuma alismalifolia Gagnep.) were obtained from the Chiang Rai 

Horticultureal Research Center. The curcuma var. Chiang Mai Pink was grown under the 

greenhouse condition and used for RNA preparation. 

2.2 RNA isolation, Cloning, and Sequencing

Total RNA from fresh Curcuma (Curcuma alismalifolia Gagnep.) flowers was 

extracted by using RNeasy® Mini Handbook (QIAGEN). The RNA was used as template for 

reverse transcriptase (RT-PCR), degenerate forward and reverse primers were designed from 

highly conserved domains of ACC synthase sequences such as  TNPSNPLGTT (F1) ,  

PGWFRVCFAN (R1) and HIVYSLSKDL (R2) (forward primer1 : 5’PAC IAA YCS ITC IAA 

YCC ICT IGG IAC , reverse primer1 : 5’ CG(CT) TT(AG) TG(ACGT) G(GT)(CT) TTG GT, 

reverse primer2 : 5’PCC IAC ICK RAA ICC IGG  for ACC synthase. The amplified cDNAs 

were ligated into pGEM T-easy plasmid and named pGEM-Teasy-Ca-ACSI. Plasmid vectors 
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that positive hybridized with ACC synthase gene were sequenced by BSU (Bio Service Unit), 

National Science and Technology Development Agency (NSTDA), Bangkok, Thailand.  

Plasmid DNA was prepared for sequencing using the Big-Dye Terminator Cycle Sequencing 

Kit (Perkin-Elmer) and following manufacturer’s instructions.  The sequences obtained were 

analyzed with the Genome Net (NCBI) database and the fragments for ACC synthase named 

Ca-ACS I. 

2.3 Northern blot analysis

Total RNA isolated different organs (petal, bract, stem, and leave) and bracts after 

postharvest of cut flower were run on formaldehyde agarose gels (20 �g per lane).  RNA was 

transferred to nylon membranes (Roche) with 20x SSC and the blots were baked by UV light. 

For probe preparation, a cDNA of ACC synthase named Ca-ACSI from pGEM-Teasy were 

digested with EcoRI and labeled with DIG High Prime DNA Labelling and Detection Starter 

Kit II (Roche) as probes.  Hybridization and detection procedures were performed as 

described by manufacture. The prehybridization was performed for 3 hr at 68 oC in a solution 

containing 5x SSC, 50% formamides, 0.1% N-lauroylsarcosine, 0.02% SDS, and 2% blocking 

reagent (Roche).  Hybridization and detection procedures were performed as described by 

manufacture (Amersham Pharmacia Biotech). 

2.4 Plant Transformation 

To prepare the plant tissue for transformation by ion beam bombardment, Leaf 

tissues of Torenia foumieri from tissues culture were cut with 0.5x0.5 cm. of size. Then the 

explants were transferred on a sterile adhesive tape which was attached to a Petri dish and 

then placed inside a sample holder. The holder was capable of sequentially exposing a number 

of samples to the ion beam, as well as housing the unbombarded control sample. Ion 

bombardment was carried out using the bioengineering applicable ion-implantation facility at 
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Chiang Mai University. Nitrogen ions were chosen for ion bombardment in the energy range 

of 28–50 keV with a fluence range of 1014–1016 ions/cm2. Inside the target chamber the 

temperature of the target was about 0 oC as both low ion flux and water cooling was used. The 

samples were maintained under these conditions for about 1.5–2 h, allowing for system 

pump-down and ion bombardment. 

     After implantation, the sample was immediately incubated at 25 oC in a shaker 

incubator with Murashige and Skoog medium (MS medium) containing 1 ug/ml of plasmid 

DNA for 30 min. Then the explants were cultured in vitro as described by Mahadtanapuk et 

al. [12] and transferred onto regeneration medium containing 100 mg/L kanamycin.  The 

explants were subcultured every 2 weeks. After that transformants were detected according 

PCR and GUS assay were used to confirm the transformation. The histochemical GUS assay 

was conducted as described by Jefferson et al. [13].  

3. Results and Discussion 

For suppression of the genes involving in ethylene biosynthesis, the partial of ACC 

synthase was cloned by RT-PCR method. After sequencing, the cDNA of 645 bp contains an 

open reading frame encoding 215 amino acids.  A homology search was performed using the 

BLAST program (NCBI). The analysis demonstrated that the amplified fragment encoded for 

part of the ACC synthase gene. When the sequence of the fragment was compared the ACC 

genes in databases by Phylogeny PhyML program, Ca-ACSI had a high sequence similarity 

(69-74%) to Musa acuminata, Cymbidium sp. Vigna radiate, Citrus sinensis, Pelargonium 

hortorum, Petunia and Nicotiana tabacum ACC synthase genes (Fig. 1). To determine the 

most significant ACS gene related to senescence in curcuma, northern analysis was performed 

with mRNA from different time points at postharvested curcuma.  In Fig. 2., only signals for 

the Ca-ACSI gene were detected in the bracts of curcuma.  The Ca-ACSI was expressed 

during postharvest in bracts at 2 days after cutting the flower. This result was related the 
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respiration and the ethylene production of open florets increased as they approached 

senescence. In bract of bloom curcuma results in an increase level of respiration and ethylene 

production from 2 to 4 day after harvesting and the prominent indication for the termination 

of vase life was the brown of the tip of coma bract or bract [14]. 

 To manipulate these genetically-engineered plant tissue, the techniques in 

transformation or gene delivery are needed.  Therefore, a model plant (Torenia foumieri) was 

used for gene transformation. Consequently, Ca-ACSI was subcloned in pBI121 resulting in 

pBI121-Ca-ACSI, and transformed into leaf tissues of T. foumieri by application of ion beam 

bombardment (Fig 3A). Six weeks after bombardment (Fig 3C,D) , 12 and 14% explants of 

50 shoots from T. foumieri transformed by pBI121 and pBI121-Ca-ACS1 respectively,

showed positive GUS gene. The transformation frequency was evaluated by histochemical 

GUS activity  and PCR analysis (Table1). The PCR reaction revealed the presence of the 

GUS fragment with expected size of 500 bp in genomic DNA of each putative transgenic 

plant (Fig. 4). The prominent GUS activity was found in leaves and stems of the transformed 

plantlets with high expression in explants transformed with pBI121-Ca-ACSI (antisense) and 

pBI121 by using application low-energy ion beam at an energy of 30 keV with a fluence 

range of 1015 ions/cm2 (Fig. 5). 

In the knowledge of, the Curcuma is a monocotyledonous plant species. To introduce 

desirable traits by a gene transformation system, an efficient regeneration protocol is essential 

in Curcuma. The most important prerequisite for the method is the possibility to regenerate 

plants from callus tissues or explants, although comparative data, concerning tissue 

proposition and regeneration of Curcuma tissue, is very rare.  In recent years, the 

Agrobecerium-mediated transformation for Curcuma alismalifolia Gagnep.has been reported 

by Supuk et al [12] and their transformation frequency was about 15%. In our transformation 

experiments, we report here the first transformation evidence of ACS gene from C.

alismalifolia Gagnep. into T. foumieri by application of ion beam bombardment.  This 
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establish, the transformation efficiency was calculated, based on the number of transgenic 

plants recovered by the number of the original intact shoots, the transformation frequency 

with pBI121 and pBI121-Ca-ACS1 was approximately 2-14%. Moreover the antisense 

1-aminocyclopropane-1-carboxylic acid (ACC) synthase gene isolated from C. alismatifolia 

was tried to introduce by this method, in an attempt to prolong vase life of the inflorescence 

after harvesting.

5. Conclusions

In this study we investigated the role of ACC synthase in curcuma by   cloning 

cDNA and examining expression patterns of the genes. We have investigated the effects of 

wounding, organ difference, and posthavest of cut curcuma. The expression of curcuma ACC 

synthase gene (Ca-ACSI) was specifically in bracts and the high expression of the Ca-ACSI at 

2 day after harvesting might be involved in vase life and the  low ion beam bombardment at 

an energy of 30 keV with a fluence range of 1014–1016 ions/cm2 can induct gene 

transformation in Torenia foumieri
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Figure Captions 

Fig.1. The sequence of the fragment was compared the ACC genes in databases by Phylogeny 

PhyML program, Ca-ACSI had a high sequence similarity (69-74%) to Musa acuminata,

Cymbidium sp. Vigna radiate, Citrus sinensis, Pelargonium hortorum, Petunia and Nicotiana

tabacum ACC synthase genes. 

Fig.2. Expression analysis of curcuma ACC synthase gene (Ca-ACSI) by Northern blotting on 

total RNA from different organ; L: Leaves, S: Stem, B: Bract, Pe: Petal and P: Bracts after 

postharvest of cut flower. 

Fig. 3. Plasmid DNA was transformed into leaf tissues of Torenia foumieri by application of 

ion beam bombardment; A: the preparation of the plant tissue for transformation by ion beam 

bombardment, B: the explants were cultured in vitro and transferred onto regeneration 

medium, C: the transformants at six weeks of age. 
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Fig. 4. PCR amplification; PstI molecular size marker: 1, plasmid pBI121: 2, plant transform 

with plasmid pBI121: 3, plant transform with plasmid pBI121-Ca-ACS1: 4, non-transformed 

plant: 5. Arrow indicates the PCR products of expected size after GUS gene amplified (500 bp).

Fig. 5. Histochemical observation, shoots 6 weeks after transformation; non-transformed plant 

(A), plasmid pBI121(B), plasmid pBI121-Ca-ACS1 (C). 

Table 1. Transformation and selection ratio in transgenic plant. 

Percentage of explants showing 

GUS spots (%) 

Frequency of transformed shoot

showing positive PCR 

Application low-energy ion beam 

at an energy of  30 keV  with a 

different fluence range 
pBI121 pBI121-Ca-ACS1 pBI121 pBI121-Ca-ACS1

1014ions/cm2

1015ions/cm2

1016ions/cm2
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Abstract

 

When ion beam parameters are controlled properly, ion beam can irradiate materials in both 

longitudinal and latitudinal nanoscales. When this type of ion beams irradiates biological objects 

such as cells and DNA, it opens up a novel area, i.e. ion beam nanobiology. This paper reviews 

recent progress achieved at Chiang Mai University in ion beam nanobiology research. The work 

reported includes theoretical calculation of the nanoscaled low-energy ion range in DNA, study 

on low-energy ion bombardment of naked DNA, molecular dynamics simulation of ultra-low-

energy ion interaction with DNA, observation of micro/nano-crater formation on the ion-

bombarded cell envelopes, and utilization of single-ion nanobeam for irradiation of cells.    

 

Keywords:  Ion beam, Nanobiology, DNA, Cell. 

 

I. INTRODUCTION

 

Low-energy (the ion energy lower than 100 keV) ion implantation in materials is in principle 

a nanoscale process, as in most conventional target materials the ion penetration range is around 

100 nm or lower. This process has been well studied. However, when the target materials are 

turned to be biological living materials, the process becomes more complex [1,2]. Particularly, 

when the ion energy is sufficiently low (� keV), the ion implantation process in micro- and nano-

scale biological objects such as cells and DNA is of special novelty. When the ion fluence is 

controlled to be sufficiently low, it is possible to obtain single ion delivery which is definitely at 

a nanometer dimension. Thus, we come into a new area, i.e. ion beam nanobiology. We have 



initiated research programs in this area at Chiang Mai University (CMU) for investigations of 

basic physics and biology involved in ion interaction with biological living materials. This paper 

reviews our preliminary work and recent progress.  

 

II. LOW-ENERGY ION RANGE IN DNA 

 

We have developed an approach for the calculation of ion range, using a simplified mean-

pseudo-atom model of the DNA target [3]. According to the model, a DNA molecule has a mean 

chemical composition of H12C10N4O7P with a mean atomic number of 5.03 and a mean atomic weight of 

9.74. For different forms of DNA, e.g. A-DNA, B-DNA and Z-DNA, the mass density ranges from about 

0.6 to 1.1 g/cm3. Based on the ion stopping theory [4], for the case of low-energy (E � a few keV) 

ion implantation into DNA, the stopping Sn falls in the low reduced energy regime, which gives a 

cube-root energy dependence of the stopping (E1/3)  
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Here, aTF is the Thomas-Fermi (TF) screening radius, Z1 and Z2 are the atomic numbers of the 

incident ion and the target material element, respectively, M1 and M2 are the atomic weights of the 

incident ion and the target material, respectively, and e is the electronic charge. Calculation formulae 

of the ion range in DNA are then obtained to unify the relevant calculations. Our calculation 

indicates that the low-energy ion range in DNA is in the nanoscale and sensitive to nanometer. 



For example, the projected range of 4-keV Ar ion in the nature form B-DNA is 7.5 nm, 1-keV C 

ion about 5 nm and 60-eV H ion about 1.5 nm. Upper limits of the ion energy as a function of 

atomic number of the bombarding ion species are proposed for the low-energy case to hold. 

Comparison of the results of this approach with the results of some widely used computer 

simulation codes such as SRIM, PROFILE and PRAL and with results reported by other groups 

indicates that our approach provides convincing and dependable results.   

 

III. LOW-ENERGY LOW-FLUENCE ION BOMBARDMENT OF NAKED DNA

A. Experiments

 

Samples of naked plasmid DNA pGFP (plasmid green fluorescent protein which fluoresces 

with green under ultraviolet light) were bombarded in vacuum (10-4 Pa) by nitrogen (N) and 

argon (Ar) ions coming from either ion beam [5] or RF-generated plasma [6] with energy 

ranging from 1.25 – 5 keV and fluence from 1011 – 1013 ions/cm2. The projected ranges of these 

ions in the low-pressure low-humidity form A-DNA were calculated with our developed 

approach normally less than 10 nm, e.g. about 6 nm for 1.25-keV N ions, 8 nm for 2.5-keV N 

ions, and 10 nm for 5 keV Ar ions. After ion bombardment, the DNA samples were treated with 

standard biological procedures for gel electrophoresis and gene transfer into bacteria Eschericia 

coli (E. coli).  

B. Results and Discussion 

 

Vacuum effect on DNA form change and subsequent mutation of the DNA-transferred 

bacteria was checked. The result shows that vacuum has some effect on DNA form change due 



to an environment change. However, grown bacteria did not show color change and thus no 

mutation was induced by the vacuum exposure. This result indicates that without energetic ion 

bombardment DNA has no effective form change to induce mutation.  

Pure plasma effect on DNA form change and subsequent mutation of the bacteria was 

checked either with grounding or without grounding of the sample holder. Under both 

conditions, the DNA samples were placed in the plasma but without using bias for minutes 

which were corresponding to an ion fluence of 1013 ions/cm2. In the grounding case, the ions 

with only the thermal energy bombarded the DNA, while in the ungrounding case, the ions only 

“blew” the DNA with the thermal energy. From both conditions, no mutation of the bacteria was 

found. This result means that only with the ion energy of an order of eV, effective form change 

in DNA for bacterial mutation cannot be induced within the treatment time periods.  

The effect from low-energy ion bombardment on DNA form change and subsequent 

induction of bacterial mutation was investigated. The quantified results on the DNA form change 

from the electrophoresis analysis of ion beam bombarded DNA are shown in Fig. 1. Upon the 

very low-energy low-fluence ion beam bombardment both relaxed and linear forms were 

produced and hence single strand break (SSB) and double strand break (DSB) occurred. As 

increasing the ion fluence, the amount of the original DNA supercoiled form decreased for the 

N-ion beam bombardment case but did not much change for the Ar-ion beam bombardment case; 

the amount of the relaxed form slightly increased for the N-ion beam case but did not change 

noticeably for the Ar-ion beam case; the amount of the linear form increased for the N-ion beam 

case more than for the Ar-ion beam case. The result of transfer of the ion-beam-bombarded DNA 

in E. coli showed green (non-mutant) and white (mutant) colonies produced, as shown in Fig. 2a. 

The appearance of white colonies that were the evidence of the GFP gene damaged and thus not 



functioning confirmed that low-energy ion beam bombardment indeed induced bacterial 

mutation resulting from DNA damage. In the case of plasma immersion ion bombardment (PIIB) 

of DNA, DNA form change was also observed and the dominant change was the formation of 

the relaxed form but the linear form was negligible (Fig. 1b). This is due to a fairly large portion 

of low-energy ions in a pulse. Hence, when the same accelerating voltages were applied for both 

ion beam and plasma immersion ion implantations, in the latter case the number of the ions 

having standard energy was fairly less than in the former case, so that DNA could not be 

bombarded in the latter case as sufficiently as in the former case. However, with only relaxed 

form of DNA from PIIB, DNA misrepairing could still result in bacterial mutation as shown in 

Fig. 2b. In PIIB, N-ion bombardment induced DNA form change is seen more sensitive to ion 

fluence than Ar-ion bombardment. 

 

C. Computer Simulation 

Molecular dynamics simulation (MDS) was carried out to simulate ultra-low-energy ion 

bombardment of naked DNA in vacuum [7,8]. In the simulation, A-DNA was bombarded with 

carbon (C) or nitrogen (N) ions with energy of 0.1 eV to and 200 eV. According to our 

theoretical estimation of the nanoscaled ion range, with the energy mentioned the ions interact 

with a single DNA molecule. 

In MDS of C-ion bombardment, the root mean square displacements (RMSD) of the 

backbone atoms of poly-AT were found remaining in small fluctuation after 1.0 ns of the 

equilibration, while those of poly-GC were stable after 1.5 ns of the equilibration. This indicates 

the poly-AT DNA double strands more inertia than the poly-GC backbones. The tendency of 

DNA strand splitting was inspected by measuring the distance between the backbone termini of 



two strands, as shown in Table 1. It is seen that the poly-AT’s T20-A21 backbone termini is the 

most sensitive to the ion irradiation as it exhibits the largest distance increase subjected to C-ion 

bombardment. As seen from Fig. 3, the base rings of poly-GC are quickly stabilized after about 

only 5 ps of ion bombardment, whereas those of poly-AT take the time more than ten times as 

poly-GC takes to stabilize. All of these results indicate that poly-AT is more unstable and more 

tend to be broken than poly-GC when subjected to ion attack. 

(Table 1)  

 

In N-ion bombardment, the radial distribution functions (RDF), the distances of maximum 

RDF, rmax, and the RDF integrals were studied after Monte Carlo simulation of N-ion 

bombardment of DNA, as shown in Table 2. The higher RDF integral indicates the higher 

absorption preference of the implanted ion. It is seen that the preference of N-ion interaction with 

the DNA atoms is in an order of OP, O, O’, N, C and C’. The shortest rmax of OP indicates the 

strongest interaction with the incident ion as the distance represents the distance between the 

atom and the ion, obviously, the shorter the stronger the interaction force. The studied bond types 

included oxygen-phosphorus single bonds (O-P), oxygen-phosphorus aromatic bonds (O-P (ar)), 

carbon-carbon single bonds (C-C), carbon-nitrogen single bond (C-N), carbon-oxygen single 

bonds (C-O), carbon-carbon aromatic bonds (C-C (ar)), carbon-nitrogen aromatic bonds (C-N 

(ar)) and carbon-oxygen double bonds (C=O). The maximum, minimum and modal bond lengths 

in each bombardment were measured as summarized in Table 3. It is seen that the O-P bond is 

the weakest as it has the largest increase in the bond length after ion attack, and following the O-

P bond are the C-C, C-C (aromatic) and C-N bonds, whereas the C=O bond is the strongest.  

(Table 2 and Table 3) 



 

The MDS findings demonstrate that low-energy ion beam induced DNA structural 

modification is not a random but preferential effect.  

 

IV.  ION BEAM CREATION OF NANOCRATERS ON THE CELL ENVELOPE 

In study of physical mechanisms involved in ion beam induced DNA transfer [9], we tried to 

understand whether any pathways were created by ion beam bombardment in the cell envelope 

for exogenous macromolecules such as DNA to pass through. Ion beams with the same 

conditions used as for ion beam induction of DNA transfer, typically at energy of 20 – 30 keV 

and fluences of an order of 1015 ions/cm2, were applied to bombard various cells such as plant 

onion skin and bacterial E. coli cells. Scanning electron microscopy (SEM) and atomic force 

microscopy (AFM) in situ or ex situ were used to observe the ion bombarded cell envelope 

surface. Craters with sizes of about 100 – a few 100 nm in diameter and a few hundred 

nanometers in depth were observed on the surface [10,11,12]. The formation of the micro/nano-

craters was a general phenomenon induced during ion bombardment, no matter what ion species, 

under certain ion beam conditions such as ion beam energy and fluence range; the craters were 

inhomogeneously distributed, thus the crater formation was not a direct effect but probably an 

indirect consequence of ion bombardment; and the effect was not related to the material chemical 

composition and rapid water evaporation from the cell envelope, but related to the special 

microstructure of the cell envelope. We speculated that the craters might be pathways for 

exogenous DNA transfer into biological cells, but evidence was insufficient yet and to be further 

explored.  



V. SINGLE ION IRRADIATION OF CELLS

 

Under a collaborative research program, we have had opportunities to carry out research 

using the single ion beam line at Ion Beam Centre, University of Surrey, UK [13] on cancer 

therapy study. Hamster cells, V79, which could rapidly grow to mimic human cancer cells, were 

irradiated by 2-MeV proton beam for a preliminary study. The V79 cells were placed in a Mylar 

metal dish which was then put on the sample stage of the end station. Protons were accelerated 

by the 2-MV tandetron accelerator, transported in a horizontal 10-m beam line, bent by a 90°-

magnet to the vertical beam line, and delivered vertically up to the end station at the 4th floor. 

The proton beam was finally focused and steered using electromagnetic fields to enable single 

ions individually to target the well positioned cells with a spatial resolution of less than 10 nm. 

After the cells were irradiated with 20-60 protons per cell the metal dishes were put into an 

incubator. After several weeks of incubation, the irradiated cells were analyzed for their response 

in both physics and chemistry to the ultra-low-dose ion irradiation. 

 

VI. CONCLUSION 

Ion beam nanobiology deals with ion interaction with biological objects in either 

longitudinal or latitudinal nanoscale. When low-energy (keV or lower) ion beam irradiates 

biological targets such as DNA, the ion range in DNA was calculated by our theoretical approach 

to be in the order of nanometer. In such a short interaction range that is within a DNA molecule, 

keV ions are able to produce DNA form change, a kind of DNA damage, potentially to induce 

mutation of living organisms. The induction of the DNA damage is not random but preferential. 



Nanoscaled single ion irradiation of cells provides a novel and powerful tool for investigation of 

cell response to ionizing radiation, eventually benefiting to cancer therapy study. 
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Table 1. Distance (angstrom, Å) between the backbone termini of two DNA strand after 150 ps 

MDS. In the case of 200-eV C-ion bombarding poly-GC, the ion passed through DNA after 150 



ps simulation. The average distance change is the ratio of the difference between the mean 

distance of all non-zero energies and the distance of the zero energy over the latter. 

Ion energy (eV)  

Distance between 0 2 20 200 

Average distance 

change (%) 

Poly-AT A1-T40 11.7 12.6 13.0 11.1 4.56 

Poly-AT T20-A21 12.0 17.4 17.6 16.3 42.5 

Poly-GC G1-C40 16.0 19.1 18.1 - 16.3 

Poly-GC C20-G21 15.2 15.2 16.4 - 3.95 

Table 2. The N-ion bombardment simulation result of the mean values of the distance of 

maximum radial distribution functions, rmax, and the integral of radial distribution functions from 

0.0 to 4.0 Å, I4Å, of each atom type.

Atom type rmax (Å) I4Å (Å) 

N 3.85 1.83 

O 4.75 2.8 

O’ 4.45 2.6 

OP 3.3 3.25 

C 3.9 1.5 

C’ 4.0 1.43 



Table 3.  The bond lengths measured after certain time of N-ion bombardment simulation. 

Modal bond length after ion irradiation (Å)  

Bond 

type 

Average 

equilibrium  

length (Å) 

1-N eV, 

after 10 ps 

1 eV,  

after 10 ps 

10 eV,  

after 6 ps 

Mean 

increase (%)

O-P 1.582 1.618 1.702 1.698 5.73 

O-P (ar) 1.486 1.498 1.498 1.481 0.43 

C-C 1.518 1.560 1.570 1.544 2.64 

C-N 1.490 1.489 1.543 1.515 1.72 

C-O 1.433 1.445 1.432 1.459 0.86 

C-C (ar) 1.387 1.426 1.408 1.399 1.73 

C-N (ar) 1.351 1.388 1.381 1.336 1.28 

C=O 1.230 1.220 1.221 1.218 -0.84 



Figure captions 

Fig. 1. Percentages of the DNA forms, quantified from the electrophoresis results, under 

different conditions: natural control (NC), vacuum control (VC) and after bombardment with 

ether nitrogen (N) or argon (Ar) ions from (a) ion beam and (b) plasma immersion ion 

implantation. The ion fluence is marked by (a) 3 – 3 × 1013 ions/cm2, 6 × 1013 N-ions/cm2, 9 × 

1013 N-ions/cm2; (b) 11 – 1 × 1011 ions/cm2, 12 – 1 × 1012 ions/cm2, 13 – 1 × 1013 ions/cm2. 

 

Fig. 2. UV observation of the plasmid DNA containing green fluorescence protein (pGFP) 

transferred into E. coli. White colony indicates pGFP damaged (not functioning), while green 

colony indicates no DNA damage. (a) After 2.5-keV N-ion beam bombardment to 6 × 1012 

ions/cm2; the bacterial colonies in sections 1, 2, 4 and 5 show white. (b) After N-plasma 

immersion ion bombardment in the conditions of a bias of 2.5 kV and an ion fluence of 1013 

ions/cm2; white colonies as indicated by the red circle are the mutant, compared with the un-

mutated green colonies as indicated by the blue circle. (c) Purified E. coli mutant from the red-

circled mutant in (b) to show all of the subsequently cultured bacterial cells white, indicating the 

pure mutation without contamination. 

 

Fig. 3. The MDS result of the RMSD of the non-hydrogen atoms in the base rings of (a) poly-AT 

and (b) poly-GC subjected to ultra-low-energy C-ion bombardment. 

 



Fig. 4. SEM images of 25-keV Ar-ion beam bombarded onion skin cell envelopes with a fluence 

of 1015 ions/cm2. (a) Control. (b) Bombarded. 
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Figure 1 (L.D. Yu, Ion Beam Nanobiology) 

 

 

 

 

 

 

Figure 2 (L.D. Yu, Ion Beam Nanobiology) 
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Figure 3 (L.D. Yu, Ion Beam Nanobiology) 
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ABSTRACT 

In order to promote understanding of fundamentals on ultra-low-energy ion interaction 

with DNA, the molecular dynamics simulations within the combined quantum 

mechanics/molecular mechanics (QM/MM) approach of poly-AT and poly-GC A-DNA 

double strands irradiated by ultra-low-energy (< 200 eV) carbon ion were carried out using 

AMBER 9 software package to investigate molecular implications of mutation bias in low-

energy ion irradiated DNA. The simulations were focused on the responses of the DNA 

backbones and nitrogenous bases to the ion irradiation. The analyses of the root mean square 



2 
 

displacements (RMSD) of the backbones and non-hydrogen atoms of base rings of the 

simulated DNA structure after ion irradiation revealed potential preference of DNA double 

strand separation, which was dependent with the irradiating ion energy. The results show that 

for the backbones, the large difference in the displacement between poly-GC and poly-AT in 

the initial time period could be the reason for the backbone breakage; for the nitrogenous 

base pairs, A-T is 30% more sensitive or vulnerable to ion irradiation than G-C, 

demonstrating a preferential, instead of random, effect of ion-irradiation-induced mutation.  

 

 

Keywords: Molecular dynamics, A-DNA, ultra-low-energy ion, ion irradiation, DNA double 

strands. 
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1. Introduction

  

Along with recent rapid research developments in heavy ion therapy, ion beam 

biotechnology and life hazard study in space mission, a hot topic on low-energy ion 

irradiation of DNA is arising worldwide (e.g. [1,2]). While high-energy (> MeV) and 

medium-energy (an order of 102 keV) ion irradiation effects on DNA lesion have been long 

and widely studied and relevant knowledge has fairly sufficiently been acquired, studies on 

irradiation effect of ions with ultra low energy (< keV) on DNA yet lag quite behind the 

formers. The direct interaction between ions and DNA which is in the nuclear interaction 

dominance mainly occurs in the low energy region. Under low-energy ion irradiation, 

whether DNA can be damaged and what and how DNA structure is modified are of great 

interest.  This study deals with the ion energy of eV to keV and focuses on the effect from the 

ion irradiation of isolated DNA on the DNA structural changes to reveal fundamentals in the 

ion interaction with DNA. The ion energy range we studied is similar to that of ultraviolet 

(UV) (about eV – 100 eV). UV radiation effect on DNA has been well studied. Although the 

energy of both quanta is in the same range, a UV photon has no mass while an ion has mass. 

Therefore, the physical effects of two are quite different. 

A number of experiments were carried out using low-energy ions (< keV) to irradiate 

isolated or naked DNA in vacuum and obtained evidence of DNA strand breakages induced 

by the ion bombardment [3-6] and studies on ion irradiation induced DNA damage were 

previously summarized [7]. DNA strand breaks may occur at either the DNA backbones or 

the nitrogenous bases. Different mutagens such as chemical compounds and physical 

radiations cause dominant types of DNA damage differently. Compared with extensive 

studies and understandings of DNA damages caused by other physical radiations such as 

ultraviolet, x-ray, gamma ray, and high-energy ion or neutron irradiations, studies and 
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understandings on DNA damage from low-energy, especially ultra-low-energy, ion 

irradiation are not yet well developed. Preferential, instead of random, trend of the 

fragmentation of ion-impacted DNA has been known. The overall anionic base loss of DNA 

interacted with low-energy gas atoms was found to follow the trend A- >> G- � T- > C- [8] (A 

= adenine, C = cytosine, G = guanine and T = thymine). It is normally thought that the GC 

base pair has three hydrogen bonds, whereas the AT base pair has only two, and as a 

consequence, the GC pair should be more stable. However, there were conflicting results 

showing that the DNA with higher GC contents yielded higher fragment ion abundance, 

indicating a higher instability [9].  

The structural modifications of DNA may cause mutations, which can lead to new 

varieties of plants and animals but also to cancers of human tissues, and death of cells [2,10]. 

Therefore, understanding of intrinsic features of the DNA structural changes induced by low-

energy ion irradiation is of significances in both theories and applications. There must be 

important differences in relevant effects on DNA changes between high-energy and low-

energy ion beam irradiations. The former normally induces dominant ionization and 

excitation to produce significant secondary electron and photon emissions which can then 

cause severe damage in DNA. But, the latter process is normally dominated by elastic 

interaction between atoms to cause atomic displacements and thus DNA damage. It should be 

particularly noted that no matter what ion energy is applied for ion irradiation of biological 

materials, the majority of the ion energy loss and deposition occurs around the Bragg peak 

which locates immediately before the ions come to rest, namely, the ion energy deposition 

mainly occurs in the low energy region. Furthermore, low energy processes are important in 

high energy ion and electron irradiations because collision cascades generate low energy 

recoil atoms which may also interact with biological target materials to generate biological 

effects. Since it is technically difficult in determining the intrinsic features of ion-induced 
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DNA changes, molecular modeling methods have become a very useful tool to assist in 

finding answers. Cooperating with research progress achieved in ion beam biotechnology at 

Chiang Mai University (e.g. [11-13]), we now involve molecular dynamics simulation (MDS) 

in the studies of low-energy ion interaction with DNA. In this study, MDS was selected for 

its capacity and ability to calculate structures and properties from such large, complex in 

interactions and dynamic structures of DNA. We focused our interest in both backbones and 

nitrogenous bases of the nucleotides for quantifying effects. Because if there are breaks of 

DNA strands they should primarily start to occur at either the two venues, behavior of the 

backbone and base responses to the low-energy ion irradiation will provide information on 

potential DNA breakage. In our study, carbon ions were applied not only for checking 

previously reported result but also due to the significance of the element in biology, life and 

medical therapy [5]. The implication for the mutation bias in the DNA irradiated by low-

energy ion beam was expected in this study. 

 

2. Methods

 

20 base pairs of alternating poly-AT and poly-GC double strands were constructed in 

twisted linear A-form of DNA helices using HyperChem 7.0 [14]. Fig. 1 shows the sequences 

and 3D structures. The reason of using A-DNA was that this DNA form is the form when 

DNA is in low pressure and low humidity environment which is corresponding to the 

experimental conditions of ion bombardment of naked DNA [3,5,6]. Sodium ions were then 

added to the structures to neutralize the overall charges of the A-DNA structures. The 

energies of the ion-neutralized structures were then minimized by steepest descent following 

by conjugate gradient algorithms. Then, the MD simulations were performed starting with 

pre-equilibrium heating for 200 pico seconds (ps) from 0 to 323 K (approximate temperature 


