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Abstract

A series of molecular dynamics (MD) simulations based on combined quantum
mechanics/molecular mechanics (QM/MM) and on quantum mechanical charge field (QMCF)
approaches have been performed to investigate solvation structure and dynamics of ions
solvated in aqueous electrolyte solution. The results obtained by the QM/MM and QMCF MD
simulations clearly demonstrate the importance of QM treatment in obtaining more reliable
structural arrangements as well as correct dynamics properties of the solvated ions, i.e.,
compared to the results derived by means of classical MM simulations. In conjunction with the
X-ray absorption spectroscopy (XAS), the QM/MM and QMCF techniques can be seen as the

elegant tools in developing refined models for the interpretation of the spectroscopic data.
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QM/MM MD Simulations of lodide lon (I17) in Aqueous Solution: A Delicate Balance
between lon—Water and Water —Water H-Bond Interactions
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The characteristics of an iodide ion (I7) in aqueous solution were investigated by means of HF/MM and
B3LYP/MM molecular dynamics simulations, in which the ion and its surrounding water molecules were
treated at HF and B3LYP levels using the LANL2DZdp and D95 V+ basis sets for I~ and water, respectively.
According to both the HF/MM and B3LYP/MM results, the ion—water interactions are relatively weak,
compared to the water—water hydrogen bonds, thus causing an unstructured nature of the hydration shell.
Comparing the HF and B3LYP treatments for the description of this hydrated ion, the overestimation of the
ion—water hydrogen-bond strength by the B3LYP method is recognizable, yielding a remarkably more compact

and too rigid ion—water complex.

1. Introduction

The properties of aqueous electrolyte solutions containing ions
have been investigated for a long time by both experimental
and theoretical approaches.1™ In contrast to the extensive studies
of cations solvated in aqueous solution, a detailed picture of
anion hydration is available for only a few anions. It is known
that the interactions of anions with water are generally weaker
than those of most cations and are energetically comparable
with the water—water interactions in bulk water. Consequently,
this leads to the interesting question as to whether the
anion—water complexes, X~ (H,0),, adopt “interior” (I) or
“surface” (S) states.> Experimental data, from photoelectron
detachment studies,®” of anion—water clusters have been
interpreted in such a way that, except for F~, all halogen anions
are believed to reside at such surfaces. However, these studies
do not provide any structural details.

Time-dependent simulation methods, in particular molecular
dynamics (MD), have been employed to provide molecular level
data that is not experimentally accessible. For more than three
decades, such simulations have been carried out, relying mostly
on empirical force fields. Thus, the quality and accuracy of the
simulation results depend strongly on the reliability of the
anion—water and water—water potentials employed in the
simulations.®~13 For example, the use of different parametrized
potentials, that is, with and without treatment of molecular
polarizability, predicted quite different structural properties.314
In most cases, polarizable models can provide qualitative
predictions in good agreement with the currently available
experimental data. However, it would indeed be a substantial
advance, as well as difficulty, to obtain an appropriate value of
halogen ion polarizability since there are no direct measurements
of this quantity in aqueous solution, and the available data are
usually extrapolations from ionic crystals and salt solutions.516

* To whom correspondence should be addressed. E-mail: anan_tongraar@
yahoo.com. Fax: 0066-44-224185.

T Suranaree University of Technology.

* Chulalongkorn University.

8 University of Innsbruck.
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With the current computational capacity, more sophisticated
and accurate simulation techniques incorporating quantum
mechanics, in particular a so-called combined quantum mechan-
ics/molecular mechanics (QM/MM) approach, have become an
elegant tool for studying structural and dynamical properties
of various ions in solution.*17~2 This technique treats the active-
site region, for example, the solvation shell around the ions,
guantum mechanically, while the environment consisting of
further solvent molecules can be described by molecular
mechanical potentials. By the QM/MM scheme, the complicated
many-body contributions, which are mostly due to polarization
effects within the first solvation sphere of the ions, can be
reliably included. Recently, the QM/MM MD technique was
applied to aqueous solutions of F~ and CI~,202 revealing that
both F~—water and Cl~—water hydrogen bonds are strong
enough to surpass the water—water interactions, that is, these
ions try to form hydrogen bonds to water ligands resulting in
the preferred “internally” solvated species in aqueous solution.
In the case of ClI—, however, the CI~—water hydrogen bond is
relatively weak, leading to mutual arrangements between the
directional hydrogen bond(s) of neighboring water molecules
to the ion and the hydrogen bonding among water molecules,
which thus produces an asymmetrically solvated CI=.20

Besides F~ and Cl~, the behavior of iodide ion (17) in aqueous
solution is of considerable interest since it has a very large ionic
radius compared to the other halides, and thus represents one
of the ions preferring an asymmetric first hydration shell in
aqueous solution due to its weak ion—water interactions.522
X-ray diffraction studies have reported scattered coordination
numbers of I~ in water, ranging from 4 to 9.3623 Using X-ray
absorption near-edge structure (XANES) analysis, it was
demonstrated that this ion forms a quite loosely arranged first
hydration shell.?* The diffuse character of the hydrated 1-, with
a large range of coordination numbers, is also apparent from
most previous force-field-based simulation studies.8-13 By means
of Car—Parrinello (CP) MD technique, a disruptive influence
of I~ on the local structure of bulk water is predicted, leading
to the formation of a quite unstructured solvation shell.25
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Recently, CP-MD simulations of halide ions (F~, Cl—, Br—, and
17) in water have been carried out, providing more insights into
the role of ion and molecular polarization in describing
ion—water interactions.2® In the case of electrolyte solutions,
however, severe limitations of the CP-MD technique, in
particular the use of simple GGA functionals such as BLYP
and PBE and of the relatively small system size in such
simulations, have repeatedly been demonstrated.*1%27 Hence,
in the present work the ab initio QM/MM MD technique is
applied to the aqueous solution of 17, in order to provide more
structural details of this hydrated ion.

2. Methods

Schematic details of the QM/MM MD method are available
elsewhere in the literature.#17.18 Briefly, the system is divided
into two parts, namely, QM and MM regions. The total
interaction energy of the system is defined as:

Eotar = (lPQM“:”lPQW + Eym T EQM*MM 1)

where (Woum|H|Wowm) refers to the interactions within the QM
region, and Emm and Eqm-mm represent the interactions within
the MM and between the QM and MM regions, respectively.
The QM region, the most interesting part, which includes a
central 1~ and its nearest-neighbor water molecules, is treated
quantum mechanically using HF and B3LYP methods, while
the rest of the system (i.e., the Emm and Eqm-mm) is described
by classical pair potentials. In practice, the total force of the
system is described by the following formula:

Fot = Fom + (F3M — Fruw) @)

where Fifis, F8M, and FRIX) are the MM force of the total system,
the QM force in the QM region, and the MM force in the QM
region, respectively. In this respect, the FRJ\y term accounts for
the coupling between the QM and MM region.

During QM/MM simulations, the exchange of water mol-
ecules between the QM and MM regions can occur frequently.
With regards to this point, the forces acting on each particle in
the system are switched according to which region the water
molecule is entering or leaving and can be defined as:

Fi = Sa(NFom + (1 = Su(M)Fum ®)

where Fom and Fywm are the quantum mechanical and molecular
mechanical forces, respectively. Sy(r) is a smoothing function,8

S\r)=1, forr <r,
S.1) = (r5 — r3%(r2 + 2r* — 3r?)

(ro — o)’
S,(r) =0, forr >r,

where r; and rg are the distances characterizing the start and
the end of the QM region, respectively, and applied within an
interval of 0.2 A (i.e., between the I"—O distances of 4.4—4.6
A) to ensure a continuous change of forces at the transition
between QM and MM regions. It has been demonstrated that
the use of smoothing is essential for proper energy conserva-
tion.18

With regard to the QM/MM technique, it is commonly known
that the quality of the simulation results depends crucially on
the selected QM method, basis set, and QM region size. In
general, all of these essential parameters must be optimized,
forcing compromises between the quality of the simulation
results and the CPU time required to attain them. Since
correlated QM calculations, even at the simple MP2-level, are

,forry<r =ry (4)
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still beyond the current computational feasibility, the description
of all interactions within the QM region are restricted to the
HF and hybrid density functional B3LYP methods using the
LANL2DZdp?% and D95 V+3! basis sets for 1~ and water,
respectively. To preliminarily check the validity of the HF and
B3LYP methods employed for this particular system, geometry
optimizations of the I~—(H,0), complexes, where n = 1, 3,
and 4, were carried out at HF, B3LYP, MP2, and CCSD levels
of accuracy using the above-mentioned basis sets. Ab initio
calculations of 17—(H20)n=1-6 clusters have been studied
extensively,3233 revealing that most of the clusters for n = 2—6
have several low energy conformations that are close to the
minimum energy geometries. In addition, as the number of water
molecules increases, the sum of ion—water interactions becomes
weaker than the sum of water—water interactions. In the present
study, some selected clusters for n=1, 3, and 4 were optimized
and only the structures correspond to the lowest energies, namely
1(Cy), 3(C3), and 4(Cy) structures, are reported. All interaction
energies were corrected for the basis set superposition error
(BSSE).3233 These minimum energy structures are of the same
type as obtained by Kim et al.32 As can be seen from the data
in Table 1, the HF stabilization energies, which are the most
relevant data determining solute—solvent interactions, show
good agreement with those of the correlated ab initio
methods. In terms of the hydrogen-bond length, however, the
HF method predicts a considerably longer I"—H—0O distance,
as a consequence of the neglect of electron correlation effects.
In contrast to this, the B3LYP method, although it produces
the hydrogen-bond length which is in better agreement with
the correlated ab initio methods, is found to considerably
overrate the stabilization energy. Overall, the HF and B3LYP
methods employed in this work are expected to be reliable
enough to achieve a sufficient level of accuracy in the QM/
MM simulations.

To define the size of the QM region, a classical MD
simulation using pair potentials, that is, a simulation in which
the ion—water and water—water interactions are described by
means of newly generated pair potentials and a set of potential
functions obtained from the published literature,3*% respectively,
has been preliminarily performed. According to the resulting
1—0 radial distribution function (RDF), the first minimum of
the 1—0 peak is exhibited at around 5 A, implying that a QM
region with radius of 5 A seemed to be desirable for the present
study. However, an integration up to first minimum of the -0
peak yields about 20—22 water molecules, which is too time-
consuming for each QM/MM MD step to evaluate the QM
forces for all particles within this QM size for a simulation with
50 000 to 100 000 steps. Hence, a smaller QM size with a radius
of 4.4 A was chosen, which includes 1~ and about 14—16 water
molecules. This QM size is assumed to be large enough to
include most effects of many-body contributions, that is, most
of interactions beyond the QM region could be well accounted
for based on pairwise additive approximations. As can be seen
in the next section (cf. Figure 1), the smooth shape of the I-O
RDF between 4.4 and 4.6 A supports that there are no artifacts
caused by the QM-MM border, and that transition of molecules
between both regions occurs smoothly.

A flexible model, which describes intermolecular®* and
intramolecular® interactions, was employed for water, ensuring
the compatibility and a smooth transition, when water molecules
move from the QM region with full flexibility to the MM region.
The pair potential functions for I~—H,0 interactions were newly
developed. The 1450 HF and 1400 B3LYP interaction points
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TABLE 1: Stabilization Energies and Structural Parameters of the Minimum Energy 1=—(H20)n=134 Structures

method 1-—(H,0)x HF B3LYP MP2 CCcsD

For n =1 [1(Cs)]
AE 2 (kcal mol™) —10.39 £ 0.24 —12.45 £+ 0.11 —10.36 £ 0.28 —10.48 £+ 0.28
Ri-t1 (A) 2.995 2.678 2.693 2.734
Ro-n1 (A) 0.958 0.995 0.993 0.990
Ro-nz2 (A) 0.952 0.978 0.980 0.980
Ai—ti—o (°) 138.91 155.88 154.72 152.19
Avi—o-r2 (°) 108.15 106.20 106.81 106.59

For n = 3 [(3C3)]
AE? (kcal mol—1t) —33.82 £ 1.63 —4180 + 14 —34.70 £ 1.80 —34.80 £ 1.74
R-n1 (A) 3.116 2.925 2.895 2.910
Ro-+1 (A) 0.956 0.986 0.987 0.986
Ro-+z (A) 0.958 0.992 0.988 0.986
A -0 (°) 137.88 139.15 141.18 141.66
Avi—o-n2 (°) 109.84 107.04 107.59 107.58

For n = 4 [(4C4)]
AE? (kcal mol™?) —50.85 £+ 6.72 —64.32 £ 8.13 —52.81 £+ 7.07 —48.88 + 3.02
R (A) 3.283 3.150 3.114 3.083
Ro-n1 (A) 0.955 0.982 0.985 0.984
Ro-nz (A) 0.962 1.006 0.997 0.991
Ai-ni-o (°) 130.08 127.09 128.51 131.78
Avz-o-+2 (°) 109.62 107.13 107.48 107.40

aAE = (AEy + AEg)/2 4+ BSSE/2, where AEy and AEg are energies without and with BSSE correction, respectively.3?

——HF/MM a)
3F  ----B3LYP/MM 30
=Y
1 -
0
3
° 2r
=T
o
1L
0

Distance (A)

Figurel. (a) 1-0 and (b) I—H radial distribution functions and their
corresponding integration numbers obtained from the HF/MM and
B3LYP/MM MD simulations.

for I"—H,O energy surfaces obtained from Gaussian0336
calculations were fitted to the analytical forms of

3
AET, = 2(—+—+c exp(—D,r )+%)

|a ia.

=1 ia “

®)

and
3 a9
AEBSLYP _ Z(_ 4+ By Ci,exp(—Dy,ri) + _a)

~ |a 1a

(6)

respectively, where Ay, Bia, Cia, and Di, are the fitting parameters
(see Table 2), ri; denotes the distances between the anions and
the ith atom of water, and g are the respective atomic net

charges. The charge on the anion was set to —1.0, and the
charges on O and H of water to —0.6598 and 0.3299,
respectively. With regard to egs 5 and 6, although the forms of
pair potentials may not reflect the actual physical terms of
interactions, their fitting to the ab initio energy surface led to
an accurate basis for calculating the interaction energies within
the defined area.

All MD simulations were performed in a canonical ensemble
at 298 K with a time step of 0.2 fs. The system’s temperature
was kept constant using the Berendsen algorithm.3” The cubic
box, with a box length of 18.19 A, employed in the simulations
contained 1 1~ and 199 water molecules, assuming the experi-
mental density of pure water. Long-range interactions were
treated using the reaction-field procedure.® Starting from the
equilibrium configuration obtained by the classical MD simula-
tion, the corresponding HF/MM and B3LYP/MM simulations
were separately performed with re-equilibration for 50 000 time
steps. Then, the HF/MM and B3LYP/MM simulations were
continued for 180 000 and 120 000 time steps, respectively,
collecting the configuration data every 10th step.

3. Results and Discussion

The hydration shell structure of 1~ is characterized through
I—0 and I—H RDFs, together with their corresponding integra-
tion numbers, as shown in Figure 1. With regard to the I-O
RDFs (Figure 1a), both HF/MM and B3LYP/MM simulations
reveal broad and unsymmetrical first peaks with maxima at 3.75
and 3.45 A, respectively. The shape and height of I-O RDFs
clearly suggests a high flexibility of 1~ hydration. In addition,
the first 1—O peaks are not well separated from the bulk,
implying that water molecules surrounding the ion can easily
exchange with bulk water. Flexibility of the I~ hydration is
apparent when the 1-O RDF is compared to that of smaller
halide ions, like F~ and Cl~, obtained by analogous QM/MM
MD simulations,22! as shown in Figure 2a. Comparing the HF/
MM and B3LYP/MMs I—0O RDF, the observed shorter 1-O
maximum, of about 0.3 A less, in the B3LYP/MM simulation
implies that the DFT method predicts too strong ion—water
interactions and thus a more structured first shell. According to
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TABLE 2. Optimized Parameters of the Analytical Pair Potentials for the Interactions of Water with |2

pair A B C D
HF-based Method (kcal mol~t A%) (kcal mol~1 Ag) (kcal mol—1) (A
1-0 —3202.3283 3387.7704 12 064.111 2.105 4279
I—H —2065.6868 7360.3925 —3144.580 2.098 5796
B3LYP-based Method (kcal mol~1 AS) (kcal mol~1 A9 (kcal mol—1) (A
1-0 —3953.7934 24 506.7233 —10431.904 2.025 3397
I—H —1721.8645 9327.24134 —4018.5833 2.222 7220

a |nteraction energies are in kcal mol~! and distances are in A.

Distance (A)

Figure 2. (a) X—0O and (b) X—H radial distribution functions (X =
F~, Cl7, and I7), as obtained from the compatible HF/MM MD
simulations.

X-ray diffraction studies,?36 in which the 1-O distance was
measured to be in the range of 3.60—3.76 A, the B3LYP method
apparently overestimates the H-bond strength and thus predicts
a too rigid solvation shell. The overestimation of H-bond
strength by the B3LYP method has repeatedly been demon-
strated in recent B3LYP/MM simulations of several other ions
in solution.*820 In both the HF/MM and B3LYP/MM simula-
tions, integration up to the first I—O minimum yields about
19—20 water molecules. However, according to the observed
unsymmetrical first 1—O peaks, this large number of water
molecules can certainly not be considered as the first shell
coordination number of 1~. Instead, it could be considered as
the number of nearest-neighbor water molecules that are
arranged within the (rather disordered) vicinity of the ion.
Consequently, a different definition is needed for determining
the “real” coordination numbers of 1-, that is, to distinguish
between the nearest-neighbor waters, whose arrangement is
influenced by the mere presence of 1~ and those that are directly
bound to the ion by hydrogen bonds and can thus be considered
as “coordinated”.

In this context, an analysis of the I—H RDF, as this reflects
the characteristics of I"—H—0 hydrogen bonds, appears more
appropriate in order to estimate the number of hydrogen-bonding
waters. Further differences between the HF/MM and B3LYP/
MM simulations become obvious in the I—H RDFs, as depicted
in Figure 1b. Concerning the feature of I"—H—O interactions,
a distance of about 1 A between the first I—H and the first I—O
peaks can be seen as an indication for a certain contribution of
linear hydrogen-bond formation between I~ and its nearest-
neighbor water molecules, which will be further analyzed,

TABLE 3. Positions of | —H1(Ru1), | —H2(Ry2), and
1—0O(Ro) Maxima in the RDFs, and the Coordination
Numbers Calculated up to Their Corresponding |—H1 and
I—0O Minima (ny1(R) and no(R))

Ru/A (ni(R))  RelA Ro/A (No(R)) method
2.80 (3.0) 360 3.75(8.09) HF/MM MD
2.60 (4.1) 3.80 3.45(8.89) B3LYP/MM MD
2.61(5.1) 410 3.55(6.6) CP-MD?

2.70 3.60 (7.3) SPC/E MDY
3.60 (7.9) SPC/E MD?®

2.77 3.71(9.7) TIP4P MD?

2.71 (6) 3.64 (8.3) MCDHO MC*?
3.60—3.76 (4.2—9.6)  XRD?236

aValues obtained with respect to 1—O distance of 4.0 A.

however, later on. According to Figure 1b, the HF/MM
simulation shows two distinguishable 1—H peaks with maxima
at 2.80 & 0.05 and 3.60 + 0.05 A, respectively. The first I—H
peak is less pronounced, in particular when compared to the
first F—H and CI—H RDFs, as depicted in Figure 2b. This
confirms that the hydrogen bonds between 1~ and its surrounding
water molecules are quite weak. Compared to the characteristics
of the O—H RDF of pure water obtained from a similar QM/
MM scheme (see insert in Figure 1b),° the first I-H peak
indicates that the hydrogen bonds between the 1~ anion and
adjacent water molecules, besides being longer, are of a lower
strength compared to those between water molecules. In the
B3LYP/MM simulation, the corresponding I—H RDF peak starts
at a distance of about 0.25 A shorter than that observed in the
HF/MM simulation. In addition, the first I—H peak is more
pronounced, with its maximum located at a shorter distance
(2.60 A) and consequently with a wider separation of the first
and second I—H peaks (about 1.2 A compared to the HF/MM
value of 0.8 A). These B3LYP/MM results clearly point at a
more pronounced linear I"—H—0 hydrogen bond formation.
The observed difference between the HF/MM and B3LYP/MM
results cannot be solely attributed to the inclusion of some
electron correlation effects at the DFT level of theory. Consider-
ing the experimental ion—water distance,®® it is rather the
approximationsand the parametrizationofthe B3L YP functional—which
have been identified as a reason for the too rigid estimation of
the hydration shells of other ions in solution as well#1820—that
cause this artificial stabilization. Recently, it has been demon-
strated that the simple DFT functionals BLYP and PBE usually
employed in the CP-MD scheme are even not capable to
describe the solvent water itself, as the use of these functionals
yields a glassy state rather than a liquid at room temperature
and up to 400 K.%7

Quantitative comparisons of the I—O and 1—H RDFs with
classical and CP-MD simulations are summarized in Table 3.
With regard to classical MC and MD simulations,81113 the
observed differences in the shape and width of the I-O and
I—H RDFs clearly indicate a significant sensitivity to the applied
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Figure 3. Probability distributions of hydrogen and oxygen atoms of
water molecules surrounding the 1~ ion, calculated up to first minimum
of the I-H RDFs as well as to the 1—O distances of 4 and 5 A,
respectively, as obtained from (a) HF/MM and (b) B3LYP/MM
simulations.

empirical force field models. In the CP-MD simulation,?®
although the characteristics of 1—O and 1—H RDFs had led to
the conclusion that the solvation shell of 1~ is rather unstructured
and diffuse, the overestimation of ion—water hydrogen bonds
is recognizable from a strong pronounced first I-H RDF at
relatively shorter I—H distance compared to the HF/MM results.
Further, the CP-MD method also predicts too short I—0 distance
when compared to the corresponding experimental data.?38

Figure 3 shows the probability distributions of hydrogen and
oxygen atoms of surrounding water molecules, calculated up
to first minimum of the I-H RDFs as well as to the 1-0
distances of 4 and 5 A, respectively. Here, the values obtained
within the 1—0 distance of 4 A are assumed to represent water
molecules able to form hydrogen bonds to the ion, that is, the
water molecules corresponding to the first I—H peak. In both
HF/MM and B3LYP/MM simulations, the probability distribu-
tions of the hydrogen and oxygen atoms of water are rather
broad, showing clear evidence for the formation of a quite weak,
unstructured solvation shell of I~, which has to be seen in
relation to the ion’s disruptive influence on the local structure
of the solvent. According to the shape and height of the RDFs
(Figure 1), the first-shell coordinated water molecules are defined
by an 1—H distance of about 3.0 A. Integrations up to this I—H
distance yield coordination numbers of 3.0 and 4.1 for the HF/
MM and B3LYP/MM simulations, respectively. In fact, a small
shift in the selected 1—H distance will have a significant impact
on the number of water molecules counted. For example, at
the slightly larger 1—H distance of 3.3 A, the most frequently
observed numbers of hydrogen bonding waters increase from
3.0 to 5.8 (HF/MM) and from 4.1 to 6.4 (B3YP/MM). In
comparison to the corresponding values of 8.0 and 8.8 water
molecules, as obtained with respect to the 1—0O distance of 4.0
A (i.e., a distance where the nearest-neighbor water molecules
can involve in the linear I”—H—0O H-bond formation), these
data compare well, however, with the experimentally estimated
values ranging from 4.2 to 9.6.2

To provide more details on the structure of the hydrated 1-,
the orientations of water molecules within the first hydration
sphere of 1~ were investigated, and the results are depicted in
Figure 4. Here, the waters’ orientations are described in terms
of angle a (Figure 4a), which corresponds to the distributions
of I"—0O—H angles, and angle 0 (Figure 4b), as defined by the

Tongraar et al.

H ——HF/MM o
o __ h@> -~ ~-B3LYP/MM

Probability density

0 20 40 60 80 100 120 140 160 180
Angle (degree)

Figure 4. Probability distributions of the (a) o and (b) 6 angles,
calculated within the 1—0 distance of 4 A,

Jeo—— »X=OOfH20
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X—-0-H angle (degree)
Figure 5. Distributions of X—O—H angle (X = O, F~, and 1),
calculated up to the first minimum of the O—0O and F—O RDFs and
within the 1—0O distance of 4 A.

dipole vector of the water molecule and the I7—O vector. In
both the HF/MM and B3LYP/MM simulations, the distributions
of the a angle (Figure 4a) display a significant deviation from
a linear ion—water hydrogen bond, in good agreement with the
observed nonlinear I-H—0 angle of the XANES experiments.?*
In Figure 4b, the observed broad @ distributions clearly confirm
a highly flexible arrangement of water molecules in the
hydration sphere of 1.

Figure 5 displays the arrangement of water molecules around
I~ and F~ compared to those in the bulk water itself, as obtained
by the similar QM/MM methodology.?! For F~, it is obvious
that F~—water hydrogen bonds are predominantly linear in
aqueous solution. In the case of I~, however, the observed broad
distribution of the I—O—H angle clearly indicates the flexibility
of the weak I~—water hydrogen bonds. In comparison to the
QM/MM data for pure water, especially in terms of the shape
and height of the O—0O and O—H RDFs (cf., Figure 4 in ref
19), the “structure-breaking” behavior of 1~ is well-reflected.
In this context, the water—water interactions appear to dominate
over ion—water hydrogen bonding, that is, most of the water
molecules surrounding the ion are arranged by the forces exerted
by the neighboring water molecules in the same shell and/or
the bulk, rather than by the influence of 1-. To confirm this
statement, the hydrogen bond lifetimes of water molecules
surrounding the ion were estimated via the mean residence times
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TABLE 4: Positions of X—H1(Ru1), X—H2 (Ry2), and X—0O
(Ro) Maxima in the RDFs, Where X = |, F, ClI, or O, and
the Coordination Numbers Calculated up to Their
Corresponding X—H1 and X—0 Minima (ny1(r) and no(r)),
and Lifetime of X---H Hydrogen Bonds of the Anions
Compared to Those in Bulk Water

H-bond

solute/ion  Ru/A lifetime

Mo(R)  (Mu(R) RalA Ro/A 9,0 method
I- 280(3.0) 360 375(8.0°) 013 HF/MM
260(41) 380 3.45(88) 018 B3LYP/MM
F 1.74(48) 321 268(46) 040 HF/MM2Z
Cl-  242(49) 324(56) 022  HF/MMZ
HO  1.83(22) 278(47) 020  HF/MMZ
2.06 (3.5) 292(42) 033  HF/MMY

* Values obtained with respect to 1—O distance of 4.0 A.

(MRT). The MRT values of water molecules surrounding the
ion were evaluated using the direct method,®® with a time
parameter t* of 0.0 ps. Due to the diffuse character of the
solvation shell of 1=, an 1—O distance of 4.0 A was selected,
which was assumed to be a rough estimate of the first solvation
shell and a limit for significant ion—water interactions. Accord-
ing to this evaluation limit, the HF/MM and B3LYP/MM
simulations produced MRT values of 0.13 and 0.18 ps,
respectively, compared to the corresponding value of between
0.20 and 0.33 ps for pure water obtained by the methodically
compatible HF/MM simulations.'”?! These data clearly show
that the water molecules surrounding the I~ ion are more mobile
than those in the pure solvent, and that the ion forms an
unstructured first solvation shell in aqueous solution.

Table 4 compares the data obtained for 1~ with those resulting
from similar HF/MM simulations for F~ and CI~,2%2 outlining
the transition from structure-forming to structure-breaking
properties within this series of halogenide ions, and the
corresponding trends in hydrogen bond characteristics and
hydrate structure.

4, Conclusion

On the basis of both HF/MM and B3LYP/MM simulations,
the iodide—water interactions can be characterized as weak,
leading to a high flexibility of the loosely bound first solvation
shell and a permanent competition between hydrogen bonding
of surrounding water to the ion and hydrogen bonding among
water molecules. Consequently, this induces the well-known
structure-breaking ability of I~. Comparing the HF and B3LYP
treatments for the QM part of the system, the overestimation
of ion—water hydrogen bonds by the B3LYP method is evident,
in accordance with the reported tendency of the DFT scheme
to predict too rigid ion solvation complexes. According to the
fact that the solvation shell of 1~ is rather unstructured and
diffuse, and that the QM size employed in the present study is
relatively small, the corresponding dynamical data, and in
particular the mechanism for the shell-bulk water exchange
process, may not be accurately obtainable by the present QM/
MM study. To obtain such details, a larger QM size and an
improved methodology seems desirable, although it would
seriously expand the computational effort.
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A combination of X-ray absorption spectroscopy (XAS) measurements and quantum
mechanical/molecular mechanical (QM/MM) molecular dynamics (MD) simulations has been
applied to elucidate detailed information on the hydration structures of Ca>* and Cl™. The XAS
spectra (extended X-ray absorption fine structure, EXAFS, and X-ray absorption near-edge
structure, XANES) measured from aqueous CaCl, solution were analyzed and compared to those
generated from snapshots of QM/MM MD simulations of Ca?>" and CI~ in water. With regard to

this scheme, the simulated QM/MM-EXAFS and QM/MM-XANES spectra, which correspond

to the local structure and geometrical arrangement of the hydrated Ca

2* and CI~ at molecular

level show good agreement with the experimentally observed EXAFS and XANES spectra.

From the analyses of the simulated QM/MM-EXAFS spectra, the hydration numbers for Ca®*
and CI™ were found to be 7.1 4+ 0.7 and 5.1 + 1.3, respectively, compared to the corresponding
values of 6.9 £+ 0.7 and 6.0 & 1.7 derived from the measured EXAFS data. In particular for
XANES results, it is found that ensemble averages derived from the QM/MM MD simulations
can provide reliable QM/MM-XANES spectra, which are strongly related to the shape of the
experimental XANES spectra. Since there is no direct way to convert the measured XANES
spectrum into details relating to geometrical arrangement of the hydrated ions, it is demonstrated
that such a combined technique of XAS experiments and QM/MM MD simulations is well-suited

for the structural verification of aqueous ionic solutions.

1. Introduction

The characteristics of ions solvated in polar solvents, in
particular water, have long been a topic of scientific interest
in order to understand the role of these ions in chemical and
biological processes.'” In general, such detailed knowledge
can be obtained from a variety of experimental and theoretical
techniques. In experiments, powerful techniques from a
structural viewpoint are neutron and X-ray diffraction because
they offer a direct probe of the ionic structure.*® However,
especially for multi-component systems, discrepancies in the
established data exist, even for fundamental properties such
as the mean ion—oxygen nearest-neighbor distance and the
average number of coordinating solvent molecules. Some
explicit reasons are due to the uncertainty in modeling the
scattering data as well as to the lack of direct information
relating to the static and dynamics properties of solvent
molecules surrounding the ions.

Besides the diffraction techniques, X-ray absorption spectro-
scopy (XAS) is a powerful tool for an accurate structural
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determination of solvated ions, because of its element selectivity.
In addition, since most of the diffraction techniques restrict
their use only for relatively high concentrations, the XAS
technique can be applied to a wider range of concentrated
solutions. With respect to the XAS analysis, the spectra have
been subdivided into a high-energy region (50-1000 eV),
termed extended X-ray absorption fine structure (EXAFS),
and a low-energy region (0-50 eV), which is called X-ray
absorption near-edge structure (XANES). For relatively
large disordered systems, like aqueous ionic solutions, the
EXAFS spectra can provide a good resolution in detecting a
near-neighbor solvent environment, especially for systems with
a high degree of local order, while the XANES spectra
correspond to the geometrical arrangement of the solvated
ions. However, it is known that the presence of multiple
scattering (MS) effects'®!! in the spectra as well as the errors
from asymmetric distributions!*!® are major problems in the
analysis of XAS data. To simplify the process of XAS data
analysis and interpretation, the use of information derived
from other sources, such as molecular simulations, is of special
interest.

Molecular simulations, in particular the molecular dynamics
(MD) technique, have been employed to generate partial pair
distributions, g(R)’s, from which a model y(k) is constructed
and then used as a starting model in the analysis of XAS
data. In this respect, the accuracy in the XAS data analysis
depends crucially on the quality of the simulation results, i.e.,
the reliability of the ensemble averages. The combined XAS
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measurements, in particular EXAFS, and the MD simulations
technique have been successfully applied to several aqueous and
non-aqueous ionic solutions, providing a more comprehensive
understanding of the structural properties of solvated
ions.!*?> By this scheme, however, the detailed information
derived from molecular simulations relies mostly on molecular
mechanical (MM) force fields, i.e., the potential functions
describing the ion—water and water—water interactions are
usually constructed with respect to a set of experimental data
or to ab initio calculations. For strong interacting systems,
like aqueous ionic solutions, it has been demonstrated that
“quantum effects” are significant and that the inclusion of
these effects in the simulations is mandatory.?®*’ Nowadays, a
high-level quantum mechanics/molecular mechanics (QM/MM)
MD technique has been shown to be an elegant approach for
studying condensed-phase systems, in particular the aqueous
ionic solutions.?® ¢ With regard to the QM/MM MD technique,
the most interesting region, a sphere which includes the ion
and its surrounding solvent molecules, is treated quantum
mechanically. As a result, the complicated many-body
contributions as well as the polarization effects, which are
hardly accessible through the basic assumptions underlying
the MM potentials, can be reliably included into the defined
QM region.

Consequently, the aim of this study is to apply a combined
technique of XAS (EXAFS and XANES) measurements and
high-accuracy QM/MM MD simulations for studying
the hydration shell structure of Ca>" and Cl~. For Ca’",
established results in the literature, both experimental and
theoretical investigations, reveal a rather inhomogeneous
picture of this hydrated ion. X-Ray diffraction (XRD)
experiments on calcium halide aqueous solutions reported
hydration numbers between 5.9 and 8,37 whereas neutron
diffractions (ND) yielded larger deviated values, ranging from
5.5 to 10.%7-3 With regard to the XRD and ND experiments,
the ion—oxygen distances are reported between 2.39 and
246 A. Although the observed difference in these experimental
data is considered mainly a consequence of concentration
dependence, the discrepancies in the coordination number,
as well as in the ion—oxygen distance, exist even at similar
concentrated solutions.>’3%%2 Recently, EXAFS measurements
have demonstrated that this ion has coordination numbers
between 6.8 and 8, with ion—oxygen distances between 2.43
and 2.46 A 174344

Apart from experiments, theoretical studies contributed
even larger discrepancies. Classical simulations based on
MM force fields provided large deviations in the coordination
numbers, ranging from 6 to 10, with varying ion—oxygen
distances between 2.39 and 2.54 A% I the broadest
sense, the variation in results can be attributed to the use
of different theoretical models. On the other hand, the
inhomogeneous picture of this hydrated ion clearly indicates
the important sensitivity to the applied potential functions.
For quantum-mechanics-based simulations, different Car—
Parrinello MD (CP-MD) simulations also gave variations in
the coordination numbers of Ca®>™ from 6 to 8, and in the
ion-oxygen distance from 2.39 to 2.64 A.**"52 The observed
difference found among CP-MD simulations has been attributed
to the use of different simulation protocols and density

functionals. For the treatment of electrolyte solutions, severe
limitations of the CP-MD technique, in particular the use of
simple generalized gradient approximations (GGA), such as
Becke’s exchange in conjunction with Lee—Yang—Parr’s
correlation functionals (BLYP) and the functionals of Perdew,
Burke and Ernzerhof (PBE), combined with the relatively
small system size employed in some simulations, have been
well demonstrated.?”>

Alternatively, the QM/MM MD technique using the HF
method as a benchmark has been applied for studying Ca>* in
water, revealing that this ion conducts coordination numbers of
8.3, with ion—oxygen distance of 2.45 A3 Later on, analogous
QM/MM MD simulations of Ca>" in water using the HF and
B3LYP methods have reported Ca®>* coordination numbers of
7.6 and 8.1, with corresponding ion—oxygen distances of 2.46 and
251 A, respectively.>*>* Note that the observed difference,
in particular the coordination number, of two QM/MM
simulations using the same HF method is not surprising, since
the latter one has been performed with the use of a larger QM
region. This clearly suggests that inclusion of quantum mechanical
treatment beyond the first hydration shell is important in order to
obtain a reliable and accurate description of this solvated ion.

In the case of Cl™, the interactions of this ion with its
surrounding water molecules are generally weaker than that
of Ca®>", and even energetically comparable with water—
water interactions in bulk water. This makes the structural
determination of Cl= hydrate become more difficult.
Consequently, the uncertainty in the coordination number of
Cl™ in water is found both in experimental and theoretical
studies, varying from 4 to 978 and from 5.1 to 8.4,3%3¢°63
respectively. Previous QM/MM MD simulation of CI™ in
water>® indicated that the hydration structure of this ion is
quite flexible as a consequence of weak Cl -water hydrogen
bonds, especially when compared to that of F~. This leads to a
combination of linear and bridged forms, together with a
competition between the solvation of the ion and hydrogen
bonding among water molecules. The QM/MM results clearly
indicate the importance of QM treatment in order to correctly
describe such a delicate balance between Cl —water and
water—water interactions.

In the present study, the QM/MM MD simulations of Ca? ™"
and Cl™ in water will be revisited by using an enlarged QM
region’s size, together with a sufficiently long simulation
period. One of the significant contributions of this study is
to benchmark the performance of the QM/MM MD approach
in order to generate reliable ensemble averages of such systems,
from which the simulated XAS spectra are constructed and
supplied in the analysis of measured XAS spectra. In addition,
a set of configurations corresponding to the geometrical
arrangement of the hydrated ions, as obtained from the
QM/MM MD simulations, is expected to provide useful
information in the process of XANES data interpretation.

2. Experimental details
2.1 XAS measurements

The experimental Ca and Cl K-edge XAS spectra of 2.0 M
aqueous CaCl, solutions were measured at beamline 8 of Siam
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Photon Laboratory, Synchrotron Light Research Institute
(SLRI) in Nakhon Ratchasima, Thailand. The Siam Photon
storage ring was operating at the electron energy of 1.2 GeV
and the electron beam current between 80—-120 mA. A Si(111)
double crystal monochromator was used to select the X-ray
photon energy. The solutions were kept in U-shape liquid cells
with Kapton windows. All EXAFS and XANES spectra were
collected at the ambient temperature and atmospheric pressure.
The spectra were recorded in the transmission mode using
ionization chambers as the detectors. The scanning photon
energy step is set at 1 eV for the EXAFS region and 0.25 eV for
the XANES region. To improve the signal-to-noise ratio,
several scans were recorded and averaged. For comparison
purposes, the measured XAS spectra were aligned to the
corresponding spectra reported in the literature,!”-344

2.2 XAS data analysis

2.2.1 EXAFS. According to the standard EXAFS data
analysis,>” the structure factor can be described by

H(E) — po(E)
Apio(Eo)

where pu(k) is the absorption coefficient, E = Ey + #%k*/2m, is the
X-ray energy, uy(E) is the background absorption coefficient, and
Apo(Ep) is an absorption edge height. It is more common to write
the structure factor as a function of the photoelectron wave vector
k, x(k). In general, y(k) can be expressed by the classical EXAFS
equation,

w(E) = (1)

1(k) = SN per k, R;)| sin[2kR; I\le 207K o=2R; [ (k)
X *ZkRz 7 (K, Ry)| sin[2kR; + g (K)le ™" e ;
J J

)

where the summation goes over all paths j, N; is the coordination
number, S3(k) is the amplitude reduction factor, ffﬁ is the curved-
wave scattering amplitude, R; is the path length, A(k) is the
electron mean free path, o(k) is the Debye—Waller factor, and
(k) accounts for the total phase shift. Basically, if the correct
geometrical configuration around the absorber atom can be
obtained, the structural parameters such as path length and
coordination number could be fitted with high accuracy.

To obtain the EXAFS spectra of Ca and Cl K-edge, the
measured raw X-ray absorption spectra were processed using
an interactive program for XAFS analysis called IFEFFIT
package.’*% This includes (1) a background subtraction in the
pre-edge and post-edge regions; (2) creating a spline curve
above the threshold energy with a four-segment polynomial;
and (3) extracting the oscillation by subtracting the spline
from the spectra and normalizing the remaining. To enhance
the EXAFS in the high k region, we choose to plot k? y(k). The
plots are windowed between 2.0 < k£ < 8.0 At using a
Hanning window W(k) with dk = 1.0 A"

To obtain a real-space representation of the EXAFS spectra,
Fourier transformations (FT), as implemented in the IFEFFIT
package, of the structural factors were carried out using

7(R) = J%_n / K (k) W (k) dk (3)
0

Once the EXAFS spectra are processed, information on the local

structure of the absorber atom can be obtained by fitting with
predetermined local structure models. If all absorber atoms are
expected to have the same local structure, a single local structure
model can be used to fit the measured spectra with some
parameters, such as the neighboring distances and coordination
numbers, allowed to relax.®® If two or more local structure models
are expected, such models can be used in combination for the fit
which allows more degrees of freedom.®” For aqueous ionic
solutions, however, water molecules surrounding the ions are
quite labile, i.e., there are uncountable forms of local structures.
Consequently, the measured spectra are regarded as the statistical
average of all structures.®® Several groups have reported success in
finding the proper configuration averages of ionic hydration
structures with shells of water molecules,!”2!3944:6668 gycp
models, with appropriate parameters (i.e., neighboring distances
and coordination numbers), can produce good fits to the
experimental measurements. In this work, the structural
parameters from EXAFS spectra were extracted using nonlinear
least squares fitting procedure in IFEFFIT. In the fitting process,
the interatomic distances (R) of each shell, coordination number,
mean-square thermal, static deviation in R (¢?), and the threshold
energy (Eo) were allowed to vary. To obtain the best fit, the
amplitude reduction factors (S3) for Ca®>" and CI~ ions were
set to 0.83 and 0.91, respectively. The theoretical phase and
amplitude functions were calculated using FEFF codes.®*636%70
In fact, it should be noted that the neighboring distance and the
coordination number of a representative structure that best fit the
experimental EXAFS do not necessarily equal the average values
of all structures that comprise the measured EXAFS.

2.2.2 XANES. The IFEFFIT utility program was
employed to process the measured raw X-ray absorption
spectra of Ca and Cl K-edge. In the XANES region, the
background subtractions based on the information from the
pre-edge regions are performed. Then, the XANES spectra are
normalized and compared with the simulated spectra.

3. Computational details
3.1 QM/MM MD simulations

Using the QM/MM MD technique,?* the system is divided
into two parts, namely QM and MM regions. The total
interaction energy of the system is defined as

(WQM\I:I\WQM> + Evmm T EoM—Mm» 4)

where (‘PQM\I-? | om) refers to the interactions within the QM
region, while Eyy and Egm-mm represent the interactions
within the MM and between the QM and MM regions,
respectively. The QM region, the most interesting part which
contains the ion and its surrounding water molecules, is
treated quantum mechanically, while the rest of the system is
described by classical pair potentials. In practice, the total
force of the system is described by the following formula:

Etotal =

Foo = FI\}/ESI\/I + F(SM —P?/ll\f/l) (5)

where FXtu, F&\M/l, and FQX, are the MM force of the total
system, the QM force in the QM region and the MM force in
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the QM region, respectively. In this respect, the FRy term
accounts for the coupling between the QM and MM region.

In principle, the post-HF methods with the extended basis
sets are most suitable for the QM treated region but it turns
out to be computationally prohibitive. With regard to this
point, some essential parameters such as the level of quantum
mechanics calculations, basis set and size of QM region
must be optimized, compromising between the quality of the
simulation results and the requirement of CPU time. Since the
performance of correlated ab initio methods is still far too
time-consuming, the Hartree-Fock (HF) method was
employed for the treatment of all interactions within the
QM region. The HF method has been well validated in
previous QM/MM studies,’® % even for the treatment of
anions.** Density functionals, such as B3LYP, are not taken
into consideration since it has been demonstrated that these
functionals often overestimate the ion—water interactions,
which leads to a remarkably more compact and too rigid
ion—water complex.?*?” All quantum mechanical calculations
were carried out using DzV+,' LANL2DZ,”"7? and
6-31 +G">" basis sets for H,O, Ca>", and CI~, respectively.
The QM sizes with diameters of 8.8 and 9.2 A were chosen for
the systems of aqueous Ca’>" and CI~ solutions, respectively.
These QM sizes, which contain the ion and about 12-15
(for Ca®*) and 11-16 (for Cl7) water molecules, were
considered large enough to ensure that the quantum mechanical
forces beyond the QM region smoothly converge to pair
potential forces. For the treatment of all interactions within
the MM and between the QM and MM regions, a flexible
model, which describes intermolecular’> and intramolecular’®
interactions, was employed for water and the pair potential
functions for describing Ca’*-H,0 and CI™-H,O interactions
were obtained from previous works.?!*3

During the QM/MM MD simulations, exchange of water
molecules between the QM and MM regions took place
frequently. With regard to this point, the forces acting on
each particle in the system were switched according to which
region the water molecule was entering or leaving the QM
region and are defined as

Fi = Su(MFaom + (1=Su(r)Fym, (6)
where Foum and Fyy are quantum mechanical and molecular
mechanical forces, respectively. S,(r) is a smoothing
function’’ described by

Sm(r) =1, forr < ry,

(r% - rz)z(r% + 22 — 3r%)

3
=

, forri<r<ry, (7)

Sm(}’) :07 fOrr>r0,

where r and ry are distances characterizing the start and end
of the QM region, applied within an interval of 0.2 A
(i.e., between the Ca—O and CI-O distances of 4.2-4.4 and
44-46 A, respectively).

In this work, the QM/MM MD simulations for aqueous
Ca?" and Cl™ solutions were separately performed in a

canonical ensemble at 298 K with periodic boundary conditions.
The system’s temperature was kept constant using the Berendsen
algorithm.”® A periodic box, with a box length of 18.17 A,
contains one ion and 199 water molecules, corresponding to
the experimental density of pure water. The reaction-field
method” was employed for the treatment of long-range
interactions. The Newtonian equations of motions were treated
by a general predictor—corrector algorithm. The time step size
was set to 0.2 fs, which allows for the explicit movement of the
hydrogen atoms of water molecules. For both aqueous Ca®*
and Cl™ solutions, the simulations were started with the
system’s re-equilibration for 25000 time steps, followed by
another 250000 (Ca>*) and 100000 (CI17) time steps to collect
the configurations every 10th step.

3.2 Calculations of QM/MM-EXAFS and
QM/MM-XANES spectra

Once the QM/MM MD simulations have been performed, sets
of molecular configurations (for both aqueous Ca®>* and CI~
solutions) obtained from the simulations are used to produce
theoretical XAS spectra. With regard to the QM/MM MD
simulations, the periodic box contains only one ion (Ca>* or
C17) surrounded by water molecules and the time evolution of
the system is studied. Since the systems of this kind are ergodic,
we can sample the system at various times to represent the
ensemble average that can be used to compare with measured
XAS spectra. In this work, the QM/MM MD frames, obtained
at every 0.5 ps, are sampled, from which the positions of
oxygen and hydrogen atoms with respect to the central ion in
each chosen frame were used to construct the QM/MM-
EXAFS and QM/MM-XANES spectra. All the calculated
QM/MM-EXAFS and QM/MM-XANES spectra are generated
using the FEFF codes.®®"°

For EXAFS calculations, we employed most of the default
setting in the FEFF codes and restricted the scattering path to
the length of 5.0 A. In the case of XANES, the codes utilize
a full multiple scattering approach based on ab initio
overlapping muffin-tin potentials. The muffin-tin potentials
were obtained using self-consistent calculations with a
Hedin-Lundqvist (HL) exchange—correlation function.®® The
(time-consuming) self-consistent calculations were performed
in a sphere with a radii of 5.6 A centering on the absorbing ion.
Such a sphere contains about 25-30 water molecules, which
is sufficient to take into account the influence from the
outer solvation shell. Test calculations show that further
increasing the sphere radii leads to an exponential increase
in computational time, but without a significant change on the
XANES spectra. The full multiple scattering calculations
include all possible paths within a larger cluster radius of
9.2 A (consisting of 105-110 water molecules).

In addition, the established QM/MM-EXAFS spectra
provide an opportunity to test how well the usual EXAFS,
fitted by a model containing two shells of water molecules, can
describe the systems. This can be done by simply treating the
QM/MM-EXAFS spectra as experiment spectra and fitting
them. After the fit, the obtained neighbor distances and the
coordination numbers can be used to compare with the values
obtained from the QM/MM MD analysis. In general, it should
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be noted that the XAS techniques are employed to study the
local structure around the absorber atoms, where there are
only one or two (at most a few) different configurations in the
sample. In the fitting (using a theoretical model), one generates
the corresponding spectra from an assumed configuration
(or the mixture of a few configurations) where the species of
neighbors, number of neighbors, and neighboring distances
can be varied to produce the results that fit the measured data.
For aqueous ionic solutions, especially for the case where
water molecules are less bounded to the ion, the situation is
much more different since there are virtually infinite different
configurations, i.e., the ion is surrounded differently by water
molecules during the measurement. Therefore, it is unexpected
that a single representative shell model, as usually assumed in
the EXAFS fitting, can be fitted to the spectra and represent
correctly the average parameters (for instance, the coordination
number). This will be discussed again in the Results section.

4. Results and discussion
4.1 QM/MM MD results

Structural properties of the hydrated Ca?>”™ and Cl~ can be
explained in terms of Ca—O and Cl-O radial distribution
functions (RDFs) and their corresponding integration numbers,
as shown in Fig. 1. For Ca®", the first Ca-O maximum is
centered at 2.45 A, where integration up to the first minimum
of the Ca—O peak yields an average coordination number of
7.4. In addition, the first solvation shell is well separated from
the outer region, suggesting that first-shell water molecules are
rather arranged with respect to the strong influence of Ca®" .
Compared to the earlier QM/MM MD work,>! which
reported a broad minimum of the first Ca—O RDF with an
average number of first-shell waters of 8.3, the observed lower
coordination number of Ca?" could be attributed to the use of
larger QM size (i.e., ineqn (7) ro = 4.4 A versus 3.6 A used in
ref. 31). A similar trend is found in the analogous QM/MM
MD simulation of Ca?" in water using ry of 4.0 A,54’55 which
also predicted the rather well-defined first hydration shell with
an average coordination number of 7.6. In this respect, it could
be demonstrated that the QM treatment for the non-additive
contributions beyond the first hydration shell is somewhat

12 12
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n(R)

2 3
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Fig. 1 Ca-O and Cl-O RDFs and their corresponding integration
numbers.

important in determining the hydration shell structure of
Ca®". Recently, a new QM/MM framework using an ab initio
quantum mechanical charge field (QMCF) has been applied
for aqueous Ca’®" solutions.®! The Ca—O distance and the
coordination number were found to be 2.55 A and 7.9,
respectively. Compared to the previous QM/MM results, the
observed difference in the structural properties has been
demonstrated due to the use of solute—solvent potentials in
the conventional QM/MM MD scheme, which probably
reflect in slight artificial pressure on the primary hydration
layer. In terms of CP-MD simulations, coordination numbers
between 6 and 8 are reported, with observed large variations in
the Ca—O distances, ranging from 2.39 to 2.64.%7? In most
cases, the shape and width of the resulting Ca—O RDFs are
rather sensitive to the density functionals applied, showing
too rigid an arrangement of the hydration shell of Ca®*
(i.e., compared to the present QM/MM MD results). Recently,
it has been demonstrated that the simple density functionals
BLYP and PBE usually employed in the CP-MD scheme are
not even capable of describing the solvent water itself, as the
use of these functionals yields a glassy state rather than a
liquid at room temperature and up to 400 K.

In the case of CI™, a less pronounced first CI-O RDF, with a
maximum at 3.24 A, is observed. The shape and height of the
first CI-O peak clearly indicate a high flexibility of this
hydrated ion. In addition, the first peak of CI-O RDF is not
distinctly separated from the bulk, which suggests an easy
exchange of water molecules between the first hydration shell
and the outer region. An integration up to the first CI-O
minimum leads to an average coordination number of 5.5. In
fact, as a consequence of the broad Cl-O minimum, the
observed coordination number of CI™ could be regarded as a
rough estimate, i.e., a small shift in the position of the CI-O
minimum could lead to a significant difference in the average
coordination number. For example, as can be seen in Fig. 1,
the integrations up to the Cl-O distances of 3.5 and 4.0 A yield
4.5 and 8.0 water molecules, respectively. Fig. 2 shows the
arrangement of water molecules around ClI- compared to
those in the bulk water itself, as obtained by the similar

H —— X = O of bulk water

Probability density

0 30 60 90 120 150 180
X---O-H angle (degree)

Fig. 2 Distributions of the X—O-H angle (X = O and Cl"),
calculated within the first minimum of the O-O and CI-O RDFs.
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QM/MM methodology.®? It is obvious that water molecules in
the hydration shell of CI™ are not bound by classical hydrogen
bonds to the ion. Instead, they are rather arranged with
respect to a combination of linear and bridged forms. Conse-
quently, this leads to a competition between the solvation of the
ion and hydrogen bonding among water molecules. The results
obtained by the present QM/MM MD simulation are in good
accord with the previous QM/MM MD study,*® which de-
monstrated the relative weak C1”—water hydrogen bonds and a
high flexibility of the hydration shell structure. According to a
recent CP-MD study,83 the overestimation of ion—water hy-
drogen bonds is recognizable, i.e., by the strong pronounced
first CI-O and CI-H RDFs.

Fig. 3 shows probability distributions of the coordination
numbers, calculated within first minimum of the Ca—O and
Cl-O RDFs, respectively. For Ca?", the most frequent
coordination number for this ion is 7, followed by 8 in a
smaller amount. In addition, a slight distribution for the
coordination number of 6 (~5%) clearly indicates lesser
significance of CaH(HZO)(, formation. In the case of Cl~,
although the 5- and 6-fold coordinated complexes are most
frequently found during the QM/MM MD simulation, numerous
possible species of the hydrated C1™ exist, varying from 3 to 9.
The observed large variation in the coordination numbers
clearly indicates high flexibility of the hydration structure of
CI™ as well as high mobility of its first-shell water molecules.
Fig. 4 displays the O—X-O angular distributions, calculated up
to the first minimum of the X-O RDFs for X = Ca?" and
CI™, respectively. For Ca>™, the structural arrangement of this
hydrated ion with respect to the distinct coordination numbers
between 7 and 8 is well reflected, i.e., by the two pronounced
peaks between 60-90° and between 130-150°. Unlike Cat,
the observed broad O—CI-O peak corresponds to the numerous
species of hydrated ClI- complexes formed in aqueous
solution. In fact, it should be noted that water molecules in
the hydration shell of CI™ are organized differently from that
of Ca®* hydration, i.e., they are arranged with respect to the
resultant force of the competition between the ClI"—H-O
hydrogen bonds (see Fig. 2) and the hydrogen bonding among
water molecules in the same shell and/or the bulk.

Fig. 3 Distributions of the coordination numbers of Ca®>* and CI~,
calculated within the first minimum of the Ca—O and Cl-O RDFs.

2+

—X=Ca
—T e

Probability density

0 20 40 60 80 100 120 140 160 180
0-X-0 angle (degree)

Fig. 4 Distributions of the O-X-O angle (X = Ca®* and CI"),
calculated within the first minimum of the Ca—O and CI-O RDFs.

More detailed information on the structural arrangement of
the hydrated Ca®>" and Cl~ complexes can be visualized
through the plots of the Ca—O and Cl-O distances against
the simulation times, as shown in Fig. 5 and 6, respectively.
According to Fig. 5, it is obvious that the Ca?" (H,0), and
Ca®" (H,0)s complexes are dominantly formed in aqueous
solution. Within a simulation time of 50 ps, only 12 water
molecules are found to be involved in about 27 water exchange
processes, indicating that most of the first-shell waters are
tightly bound to the ion. In contrast to Ca>*, water molecules
surrounding Cl~ are quite labile (see Fig. 6), showing
numerous water exchange processes during the QM/MM
MD simulation. This clearly anticipates fast water-exchange
rates of the first hydration shell, and thus shows large
variations in the coordination number of this ion.*

4.2 EXAFS and QM/MM-EXAFS spectra

With respect to the short-range nature of XAS, this technique
is suitable for studying local geometry, especially for the
disordered systems. In the EXAFS region, the single back-
scattering processes are mostly dominant. Making use of

Fig.5 Time dependences of (a) Ca®> " —O distance and (b) number of
first-shell waters, as obtained from 50 ps of the QM/MM MD
simulation. In Fig. 5a), the dash line parallel to the x-axis indicates
the first minimum of the Ca-O RDF.
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Fig. 6 Time dependences of (a) CI"—O distance and (b) number of
first-shell waters, selecting only for first 10 ps of the QM/MM MD
simulation. In Fig. 6a), the dash line parallel to the x-axis indicates the
first minimum of the CI-O RDF.

Fig. 7 Structural factors and the corresponding fitted curves for
Ca’®" in water, as obtained from the QM/MM MD simulation and
the experimental measurements.

Fig. 8 Structural factors and the corresponding fitted curves for CI~
in water, as obtained from the QM/MM MD simulation and the
experimental measurements.

Table 1 Ton—oxygen distances, Debye—Waller factors and coordina-
tion numbers, as derived from the ion-O RDFs of QM/MM MD
simulations and from the fitting of QM/MM-EXAFS and measured

EXAFS spectra

Ion  Technique RO/A o'z//a\2 N
Ca’>* QM/MM MD 2.45 — 7.4
QM/MM-EXAFS 2.440 4+ 0.009 0.011 +0.002 7.1 0.7
EXAFS 2.425 +0.013 0.010 + 0.002 6.9 & 0.7
2.429 + 0.03* 0.0115 £ 0.002“ 6.8 & 1.0°
Cl~ QM/MM MD 3.24 — 5.5
QM/MM-EXAFS 3.200 4 0.034 0.026 + 0.007 5.1+ 1.3
EXAFS 3.047 £ 0.040 0.032 + 0.008 6.0 &= 1.7
3.110 £ 0.03* 0.0290 + 0.004* 6.4 & 1.0¢

“ EXAFS measurements from Dang et al.'”

Fig. 9 Fourier transformations of the structural factors and the
corresponding fitted curves for Ca®* in water, as obtained from the
QM/MM MD simulation and the experimental measurements.

Fig. 10 Fourier transformations of the structural factors and the
corresponding fitted curves for Cl™ in water, as obtained from the
QM/MM MD simulation and the experimental measurements.
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combined QM/MM MD simulations and the EXAFS
measurements technique, however, it should be realized that
the measured XAS spectra of ions in aqueous solution (where
there are virtually infinite different configurations) may not
necessarily be well fitted by one configuration model. Even if
there is a configuration model that can fit the spectra well, the
result obtained from the model might not represent the
average of all configurations in the sample.

In this work, the QM/MM MD technique is expected to be
an elegant simulation approach in order to generate reliable
QM/MM-EXAFS spectra. The QM/MM-EXAFS spectra are
generated by averaging 30 snapshot frames of the QM/MM
MD simulations. (Test calculations show that increasing the
snapshot frames does not significantly change the averaged
spectra.) In this respect, it is worth noting that all major

structural details of the ion—water structures inherent in the
simulations are mutually represented in the QM/MM-EXAFS
spectra. The QM/MM-EXAFS spectra are also fitted with
respect to classical EXAFS in eqn (2). The general reason is
to gauge how well the nearest neighbor distance and the
coordination number, as obtained from the simulated EXAFS
spectra, fit a single configuration resembling the values
determined from the analysis of the full QM/MM MD data.

Fig. 7 and 8 show the k’-weighted (k) spectra for Ca®* and
C1™ in water, respectively, comparing between the QM/MM—
EXAFS and the experimental measurements along with their
corresponding fits. For the EXAFS spectra, the data measured
by Dang et al.'” were also given for comparison. For Ca**
(Fig. 7), the oscillation periods of the measured EXAFS
and the QM/MM-EXAFS spectra are in good agreement,

Fig. 11  Examples of the simulated QM/MM—-XANES spectra for Ca®" in water.
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i.e., implying good accordance in the average Ca—O distances.
The observed disagreement in the low & region between the
QM/MM-EXAFS and the measured EXAFS spectra (this
work and Dang et al.) can be described due to the residue of a
different atomic background subtraction and treatment of
anomalous features in the EXAFS signal processing steps. In
addition, this region of the spectra belongs to the XANES
region, in which the algorithm employed cannot generate
accurate EXAFS spectra. In the case of ClI™ (Fig. 8), the
observed discrepancy between our experimental y(k) spectrum
and that measured by Dang et al. becomes more apparent,
compared to that of the aqueous Ca®" system. This can be
explained by the high noise level of our measurement due to a
low photon flux as well as strong water absorption at CI~ K-
edge region (2800-3000 eV). With regard to the present
EXAFS data, the noise level of the spectrum remains actually
the same throughout the spectrum. However, the signal decays
rapidly at high k, leading to a higher signal-to-noise ratio. In
addition, since the plot is k*weighted, the noise is also
significantly amplified. In this study, the QM/MM-EXAFS
spectrum shows fair agreement in the oscillation periods when
compared to the curves measured by experiments.

Following the expression given by eqn (2), the theoretical fit
based on a single configuration is applied to the measured
EXAFS and simulated QM/MM-EXAFS spectra. Some
essential parameters for both Ca®" and Cl~ systems are
summarized in Table 1. In comparison to the data by
Dang et al.,'"” good agreement in the fitting results is visible,
especially for the case of Ca®>". In addition, the parameters R,
and N derived from the analysis of the QM/MM MD simulation
(average overall ensemble) are in good accord with the values
obtained from the fit of the QM/MM-EXAFS spectra. For
Ca®™, the structural parameters obtained from the fit are in
good agreement with the analysis of the simulation data
(Table 1). This is not surprising because most of the frames
used for generating the QM/MM-EXAFS spectra are
expected to have similar local hydration structures due to
the tight binding of the first hydration shell. In contrast to
Ca®", the observed larger variation in the fitting results could
be ascribed to the rather weak Cl -water interactions, which
lead to high flexibility of this ion hydrate. As a result, the
QM/MM-EXAFS spectra are constructed with respect to the
frames that are distinctive in the hydration shell structures.
Thus, they are not expected to fit well by a single configuration
in the EXAFS equation. On the other hand, the fitting process
forces a configuration that gives an overall feature in the best
agreement with the average spectrum obtained from distinctive
frames. However, as mentioned previously, the configuration
obtained from the fit does not necessarily represent the average
of all ion configurations in the sample. For both Ca®* and CI~
systems, our results show that the configurations obtained
from the fits of QM/MM-EXAFS spectra can provide data in
good accord with the average values derived from the simulated
ensembles. Overall, it could be demonstrated that, for a tightly
bound hydration structure like Ca®*, the EXAFS fit can yield
the configuration that well represents the average of the
ensemble. For more labile hydration structures like CI—,
however, the EXAFS fit may not be able to precisely represent
the average of the ensemble as a consequence of numerous

possible species of the hydrated ClI- found in aqueous
solution.

The Fourier transformations (eqn (3)) of the QM/MM-—
EXAFS and the corresponding measured EXAFS spectra
yield the real space distribution plots, as shown in Fig. 9 and
10 for the aqueous Ca>" and CI~ solutions, respectively. The
main peak of the 7(R) spectra is primarily corresponding to
the scattering originated from the oxygen atoms of first-shell
water molecules. For Ca®>" systems, the peak position and
shape obtained from the QM/MM-EXAFS spectrum are in
good accord with the experimental measurements. For the Cl1™
system, the peak position obtained from the QM/MM-EXAFS
spectrum is exhibited at a slightly larger distance, compared to
the experimental measurements. This can be ascribed due
partly to the neglect of the electron correlation in the
HF calculations, which generally diminishes the Cl —water
interactions.

4.3 XANES and QM/MM-XANES spectra

In the XANES region, since the kinetic energy of the photo-
electron is low, the excited electron density of states plays a
dominant role. In order to obtain the correct partial density of
states, detailed atomic potentials have to be correctly calculated
and an extensive MS approach has been used. For the case
of aqueous Ca®>" and Cl™ solutions, the densities of states
are strongly sensitive to the detailed arrangement of water
molecules surrounding the ions. In general, XANES spectra
are considered to be insensitive to long-range disorder, but
related to characteristics of the geometrical arrangement of the
hydrated ions. Consequently, these spectra are often used as
fingerprint for characterizing the neighborhood of the ions.
For Ca®>", examples of the XANES spectra generated from
every 0.5 ps of the QM/MM MD snapshots are plotted in
Fig. 11. Obviously, each QM/MM—-XANES spectrum generated
from each QM/MM MD snapshot, which corresponds to
a different hydration structure of Ca®", is different. This
confirms that each of the QM/MM-XANES spectra is sensitive

4040 4050 4060 4070

I ' N
, \

Absorbance

— Expt.
---- Fulton-expt.

Absorbance

QM/MM-XANES

| L | I |
4040 4050 4060 4070

Energy (eV)

Fig. 12 Comparison between the experimental Ca K-edge XANES
spectra and the averaged QM/MM—-XANES spectrum.
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to the details of the hydration structure around the ion. A
comparison between the measured and the average QM/MM-—
XANES spectra is shown in Fig. 12. For the experimental
data, the spectrum measured by Fulton e al.3* was also given
for comparison. It should be noted that, in principle, the
representative set of hydration structures used for generating
the average QM/MM-XANES spectrum has to be extracted
with proper statistics from the QM/MM MD trajectories that
cover all possible configurations. In this work, the set of
snapshots is taken from the QM/MM MD simulation of a
time-scale that is sufficient to provide a reliable ensemble
average. As can be seen in Fig. 12, despite the observed
difference among the isolated QM/MM-XANES spectra
obtained from each of the QM/MM MD snapshots, the
average QM/MM-XANES spectrum gives satisfactory agreement
with the measured XANES spectra.

For the case of Cl™, examples of the simulated XANES
spectra with respect to each of 0.5 ps QM/MM MD snapshots
are shown in Fig. 13. The average QM/MM-XANES
spectrum is plotted and compared to the corresponding
XANES measurements, as depicted in Fig. 14. According to
the high flexibility (less defined) of the CI~ hydrate, the
distinction among the XANES from each snapshot becomes
more prominent as compared to the Ca>" case. In this respect,
the statistical information regarding all possible hydration
shell structures from the QM/MM MD simulation has an
even more important effect on the average spectrum. As can be
seen in Fig. 14, it is clear that the main features in the average
XANES spectrum show good agreement with the experimental
ones. This clearly indicates that the geometrical arrangements
of the hydrated CI™ obtained by the QM/MM MD simulation
are realistic.

Fig. 13 Examples of the simulated QM/MM-XANES spectra for Cl™ in water.
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Fig. 14 Comparison between the experimental Cl K-edge XANES
spectra and the averaged QM/MM-XANES spectrum.

Because the equally spaced (in time) snapshots are obtained
from the QM/MM MD simulation without bias or any fitting
to the experimental XANES, this agreement supplies information
that the trajectory derived from the QM/MM MD simulation
can realistically represent the actual system. This illustrates
that the fact for an ergodic system, like the case at hand, we
can calculate a temporal average XANES spectrum by choosing a
sufficiently large number of equally spaced (in time) snapshots
and compare with the measured spectrum which represent
both the temporal and ensemble average. The agreement
confirms that the overall simulation, i.e., both the dynamic
behavior and the static details of each snapshot, is consistent
with reality. With regard to this point, if the dynamics details
obtained from the simulation are wrong, the resulting average
XANES spectrum would be dominated by the feature of the
wrong configuration and would not agree with that of the
experiments. In this context, the molecular configurations
obtained by the QM/MM MD simulation can be used as
reliable representatives for the geometrical arrangement of the
Ca®" and CI~ hydrations.

5. Conclusions

In this work, we combine the QM/MM MD technique with
the XAS measurements for studying the hydration shell
structures of Ca>" and Cl~. The QM/MM MD results and
the detailed analysis on the measured XAS spectra clearly
indicate the characteristically low symmetry and disordered
nature of the first coordination shell of these ions, especially
for the case of ClI™. In terms of XAS measurements, the
presence of MS effects in the measured spectra and the errors
from asymmetric distributions are the major problems in the
analysis of XAS data. To simplify these problems, QM/MM
MD simulations have been performed to generate theoretical
XAS spectra, from which these spectra have been used as
starting models in the XAS data analysis. Since the accuracy in
the interpretation of XAS data depends crucially on the

reliability of the simulated XAS models, the use of a more
sophisticated QM /MM MD technique is highly recommended
over other MM approaches in order to generate a reliable
ensemble average, i.e., a better theoretical y(k). In particular
for XANES, since there is no direct relationship between the
XANES spectrum and the dynamic details relating to the
geometrical arrangement of the hydrated ion, a representative
set of geometries extracted from the QM/MM MD trajectories
is extremely useful in order to simplify the process of XANES
data interpretation.
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Two combined QM/MM molecular dynamics (MD) simulations, namely, HF/MM and B3LYP/MM, in which
the central CH3;COO™ and its surrounding water molecules were treated at HF and B3LYP levels of accuracy,
respectively, using the DZV+ basis set, have been performed to investigate the characteristics of
CH3COO ™ —water hydrogen bonds in dilute aqueous solution. Both HF/MM and B3LYP/MM simulations
clearly indicate relatively strong hydrogen bonds between CH;COO™ oxygens and their nearest-neighbor
waters compared with those of water—water hydrogen bonds in the bulk. In addition, it is observed that
first-shell waters are either “loosely” or “tightly” bound to their respective CH;COO™ oxygen atoms, leading
to large fluctuations in the coordination number, ranging from 2 to 5, with the prevalent value of 3. Among
the HF and B3LYP methods for the description of the QM-treated region, the latter predicts slightly higher
hydrogen-bond strength in the CH;COO~—water complex.

1. Introduction

Detailed knowledge of ions solvated in aqueous electrolyte
solutions is essential for understanding the role of ions in
chemical and biological processes.!® Besides much attention
on the interactions between simple ions and water, characteristics
of carboxylate (RCOO™) functional groups that form hydrogen
bonds with surrounding water have also been a matter of
interest.*®> According to nuclear magnetic resonance (NMR)
experiments with carboxylate acids, it has been suggested that
each RCOO™ group binds about 5.0 to 6.5 water molecules.®
For acetate ion (CH3;COO™), the biological species of our
interest, X-ray diffraction studies of concentrated divalent
transition metal acetates, that is, in the presence of transition
metal —acetate complexes, have demonstrated the formation of
hydrogen bonds between the oxygen atoms of CH3;COO™ and
water molecules, with nearest-neighbor distances between 2.77
and 2.95 A7 The hydration number of CH;COO™ has been
evaluated to be in the range of 3.0—6.1, depending on the
concentration and the type of metal ion. Later, X-ray diffraction
measurements were carried out for aqueous 8 mol %
CH3COONa solution, in which the nearest-neighbor O,—O,, (O,:
carboxylate oxygen atom, Oy,: water oxygen atom) distance was
determined to be 2.78 A, with the coordination number of 4.0
per CH;COO™.2 Recently, the hydration structure around the
—COO™ group of CH3COO™ has been investigated by means
of neutron diffraction (ND) measurements of the aqueous 8 mol
% CH3;COONa solution in D,O.° According to the ND results,
the nearest-neighbor C,-Dy, (C,: carboxylate carbon atom, Dy
water deuterium atom) and C,—0,, distances were obtained to
be 2.63 and 3.23 A, respectively, with the average coordination
number of 4.0.

In terms of theoretical investigations, classical Monte Carlo
(MC) and molecular dynamics (MD) simulations using different
sets of molecular mechanical (MM) force fields have been

* Corresponding author. E-mail: anan_tongraar@yahoo.com. Fax:
0066-44-224017.

T Suranaree University of Technology.

* University of Innsbruck.
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performed for CH;COO™ in water.1%~1? However, because most
of the MM force fields are usually constructed with respect to
simple atomic interaction terms, the simulation results, even for
the fundamental data as the hydration number, have been found
to depend crucially on the quality and reliability of the MM
models employed in the simulations. For example, MC simula-
tions by Alagona et al.** and by Jorgensen et al.'° using TIP4P
and OPLS potentials for water, respectively, have predicted that
there are about six and seven tightly bound waters for the
CH;COO™, whereas MD simulations by Meng et al.*? using two
different water models, namely, a pairwise additive SPC/E
potential and the related POL3 model, which includes nonad-
ditive terms, led to the average coordination numbers of 6.6
and 6.2, respectively.

To obtain more reliable simulation results, an elegant ap-
proach is to apply a combined quantum mechanical/molecular
mechanical (QM/MM) technique.*~%¢ A major attractive feature
of this technique is that a small, chemically most relevant region,
that is, a sphere including the ion and its surrounding solvent
molecules, is treated as accurately as needed using quantum
mechanics (QM), whereas the rest of the system is described
by MM force fields. By this scheme, the complicated nonad-
ditive contributions as well as the polarization effects, which
are hardly represented by the basic assumptions underlying the
classical MM models, can be reliably included in the specific
region. In recent years, a number of QM/MM MD simulations
have been carried out for various ions in solutions, providing
many new insights into the solvation structure and dynamics
of the solvated ions.*”~26 Recently, two QM/MM MD simula-
tions, namely, HF/MM and B3LYP/MM, have been performed
for formate ion (HCOO™) in water,?® providing microscopic
details with respect to hydrogen bonds between HCOO™
oxygens and first-shell waters. Analogous QM/MM MD simula-
tions were performed in the present study to obtain a detailed
picture of CH3;COO™—water hydrogen bonds in dilute aqueous
solution.

© 2010 American Chemical Society
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2. Methods

By the QM/MM MD technique,'’~?8 the system’s interactions
can be written as

Etota = <poM“:||qJQM> + Eyw t EQM—MM 1)

where (‘PQM|I:||‘PQM) refers to the interactions within the QM
region, whereas Eyy and Equ-mm represent the interactions
within the MM and between the QM and MM regions,
respectively. The QM region, the most interesting subsystem
that includes CH3COO™ and its nearest-neighbor water mol-
ecules, is treated quantum mechanically, whereas the rest of
the system is described by classical pair potentials. Considering
the exchange of water molecules between the QM and MM
regions, which can occur frequently during the QM/MM
simulations, the forces acting on each particle in the system
are switched according to which region the water molecule is
entering or leaving and can be defined as

Fi = Sp(NFou + (1 — Su(N)Fum @)

where Fom and Fyw are quantum mechanical and molecular
mechanical forces, respectively. Sy(r) is a smoothing function?”

Ss(n =1 for r=r
(r5 — rA)%(rs + 2r* — 3r%)
S.(r) = for ry<r=r
" 0~y e
Su(n =0 for r>r,

©)

where r; and ro are distances characterizing the start and the
end of the QM region, applied within an interval of 0.2 A to
ensure a continuous change of forces at the boundary between
QM and MM regions.

Because the performance of QM/MM MD simulations with
correlated ab initio methods as well as with relatively large QM
size and basis set is still far too time-consuming, the HF and
hybrid density functional B3LYP methods with a moderate QM
region and basis set were chosen as a compromise. To check
the validity of the HF and B3LYP methods for this particular
system, geometry optimizations of cyclic, anti-, and syn-
CH3COO~—H,0 clusters (Figure 1) were carried out at HF,
B3LYP, MP2, and CCSD levels of accuracy using DZV+2% and
aug-cc-pvdz?3! basis sets. As can be seen from the optimized
parameters in Table 1, the B3LYP hydrogen-bond lengths and
energies are close to that of the correlated ab initio methods
using the same large basis set, whereas the HF results show
good agreement with the correlated data when the smaller basis
set, DZV+, is employed. Overall, the H-bond length and energy
ordering of the three CH3COO™—H,0 clusters predicted by the
HF and B3LYP methods are in good accord with the correlated
results. This suggests that quantum mechanical calculations
based on both HF and B3LYP methods would be reliable
enough to achieve a sufficient level of accuracy in the QM/
MM simulations. The quality of the HF method has been well
demonstrated in previous QM/MM studies,*’~2¢ even for the
treatment of anions, implying that the effects of electron
correlation are small enough to be neglected.*?% In recent
QM/MM MD simulations of pure water,®? it has been shown
that the HF method with a sufficiently large QM region could
provide detailed information for pure water, in particular,

Payaka et al.

Figure 1. (a) Cyclic, (b) anti-, and (c) syn-CH;COO~—H,0
complexes.

hydrogen-bond structure and lifetime, in good agreement with
the MP2-based simulation and with experimental data. The
B3LYP method, although inferior for most of hydrated cations,?3?
was also employed in this work because it has been shown that
this method could predict reasonable data for weakly bound
H-bond systems,2526:33

In the present study, the DZV+ basis set®® was chosen
and considered to be a suitable compromise between the
quality of the simulation results and the requirement of CPU
time. To determine the appropriate size of the QM region,
preliminary HF/MM and B3LYP/MM simulations, that is,
the simulations in which only the CH;COO~ was treated
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TABLE 1: Stabilization Energies and Some Selected Structural Parameters of the Optimized Cyclic, anti-, and
syn-CH;COO™—H,0 Complexes Calculated at HF, B3LYP, MP2, and CCSD Methods Using DZV+ and aug-cc-pvdz (Data in

Parentheses) Basis Sets

method

HF

B3LYP

MP2

CCsD

AE (kcal-mol™?)

—20.66 (—16.47)

Cyclic Complex

—22.65 (—18.41)

—21.78 (—19.64)

—21.65 (—19.12)

Ri_2 (A) 1.5326 (1.5368) 1.5491 (1.5474) 1.5655 (1.5452) 1.5652 (1.5480)
Ri_s (A), Ri_s () 1.2710 (1.2410) 1.2961 (1.2647) 1.3158 (1.2750) 1.3087 (1.2682)
Ra-s (A), Ro—s (A), Ro_7 (A) 1.0842 (1.0913) 1.0980 (1.6501) 1.1043 (1.1020) 1.1080 (1.1043)
Rs_s (A), Ra_10 (A) 2.1155 (2.1185) 1.9991 (1.9888) 2.0770 (1.9791) 2.0921 (2.0092)
Rs_s (A), Rs_10 (A) 0.9594 (0.9516) 0.99173 (0.9795) 0.9918 (0.9805) 0.9895 (0.9761)
As1_4 (deg) 126.17 (127.58) 126.34 (127.51) 126.40 (127.66) 126.43 (127.73)
Aso-s (deg), As_10_s (deg) 138.14 (141.41) 140.89 (143.78) 140.31 (144.74) 139.95 (143.94)
Ag_s_10 (deg) 104.19 (98.51) 100.83 (96.01) 101.83 (95.08) 102.06 (95.89)

AE (kcal-mol™1)

—18.52 (—14.06)

Ri—2 (A) 15368 (1.5379)
Ri-3 (A), Ri-s (R) 1.2681 (1.2278)
Ro-5 (A), Ro-6 (A), Ro-7 (A) 1.0842 (1.0914)
Ra-g (A) 1.7002 (1.7777)
Rs-s (A), Re-10 (A) 0.9645 (0.9541)
As 14 (deg) 126.81 (127.50)
As g (deg) 167.12 (168.96)
As s 10 (deg) 109.28 (103.44)

AE (kcal-mol~?)

~18.30 (—13.77)

Ri—o(A) 1.5364 (1.5382)
Ri-3(A), Ri—4(A) 1.2682 (1.2393)
Ro—s (A), Ro—g (A), Ro—7 (A) 1.0843 (1.0917)
Ra—g (A) 1.7448 (1.8357)
Rs—o (A), Ro-10 (A) 0.9638 (0.9531)
Az—1-4 (deg) 127.18 (12799)
Az g (deg) 158.62 (160.16)
Ag—g-10 (deg) 108.43 (102.79)

anti Complex

—20.74 (—16.47)

—19.17 (~17.34)

—18.90 (—16.71)

1.5520 (1.5476) 1.5696 (1.5465) 1.5689 (1.5496)
1.2928 (1.2636) 1.3123 (1.2735) 1.3182 (1.3055)
1.0978 (1.0999) 1.1043 (1.1020) 1.1079 (1.1043)
1.5688 (1.6390) 1.6710 (1.6419) 1.6939 (1.6784)
1.0038 (0.9863) 0.9993 (0.9870) 0.9956 (0.9811)
126.19 (126.83) 126.49 (127.10) 126.69 (127.31)
172.08 (172.96) 170.50 (174.37) 169.47 (173.31)
108.26 (102.76) 108.26 (102.02) 107.86 (102.21)

syn Complex

—20.16 (—15.79)

~18.93 (—16.31)

~18.79 (—15.88)

1.5528 (1.5497) 1.5687 (1.5477) 1.5680 (1.5503)
1.2920 (1.2625) 1.3119 (1.2724) 1.3052 (1.2659)
1.0981 (1.1004) 1.1045 (1.1024) 1.6622 (1.1046)
1.6273 (1.7002) 1.7338 (1.7106) 1.7540 (1.7420)
0.9990 (0.9827) 0.9958 (0.9828) 0.9933 (0.9782)
127.27 (127.95) 127.19 (127.96) 127.23 (128.05)
161.87 (164.63) 158.86 (164.26) 157.69 (163.08)
106.77 (102.01) 106.72 (101.12) 106.38 (101.30)

quantum mechanically using HF and B3LYP methods while
the rest of the system was described by classical pair
potentials, were performed. According to the resulting C,—Oy,
radial distribution functions (RDFs) (data not shown), both
HF/MM and B3LYP/MM simulations reveal first C,—O,,
minima between 4.1 and 4.2 A, in which integrations up to
these C,—O,, distances yield about 10—13 water molecules.
In this work, therefore, the QM size with radius of 4.2 A
was chosen (i.e., the values of r; and ro in eq 3 were set

with respect to the C,—O, distances of 4.0 and 4.2 A,
respectively). It should be noted that the position of the C,
atom was set as the center of QM region during the
simulations.

A flexible model, which describes intermolecular®* and
intramolecular® interactions, was employed for water. This
flexible water model allows explicit hydrogen movements, thus
ensuring a smooth transition, when water molecules move from
the QM region with its full flexibility to the MM region. The

TABLE 2: Optimized Parameters of the Analytical Pair Potentials for the Interaction of Water with CH;COO™ (Interaction

Energies in Kkilocalories per mole and Distances in angstroms)

(kcal+mol =t A%)

C

(kcal+mol =t A®)

D

(kcal-mol~t A?)

HF-Based Method
—2.80636 x 107
1.87939 x 107
—6.72760 x 10°
1.68140 x 108
3.37053 x 10°
—7.82658 x 10°
—2.19426 x 10°

A B

pair (kcal-mol~t A%
Cu—Oy 6.25575 x 10°
Co,— Oy —3.24728 x 10°
0—-0y 6.65129 x 10°
H—0y —5.70606 x 10°
Cu—Hy —1.07945 x 10°
Co—Hy 2.98361 x 10°
O—Hy 6.58235 x 10*
H—H 1.87543 x 10*

5

=

Cu—Ou 6.09669 x 10°
Co—Ow —4.90291 x 10°
0—-0y 7.97158 x 10°
H—0 —5.56079 x 10°
Cu—Hw —7.51684 x 10°
Co—Huw 1.02899 x 10°
O—Hy 6.93278 x 10*
H—H —3.34025 x 10*

—1.39169 x 10°

B3LYP-Based Method
—2.78939 x 107
2.45331 x 107
—7.60038 x 10°
1.77187 x 108
2.37607 x 10°
—3.38311 x 106
—2.68761 x 10°
8.37539 x 10*

3.66359 x 10’
—2.86738 x 10’
1.30700 x 107
—1.08799 x 10°
—2.79560 x 10°
7.53084 x 10°
2.21554 x 10°
—6.36335 x 10°

3.65314 x 107
—3.36074 x 107
1.43174 x 107
—1.27320 x 10°
—1.91117 x 10°
3.26716 x 10°
2.65680 x 10°
—4.57267 x 10*

—2.11546 x 10°
4.74720 x 108
—6.88407 x 107
—3.39850 x 10°
1.72989 x 10°
—5.07991 x 10°
—4.43483 x 10*
5.11901 x 10?

—2.00914 x 10°
3.84037 x 108
—8.17032 x 107
—1.87559 x 10*
8.07782 x 10°
—2.67571 x 10°
—4.26558 x 10*
1.07909 x 10°
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Figure 2. (a) C,—Oy and (b) C,—H,, RDFs and their corresponding
integration numbers.
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Figure 3. (a) O,—0O,, and (b) O,—H,, RDFs and their corresponding
integration numbers.

pair potential functions for describing CH;COO~—H,0 interac-
tions were newly constructed. The 24 637 HF and 22 038
B3LYP interaction energy points for various CH;COO~—H,0
configurations, obtained from Gaussian03%¢ calculations using
aug-cc-pvdz basis set,?°~3! were fitted to the analytical form of

Payaka et al.

STA;. B, C: D; qg
AEch coo—h0 = 2 z S by Ay Ty @
i=1 j

[
N
-
-
-
—

where A, B, C, and D are fitting parameters (Table 2), r;; denotes
the distances between the ith atoms of CH;COO™ and the jth
atoms of water molecule, and q are atomic net charges. In the
present study, the charges on Cy (methyl carbon atom), C,, O,
and H of CH;COO™ were obtained from natural bond orbital
(NBO) analysis®”*° of the corresponding HF and B3LYP
calculations. They were set to —0.6644, 0.9798, —0.9244, and
0.1778 (HF) and —0.7505, 0.7945, —0.8262, and 0.2028
(B3LYP), respectively. The charges on O and H of water
molecule were adopted from the BJH—CF2 water model** as
—0.6598 and 0.3299, respectively.

Both HF/MM and B3LYP/MM simulations were performed
in a canonical ensemble at 298 K with a time step of 0.2 fs.
The system’s temperature was kept constant using the Berendsen
algorithm.* The periodic box, with a box length of 18.17 A,
contained one CH3;COO™ and 199 water molecules, correspond-
ing to the experimental density of pure water. Long-range
interactions were handled using the reaction-field procedure.*
In the present study, the HF/MM and B3LYP/MM simulations
were carried out independently with system’s re-equilibration
for 25 000 time steps, followed by another 300 000 (HF/MM)

o W @ th

‘N
LI B S B e

== NN W W

[T

£0,,-Oy ®

LA B B S B p B

LI N S B B e S

LI N B B S B S

Distance (A)

Figure 4. (a) O,—Oy, (b) Oy—Hy, (c) Hy—0y, and (d) Hy,—H, RDFs
and their corresponding integration numbers. The first atom of each
pair refers to the atoms of the water molecule, whose oxygen position
was defined as the center of the QM region during the QM/MM
simulation of pure water.
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Figure 5. Comparisons of O,—H,, RDFs and their corresponding
integration numbers for aqueous HCOO™ and CH;COO™ solutions, as
obtained from (a) HF/MM and (b) B3LYP/MM simulations, respectively.

and 250 000 (B3LYP/MM) time steps to collect configurations
every 10th step.

3. Results and Discussion

3.1. Structural Details. The hydration structure around the
—COO™ group of CH3COO™ can be interpreted through the
C,—Oy and C,—H,, RDFs, together with their corresponding
integration numbers, as depicted in Figure 2a,b, respectively.
In the HF/MM simulation, the first C,—O,, peak is exhibited at
3.60 A, and integration up to the corresponding first C,—O,,
minimum yields an average coordination number of 7.6 £ 0.2.
The first C,—H,, peak is found at ~2.68 A, with the corre-
sponding coordination number (i.e., calculated up to first
minimum of the C,—H,, RDF) of 5.8 4+ 0.1. In the B3LYP/
MM simulation, the first C,—0O,, peak is found to start at a
distance of ~0.1 A shorter than that observed in the HF/MM
simulation, with the maximum at 3.44 A. Compared with the
HF/MM results, the first C,—O,, minimum is rather broad,
giving an average coordination number of 8.3 & 0.4. In accord
with the C,—0O,, RDF, the B3LYP/MM simulation reveals a
shorter C,—H,, distance of 2.53 A, with an average coordination
number of 5.3 £ 0.1. On the basis of both HF/MM and B3LYP/
MM simulations, the feature of C,—O,, and C,—H,, RDFs
clearly suggests an arrangement where each of the first-shell
water molecules donates one of its hydrogen atoms to hydrogen
to bind with the CH3;COO~ oxygens. Such phenomenon is
similar to that observed in the ND study of aqueous 8 mol %
CH3;COONa solution in D,0.° Comparing the HF and B3LYP
methods for the description of the QM-treated region, however,
the latter one predicts a slightly more compact hydration
structure around the —COO™ group.

The characteristics of hydrogen bonds between the CH;COO~
oxygen atoms and their nearest-neighbor waters can be visual-

J. Phys. Chem. A, Vol. 114, No. 38, 2010 10447

Figure 6. Distributions of (a) oxygen and (b) hydrogen atoms of first-
shell waters at each of the CH3COO™ oxygens, calculated within first
peak of the O,—0O,, and O,—H,, RDFs, respectively.
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Figure 7. Time dependence of the number of first-shell waters at
CH3COO™ oxygen atoms, selecting only the first 10 ps of the HF/MM
simulation.

ized from the O,—0,, and O,—H,, RDFs, as given in Figure
3a,b, respectively. To better illustrate the behavior of
CH;COO~—water hydrogen bonds, we utilized the correspond-
ing atom—atom RDFs for pure water obtained at similar QM/
MM level of accuracy*? for comparison, as shown in Figure 4.
In the HF/MM simulation, the first O,—O,, peak is exhibited at
2.74 A, and integration up to the corresponding first O,—O,,
minimum yields an average coordination number of 3.0 + 0.1.
The position of the O,—O,, peak obtained by the HF/MM
simulation is in good agreement with the X-ray study, which
reported the O,—0O,, distance to be 2.78 A.* In the B3LYP/
MM simulation, the first O,—O,, peak is observed at a shorter
distance of 2.66 A, with a lower coordination number of 2.9 +
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Figure 8. Time dependence of the number of first-shell waters at

CH3COO™ oxygen atoms, selecting only the first 10 ps of the B3LYP/
MM simulation.
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Figure 9. Distributions of (a) C,—0O,*++H,, and (b) Oy++-Oy—Hy,
angles calculated within first peak of the O,—O,, RDFs.

0.1. Supposing that the “shells” for the two CH;COO™ oxygens
are not overlapping, it can be concluded that the maximum
numbers of water molecules in the first hydration sphere near
the —COO™ group are about 6.0 (HF/MM) and 5.8 (B3LYP/
MM), respectively. These data are in good accord with Kuntz’s
NMR results.® In both HF/MM and B3LYP/MM simulations,
the second peaks in the O,—0,, RDFs are broad and less
pronounced, which correspond to the contributions of both bulk
waters and water molecules in the first hydration layer of another
CH3;COO™ oxygen atom.

For O,—H,, RDFs, the HF/MM and B3LYP/MM simulations
reveal first O,—H,, peaks with maxima at 1.78 and 1.67 A,
respectively. The position of the O,—H,, RDFs is ~1 A inward
from the O,—O,, peaks, demonstrating hydrogen-bond donation
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Figure 10. (a) C4—O,, and (b) C4—H,, RDFs and their corresponding
integration numbers.

by the nearest-neighbor water molecules. Integrations up to the
corresponding first O,—H,, minima give average hydrogen atom
numbers of 2.9 4+ 0.1 and 2.7 £ 0.1, respectively. With regard
to both HF/MM and B3LYP/MM results, the observed numbers
of water oxygen and hydrogen atoms clearly demonstrate that
the first-shell waters are linearly hydrogen bonded to each
of the CH;COO™ oxygens. In comparison with the first peak of
the pure water O,,—H,, RDF (cf. Figure 4b), in terms of shape
and peak height, it is obvious that the O,---H,,—0,, hydrogen
bond interactions are relatively strong. In the HF/MM and
B3LYP/MM simulations, the closest O, **H,, distances are 1.35
and 1.13 A, respectively, compared with the shortest Oy« ++H,,
distance of 1.45 A for bulk water. The second peak in the
0,—H. RDFs around 3.2 A can be assigned to the hydrogen
atoms of first-shell waters that are not hydrogen-bonded with
the CH;COO™ oxygen atoms. Figure 5 shows the comparison
of O,—Hy RDFs for aqueous CH;COO~ and HCOO~?¢ solu-
tions, as obtained from similar HF/MM and B3LYP/MM
simulations. Comparing both HF/MM and B3LYP/MM results,
the strength of CH;COO~—water hydrogen bonds appears
slightly higher than that in the aqueous HCOO™ system. This
phenomenon could be ascribed to the electronic effect of the
—CHj; group that acts as the electron-donating group, which
release electrons into the —COO~ group when CH3;COO~
oxygen atoms form hydrogen bonds with their first-shell water
molecules.

The distributions of oxygen and hydrogen atoms of first-shell
waters, calculated with respect to the first minima of the O,—O,,
and O,—H,, RDFs, are depicted in Figure 6a,b, respectively.
Both HF/MM and B3LYP/MM simulations clearly show that
the most frequent number of water molecules per CH;COO™
oxygen atom is 3, followed by 4 and 2 (for water oxygens) and
by 2 and 4 (for water hydrogens) in decreasing amounts. As
compared with the corresponding data for aqueous HCOO™
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Figure 12. Distributions of H—C—H, C—C—0, and O—C—0 angles of CH;COO™.

system,?® the present study clearly confirms the expectation that
the steric hindrance arising from the —CHj; group of CH3COO~
should result in a lower coordination number at the —COO™
group. Figures 7 and 8 show examples of time dependences of
the hydration number at each of the CH;COO~ oxygens
occurring within the first 10 ps of the HF/MM and B3LYP/
MM simulations, respectively. From the analysis of the HF/
MM and B3LYP/MM trajectories, it is found that the two
CH;COO™ oxygen atoms simultaneously form asymmetric
solvation shells, that is, each of them hydrogen bond to different
numbers of water molecules. Consequently, this causes numer-
ous possible species of the CH;COO™—water complexes to exist
in aqueous solution. As can be seen from Figures 7 and 8, the
total numbers of water molecules in the vicinity of CH;COO™
oxygens show large fluctuations, ranging from 5 to 8 and from
4 to 9 for the HF/MM and B3LYP/MM simulations, respectively.

More detailed interpretation of the CH;COO~—water hydro-
gen bonds can be seen from the probability distributions of the

Co—0p**-Hy and O,---0,,—H,, angles, calculated up to the first
minimum of the O,—0,, RDFs, as shown in Figure 9a,b,
respectively. In cases where solvent effects cause strong charge
localization at CH3COO™, an asymmetrical charge distribution
at the two CH3COO™ oxygens, that is, a formation of C,—0O,
single and double bonds, could exist in aqueous solution. With
regard to this point, one could expect the arrangement of
directional C,—O,°++H,, hydrogen bonds that causes the
Co—0Oy*++H,, angle to peak at 109.5 and 120°. According to
both HF/MM and B3LYP/MM simulations, the observed broad
Co—0,-+-H,, angular distributions (Figure 9a) suggest that the
—COO~ group would preferentially adopt the “resonance
structure” in aqueous solution, which may be stabilized because
of fluctuations in the solvent environments. Figure 9b shows
the distributions of the O,--+0O,,—H,, angle, which clarify the
preference for linear O,---H,,—O,, arrangements.

To investigate the solvation structure around the hydrophobic
site of acetate, the C4—0O,, and Cy—H,, RDFs and their
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Figure 13. Time dependence of the C—0O bond lengths of CH;COO™, as obtained from first 30 ps of (a) HF/MM and (b) B3LYP/MM simulations,

respectively.

corresponding integration numbers, as obtained from the HF/
MM and B3LYP/MM simulations, have been plotted in Figure
10a,b, respectively. As in this work, the center of the QM-treated
region (with the radius of 4.2 A) was set with respect to the
position of C,, water molecules surrounding the —CHj; group
are located beyond the QM sphere, and the interactions between
the —CHj; group and its surrounding waters are fully described
by means of pair potentials and should be fairly accurate as
well. According to the HF/MM results, the observed broad and
less pronounced Cy—0,, and Cy—H,, peaks compared with the
Co,—0Oy and C,—H,, RDFs for the —COO™ group clearly indicate
no binding effects of the —CHs group on its surrounding waters
but rather a repulsive interaction keeping the solvent at a larger
distance. In this respect, water molecules in this region would
prefer to form water—water hydrogen bonds rather than to form
hydrogen bonds with the —CHj; group. In the B3LYP/MM
simulation, however, the solvent around the —CHs; group
becomes more structured compared with the HF/MM results.
This can be ascribed to the overestimation of the solute—solvent
interactions by the B3LYP method. The observed weak interac-
tions between the —CHj; group and waters are in good accord
with the recent ND measurements of aqueous 8 mol %
CH3;COONa solution in D,0,° which reported the weak hydra-
tion nature of the —CHs; group.

3.2. Dynamical Details. 3.2.1. Intramolecular Geometry of
CH3COO™. In both HF/MM and B3LYP/MM simulations, it is
observed that the instantaneous environments of the two
CH3;COO™ oxygens are somewhat different because of fluctua-
tions in their respective solvation shells. The geometrical
arrangement of CH3COO™ in aqueous solution is explained in
terms of the distributions of bond lengths and bond angles, as
shown in Figures 11 and 12, respectively. In comparison with
the gas-phase CH3COO™ structure, both HF/MM and B3LYP/
MM simulations clearly indicate a substantial change in the local
structure of CH3COO™ according to the influence of water
environment, in particular, an elongation of the C—O bond and
a decrease in C—H bond length and O—C—0 angle. With regard
to the change in internal C—O bond, time dependence of the
C—0 bond lengths, as obtained from the HF/MM and B3LYP/
MM simulations, is shown in Figure 13. Compared with the

HF/MM results, the B3LYP/MM simulation shows relatively
larger variation of the C—0 bond length. This supplies informa-
tion that an arrangement of C,—Q, single and double bonds
could possibly be formed along with the CH;COO~—water
hydrogen-bond formation. In conjunction with the detailed
analysis of the structural parameters and Mulliken charges of
some selected B3LYP/MM CH;COO~—water complexes, as
shown in Figure 14, it is likely that the “resonance structure”
of the —COO™ group can frequently convert to C,—0O, single
and double bonds. In the HF/MM simulation, however, this
phenomenon is less observed. The difference could be ascribed
to either the lack of electron correlation in the HF scheme or to
the overestimation of ion—water hydrogen bond interactions by
the B3LYP method.

3.2.2. Exchange Process of Water Molecules at CH;COO~
Oxygens. According to Figure 3, the nonzero first minimum of
the O,—0O,, and O,—H,, RDFs obtained by both HF/MM and
B3LYP/MM simulations clearly suggests an easy exchange of
water molecules between the first hydration shell and the bulk.
The exchange processes of first-shell waters at each of the
CHsCOO™ oxygen atoms can be visualized through the plots
of the O,—0O,, distances against the simulation time, as shown
in Figures 15 and 16 for the HF/MM and B3LYP/MM
simulations, respectively. During the first 10 ps of HF/MM and
B3LYP/MM trajectories, numerous water molecules were
exchanged between the first shell and the bulk, showing large
fluctuations in the hydration number at each of the CH;COO~
oxygen atoms (e.g., see insertions in Figures 15 and 16). Of
particular interest, water molecules in the first hydration shell
are either loosely or tightly bound to CH3;COO™ oxygen; that
is, some first-shell waters transiently form a hydrogen bond with
COO™ oxygen (and then leaving or even entering again) and
some form weaker hydrogen bonds within the shell. With regard
to both HF/MM and B3LYP/MM simulations, the arrangement
of bifurcated hydrogen bonds (cf. Figure 1a) is rarely found in
aqueous solution. The first-shell water molecules preferentially
associate with one CH;COO™ oxygen atom or the other rather
than adopting a bifurcated arrangement.

The rates of water exchange processes at each of oxygen and
hydrogen atoms of CH3;COO™~ were evaluated through mean
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Figure 14. C—O bond lengths, O,--+H,, distances, and atomic charges on the CH;COO™—water complexes, as obtained at (a) 15.48, (b) 15.96,

and (c) 16.54 ps of the B3LYP/MM simulation.

residence times (MRTSs) of the surrounding water molecules.
In this work, the MRT data were calculated using the direct
method,* which is the product of the average number of nearest-
neighbor water molecules located within the first minimum of
the O,—0O,, and H4—0,, RDFs during the simulation divided
by the number of exchange events. With respect to time
parameters t* (i.e., the minimum duration of a ligand’s displace-
ment from its original coordination shell to be accounted) of
0.0 and 0.5 ps, the calculated MRT values are summarized in
Table 3. In general, the MRT data obtained using t* = 0.0 ps

are used for an estimation of hydrogen bond lifetimes, whereas
the data obtained with t* = 0.5 ps are considered to be a good
estimate for sustainable ligand exchange processes.* In both
HF/MM and B3LYP/MM simulations, the calculated MRT
values with respect to t* = 0.0 and 0.5 ps at each of the
CH3;COO™ oxygens are relatively larger than those of HCOO™
oxygens?® and of pure water.*> These data correspond to the
observed stronger hydrogen bonds between CH;COO™ oxygens
and their first-shell water molecules when compared with those
of HCOO™—water and water—water hydrogen bonds. In the
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Figure 15. Time dependence of O,---0,, distances, selecting the first 10 ps of the HF/MM trajectory.

Figure 16. Time dependence of O,--+0,, distances, selecting the first 10 ps of the B3LYP/MM trajectory.

B3LYP/MM simulation, the observed slower exchange rate at
each of CH3COO™ oxygens, that is, compared with the HF/
MM results, could be attributed to the overestimation of
CH;COO~—water hydrogen bond interactions, as the recent
B3LYP/MM simulation for pure water®? has predicted a too-
slow exchange rate compared with the experimental values.*®
The failure of the B3LYP method to predict the dynamics
properties of pure water®? could be considered to be an example
indicating the inadequacy of the DFT methods to describe
correctly the characteristics of such aqueous hydrogen-bond
systems.

In contrast with the observed strong hydrogen bonds between
—COO™ group and waters, the calculated MRT values at each
of hydrogen atoms of CH;COO™~ (Table 3) clearly reveal that
the interactions between hydrogen atoms of —CHs group and

their nearest-neighbor water molecules are relatively weak, that
is, compared with the MRT values of pure water. In this respect,
it could be demonstrated that water molecules in this region
preferentially form water—water hydrogen bonds rather than
form hydrogen bonds with the —CHj; group.

4. Conclusions

The HF/MM and B3LYP/MM MD simulations have been
performed to obtain detailed knowledge of CH3;COO™—water
hydrogen bonds in dilute aqueous solution. On the basis of both
HF and B3LYP simulations, it can be concluded that the
hydrogen bonds between CH3;COO™ oxygens and first-shell
waters are relatively strong compared with the water—water
hydrogen bonds in the bulk. The structure of CH3COO™ is found
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TABLE 3: Mean Residence Time of Water Molecules in the
Bulk and in the Vicinity of Oxygen and Hydrogen Atoms of
CH5;COO™ Calculated within the First Peak of the O,—0O,,
and Hy—0O,, RDFs, respectively

t* = 0.0 ps t* = 0.5 ps

atom/solute CN tsim NZ0 % NYS 5%
HF/MM MD
CH5;COO~
01 3.01 65.0 633 0.31 76 2.57
02 3.02 65.0 530 0.37 75 2.62
H1 4.80 65.0 3172 0.10 203 1.54
H2 4.82 65.0 3184 0.10 215 1.46
H3 4.95 65.0 3301 0.10 213 1.51
HCOO %
01 3.45 70.0 970 0.25 132 1.83
02 3.44 70.0 1042 0.23 112 2.15
pure H,0* 4.60 12.0 292 0.20 31 1.80
pure H,0% 420  40.0 0.33 1.51
B3LYP/MM MD

CH3;COO~
01 2.93 55.0 644 0.25 54 2.98
02 2.90 55.0 590 0.27 49 3.25
H1 4.27 55.0 2745 0.09 162 1.45
H2 4.26 55.0 2578 0.09 149 1.57
H3 4.29 55.0 2733 0.09 169 1.40
HCOO 2%
o1 2.84 50.0 810 0.17 57 2.49
02 2.97 50.0 799 0.19 63 2.36
pure H,0% 4.20 30.0 1.07 7.84

to be rather flexible according to the influence of solvent
environment. In addition, the first-shell water molecules are
observed to be either “loosely” or “tightly” bound to each of
CH3;COO™ oxygen atoms, forming asymmetric solvation shells
with different number of hydrogen bonds, with the prevalent
value of three. As compared with the HF/MM results, however,
the B3LYP/MM simulation seems to predict slightly stronger
CH;COO~—water hydrogen bonds. With regard to the reported
failure of the B3LYP method in describing the dynamics details
of pure water, the observed stronger CH;COO™—water hydrogen
bonds in the B3LYP/MM simulation can be attributed to an
inadequacy of the B3LYP method rather than the neglect of
electron correlations in the HF scheme. In this respect, further
improvement of the QM/MM results can be achieved by
extending the QM size and basis set, in conjunction with the
use of more sophisticated ab initio correlated methods, such as
MP2, which are presently still beyond computational feasibility
for such simulations.
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Two combined quantum mechanics/molecular mechanics (QM/MM) molecular dynamics
simulations, namely HF/MM and B3LYP/MM, have been performed to investigate the local
hydration structure and dynamics of carbonate (CO5>") in dilute aqueous solution. With respect
to the QM/MM scheme, the QM region, which contains the CO5>~ and its surrounding water
molecules, was treated at HF and B3LYP levels of accuracy, respectively, using the DZV + basis
set, while the rest of the system is described by classical MM potentials. For both the HF/ MM
and B3LYP/MM simulations, it is observed that the hydrogen bonds between CO5>~ oxygens and
their nearest-neighbor waters are relatively strong, i.e., compared to water—water hydrogen bonds

in the bulk, and that the first shell of each CO5>~ oxygen atom somewhat overlaps with the
others, which allows migration of water molecules among the coordinating sites to exist. In
addition, it is observed that first-shell waters are either “loosely” or “tightly” bound to the
respective CO5>~ oxygen atoms, leading to large fluctuations in the number of first-shell waters,
ranging from 1 to 6 (HF/MM) and 2 to 7 (B3LYP/MM), with the prevalent value of 3. Upon
comparing the HF and B3LYP methods in describing this hydrated ion, the latter is found to
overestimate the hydrogen-bond strength in the CO5> —water complexes, resulting in a slightly

more compact hydration structure at each of the CO5>~ oxygens.

1. Introduction

Detailed knowledge of ions solvated in aqueous electrolyte
solution has long been a topic of special interest for scientists
in order to understand the role and reactivity of these ions in
chemical and biological processes.' Consequently, several
experimental and theoretical techniques have been employed
to elucidate such details. In experiments, the most powerful
techniques from the structure viewpoint are neutron and
X-ray diffractions because they offer a direct probe of the
jonic structure,*® while other techniques such as Nuclear
Magnetic Resonance (NMR), Infrared (IR) and Ultraviolet
(UV) spectroscopy can provide dynamical details about the
jons in solution.'” With regard to recent advances in time-
resolved spectroscopic techniques, X-ray absorption spectro-
scopy (XAS) is a powerful tool for an accurate determination
of the ion hydration structure, because it is element-specific.
This technique has been successfully used to probe the local
structure of several specific systems.'!"!2

In conjunction with experiments, the results obtained by
Monte Carlo (MC) and molecular dynamics (MD) simulations
can provide detailed interpretation and prediction of
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experimental observations, in particular at the molecular level.
With regard to early MC and MD simulations, however, the
classical potentials based on molecular mechanical (MM) force
fields are usually employed.'*'® These potentials are mostly
constructed with respect to a set of experimental data or to
ab initio energy surface calculations. In this sense, the reliability
of the potentials is, therefore, one of the crucial factors when we
discuss the quality and accuracy of the simulation results.!”'®
To obtain more reliable simulation data, a more sophisticated
simulation technique is to apply a well-known combined quantum
mechanical and molecular mechanical (QM/MM) method.!®
For the treatment of aqueous ionic solutions, the most inter-
esting part of the system, i.e., the sphere which includes the ion
and its surrounding water molecules, is treated at an appro-
priate level of quantum mechanics, while the rest of the system
is described by classical MM potentials. Using this scheme, the
complicated many-body interactions and ion polarizability can
be reliably included within the defined QM region, i.e., at least
within the hydration sphere of the ions. This QM/MM technique
has been proven to be an elegant simulation approach, which
can provide many new insights into the structure and dynamics
of various solvated ions.>*>

In the present study, the characteristics of carbonate
(CO5>7) solvated in aqueous electrolyte solution was our
interest. This carbonate species is ubiquitous in the natural
environment, especially in seawater,”> and can react with many
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metals to form various aqueous and solid state complexes.** In
seawater, the amount of CO5>~ is related to the atmospheric
CO,. In this respect, a detailed knowledge of COs>~ in
aqueous solution is essential in order to understand the role
of CO; in the global carbon cycle. Recently, Car—Parrinello
(CP) MD simulations have been performed for aqueous
carbonate species, namely H,CO;, HCO;™, CO5*™ and CO,,
providing quantitative information with respect to hydrogen-
bond environments for these important species and their
effects on the structure and dynamics of the surrounding water
molecules.® In the case of electrolyte solutions, however, some
limitations of the CP-MD technique come from the use of
simple generalized gradient approximation (GGA) functionals
such as BLYP and PBE and of the relatively small system size.?”
Recently, it has been shown that the use of simple density
functionals in the CP-MD scheme results in poor structural
and dynamical data even for the underlying liquid water.?”-3
In this work, two combined QM/MM MD simulations,
namely HF/MM and B3LYP/MM, have been performed to
investigate the local hydration structure and dynamics of the
CO;* —water hydrogen bonds in aqueous solution.

2. Methods

The QM/MM technique divides the systems into two parts,
namely the QM and MM regions. The total interaction energy
of the system is defined as:

(lPQM\H\ Yom) + Emm T Eom-mms (D

where (‘PQM\H | om) refers to the interactions within the QM
region, and Eynv and Egumomm represent the interactions
within the MM and between the QM and MM regions,
respectively. The QM region, the most interesting part which
contains a central CO5>~ and its nearest-neighbor water
molecules, is treated quantum mechanically using the HF
and B3LYP methods, while the rest of the system (i.e., the
Envim and Eguvomm) is described by classical pair potentials.
Then, the total force of the system is described by the following
formula:

E[otal =

Fioy = Fl\yﬁ\/[ + (FCQ)M - MI\IC/I s 2

where F¥im, FSM and FX are the MM force of the total
system, the QM force in the QM region and the MM force in
the QM region, respectively. In this respect, the FONXL term
accounts for the coupling between the QM and MM regions.
During the QM/MM simulations, since the interchange of
water molecules between the QM and MM regions can take
place frequently, the forces acting on each particle in the
system are switched according to which region the water
molecule is entering or leaving and can be defined as:

Fi = Sm(r)FQM + (] - Sm(r))FMMv (3)

where Fowm and Fyv are the quantum mechanical and molecular
mechanical forces, respectively. S,(r) is a smoothing function,

Sm(r) =1, for r <ry,
222240232
Sulr) =TT forn<r<r,  (4)
Uit
Sm(r) =0, for r>rg,

where r; and ry are the distances characterizing the start and the
end of the QM region, respectively, and applied within an interval
of 0.2 A (i.e., between the C---O,, distances of 3.8-4.0 A) to
ensure a continuous change of forces at the transition between
the QM and MM regions.

With respect to the QM/MM scheme, it is known that the
quality of the simulation results depends crucially on the
selection of the QM method, basis set and QM size. In several
cases, all of these essential parameters must be optimized,
compromising between the quality of the simulation results
and the computational feasibility. Since the correlated QM
calculations, even at the MP2 level of accuracy, are still too
time-consuming, the HF and hybrid density functional
B3LYP methods become the possible alternatives for the
present study. The HF method has been well recommended
in previous QM/MM studies,>>? even for the treatment of
anions.?”*!2 In recent QM/MM MD simulations of pure
water,* it has been demonstrated that the HF method with a
sufficiently large QM size could provide detailed information
of liquid water in good accord with the MP2/MM simulation
and with experimental data concerning the H-bond structure
and lifetime. In contrast to the HF calculations, the B3LYP
method proved inferior in several cases.?’2%3¢ However, this
method was employed in this work in order to test its validity
for the description of CO5>~ hydrate, as it has been shown that
this level of calculation can provide reasonable results for
some hydrated anions.*"*? In this respect, it should be realized
that while the HF scheme could produce an error due to the
neglect of electron correlation effects, the DFT methods,
although including such effects to a certain (uncontrollable)
extent, are often found to overestimate the correlation energy.

Regarding the QM calculations, the use of a larger basis set
is a key factor for obtaining better results. In practice, however,
the computational expense for QM force calculations using
large basis sets is significant. Thus, moderate basis sets have been
employed in most of the previous QM/MM studies.3¢:40-23-32
In this work, since a satisfactory description of anions requires
diffuse basis functions, the DZV + basis set*' was chosen for
CO5>~ and water. To preliminarily check the validity of the
QM methods and the basis set employed for this particular
system, geometry optimizations of the CO5>"—(H,0), com-
plexes, where n = 0-3 (see Fig. 1), were carried out at HF,
B3LYP, MP2 and CCSD levels of accuracy using DZV + and
6-311+ +G(d,p)** basis sets, and the results are summarized in
Table 1. Using a moderate basis set, like DZV +, the HF
calculation can provide the stabilization energy in good accord
with the data obtained by the MP2 and CCSD methods using
the 6-311++G(d,p) basis set, but with slightly longer hydrogen-
bond lengths. For the B3LYP calculation, while the hydrogen-
bond lengths show better agreement with the correlated
methods, the interactions between the CO;>~ and water are
considerably overrated. Overall, according to the limit of our
computational feasibility, the selection of the HF and B3LYP
methods and the use of the DZV + basis set are expected to be
reliable enough to achieve a sufficient level of accuracy in the
QM/MM simulations.

To define the size of the QM region, a preliminary HF/ MM
simulation, i.e., the simulation in which only the CO32’ was
treated quantum mechanically using the HF method while the
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Fig. 1 Optimized structures of (a) COs>~, (b) CO5> —H,0,
(c) CO3* =(H,0), and (d) CO;>"—(H,0); complexes.

rest of the system is described by classical pair potentials,
was performed (data not shown). According to the resulting
C-0O,, radial distribution function (RDF), the first minimum
of the C-O,, peak is exhibited at around 4.4 A, in which the
integration up to the first minimum of the C-O,, peak yields

about 16-18 water molecules. This implies that a QM size with
a diameter of 8.8 A seemed to be desirable for the present
study. However, the evaluation of QM forces for all particles
within this QM size is still too time-consuming. In this study,
therefore, a slightly smaller QM size with a diameter of 8.0 A
was chosen, which includes CO;>~ and about 10-14 water
molecules. This QM size is assumed to be large enough to
include most many-body effects within the short-range
ion—water interactions, that is, most of the interactions beyond
the QM region could be reasonably described based on pairwise
additive approximations. As can be seen in the next section
(¢f. Fig. 2a), the smooth shape of the C-O,, RDFs between
3.8-4.0 A supports that there are no artifacts caused by the
QM-MM boundary, and that the transition of molecules
between the QM and MM regions occurs smoothly.

A flexible model, which describes intermolecular®® and
intramolecular** interactions, was employed for water. This
flexible water model allows explicit hydrogen movements, thus
ensuring a smooth transition, when water molecules move
from the QM region with full flexibility to the MM region. The
pair potential functions for describing the CO;>"—H,O inter-
actions were newly constructed using a fitting procedure
similar to that employed for the construction of NO; —H,O

Table 1 Stabilization energies and some selected structural parameters of the optimized CO5> —(H,0), complexes, where n = 0-3, calculated at
HF, B3LYP, MP2 and CCSD methods using DZV + and 6-311+ + G(d,p) (data in parentheses) basis sets

Method

HF

B3LYP

MP2

CCSD

(a) CO5*"

R, Ry, R1.4/A
As s, A72+4’ Aj.p.4/deg
(b) CO;*-H,O

AE[kcal mol ™!

1.3158 (1.2823)
120.00 (120.00)

~39.86 (—36.75)

Ri./A 1.3217 (1.2878)
Ry3/A 1.2974 (1.2666)
Ri/A 1.3217 (1.2878)
Ry6/A 1.9150 (1.8990)
R./A 1.9150 (1.8999)
Ass/deg 120.87 (120.66)
As.ia/deg 118.27 (118.67)
Asia/deg 120.87 (120.67)

(¢) CO5* ~(H,0),

AE{fkcal mol ™'

~76.92 (—70.27)

Ri,/A 1.3289 (1.2923)
Ris/A 1.3029 (1.2730)
Ry4/A 1.3025 (1.2725)
Ro6/A 1.8921 (1.9339)
Ry/A 2.0012 (1.9321)
R2.10/A 1.9071 (1.9597)
R3/A 1.9810 (1.9100)
As.1.3/deg 119.04 (119.35)
Aj.p4/deg 119.08 (119.42)
As.1.4/deg 121.88 (121.22)

(d) CO5* ~(H,0)s

AE[kcal mol ™!

—111.35 (—=110.95)

Ri/A 1.3093 (1.2780)
Ry.3/A 1.3097 (1.2779)
Ri/A 1.3090 (1.2781)
Ry6/A 1.9742 (1.9651)
Ryq/A_ 1.9731 (1.9658)
R>.10/A 1.9737 (1.9665)
Ryo/A. 1.9726 (1.9650)
R)5.12/A 1.9528 (1.9707)
RN 1.9945 (1.9626)
As.1s/deg 119.98 (120.00)
Asia/deg 120.03 (119.99)
As.ia/deg 119.99 (120.00)

1.3432 (1.3077)
120.00 (120.00)

—46.06 (—42.73)
1.3490 (1.3157)
1.3184 (1.2870)
1.3537 (1.3141)
1.8425 (1.7601)
1.7291 (1.8003)
121.05 (120.60)
118.27 (118.63)
120.68 (120.77)

—86.57 (~79.67)
1.3567 (1.3173)
1.3286 (1.2964)
1.3275 (1.2968)
1.8331 (1.8874)
1.8230 (1.7754)
1.8717 (1.8758)
1.7876 (1.7840)
119.19 (119.56)
119.30 (119.54)
121.51 (120.90)

—123.25 (~112.80)

1.3348 (1.3019)
1.3349 (1.3017)
1.3355 (1.3024)
1.8764 (1.8742)
1.8566 (1.8657)
1.8646 (1.8665)
1.8713 (1.8756)
1.8668 (1.8750)
1.8662 (1.8609)
120.00 (120.03)
120.00 (119.98)
120.00 (119.99)

1.3642 (1.3100)
120.00 (120.00)

—42.51 (—42.56)
1.3717 (1.3138)
1.3384 (1.2891)
1.3738 (1.3207)
1.8962 (1.8454)
1.8403 (1.6855)
120.93 (121.06)
118.32 (118.54)
120.75 (120.40)

—81.28 (—79.41)
1.3831 (1.3186)
1.3470 (1.2997)
1.3454 (1.2991)
1.8353 (1.8683)
1.9764 (1.7576)
1.8870 (1.8897)
1.9200 (1.7417)
118.96 (119.50)
119.08 (119.57)
121.95 (120.93)

~116.72 (~113.12)

1.3544 (1.3048)
1.3576 (1.3042)
1.3542 (1.3043)
1.9389 (1.8477)
1.9374 (1.8552)
1.9710 (1.8448)
1.9035 (1.8581)
1.8939 (1.8512)
1.9834 (1.8506)
119.89 (119.99)
120.16 (119.98)
119.94 (120.03)

1.3572 (1.3042)
120.00 (120.00)

—41.04 (~40.79)
1.3644 (1.3111)
1.3334 (1.2849)
1.3655 (1.3111)
1.9124 (1.7932)
1.8755 (1.7930)
120.88 (120.70)
118.33 (118.61)
120.79 (120.70)

—78.88 (~76.79)
1.3735 (1.3137)
1.3414 (1.2940)
1.3407 (1.2941)
1.8811 (1.8911)
1.9719 (1.7910)
1.9091 (1.8871)
1.9464 (1.7937)
119.05 (119.49)
119.11 (119.47)
121.84 (121.03)

—113.89 (~109.81)

1.3491 (1.2992)
1.3492 (1.2993)
1.3490 (1.2993)
1.9549 (1.8780)
1.9604 (1.8745)
1.9592 (1.8778)
1.9554 (1.8735)
1.9552 (1.8775)
1.9594 (1.8751)
119.99 (120.00)
120.01 (120.00)
120.00 (120.00)
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Fig. 2 (a) C-O,, (b) C-H,, (c) O-0O,, and (d) O-H,, radial distribution
functions and their corresponding integration numbers.

pair potentials.>’ The 4500 MP2 interaction energy points for
various CO5>~—H,O configurations, obtained from Gaussian03*
calculations using the aug-cc-pvdz basis set,***® were fitted to an
analytical form of

4
4. B Gid;
AEcor y0 = ZZ V_:‘Fﬁ + Cjexp(—Dyry) + # )
®)

i=1 j=I ij ij
where 4, B, C and D are fitting parameters (see Table 2),
r; denotes the distances between the ith atoms of CO;*™ and
the jth atoms of the water molecule and ¢ are atomic net charges.
In this work, the charges on C and O of CO5%™ were obtained
from natural bond orbital (NBO) analysis*>' of the MP2
calculations using the aug-cc-pvdz basis set, while the charges
on O and H of the water molecule were adopted from the flexible

Table 2 Optimized parameters of the analytical pair potential for the
interaction of water with CO>~ (interaction energies in kcal mol ™!
and distances in A)

Pair A/kcal mol™! A? B/kcal mol™! A’ C/kcal mol™! D/A’1
C-0,, —676.7561 1367.0807 205.5809 0.7958
C-H,, —416.9094 305.4097 1913.8424 2.4620
0-0, —3316.4919 6979.2169 13.6609 0.3973
O-H,, —70.3719 90.1658 99.0753 1.4615

water model.** The charges were set to 1.2424 (C), —1.0808 (O),
—0.6598 (Oy,) and 0.3299 (H,,), respectively.

All MD simulations were performed in a canonical ensemble
at 298 K with a time step of 0.2 fs. The periodic box, with a
box length of 18.17 A, contained one CO;>~ and 199 water
molecules, corresponding to the experimental density of pure
water. Since there are no counterions present, the aqueous CO5>~
solution is not electrostatically neutral, i.e., the structure and
dynamics obtained in this work do not account for the effects
of dissolved cations. Long-range interactions were treated using
the reaction-field procedure.’? The system was initially equili-
brated by performing a preliminary HF/MM MD simulation,
in which only the CO;>~ was treated quantum mechanically
using the HF method, for 200 000 time steps. Then, the HF/MM
and B3LYP/MM simulations with the QM diameter of 8.0 A
were started independently with the system’s re-equilibration
for 30000 time steps, followed by another 200 000 (HF/MM)
and 135000 (B3LYP/MM) time steps to collect configurations
every 10th step.

3. Results and discussion
3.1 Structural details

Structural aspects of the CO;>~ hydrate can be analyzed from
C-0y, C-Hy, O0-0O,, and O-H,, RDFs, together with their
corresponding integration numbers, as depicted in Fig. 2.
Regarding the C-O,, RDFs (Fig. 2a), both the HF/MM and
B3LYP/MM simulations reveal broad and rather unsymmetrical
first peaks with a maximum at 3.48 and 3.39 A, respectively.
These observed C-O,, distances are in good accord with the
corresponding value of 3.35 A estimated by neutron diffraction
measurement.>® The feature of the first C-O,, peaks clearly
suggests a high flexibility of the CO5>~ hydration. In addition,
the first minimum of the C-O,, peaks is not well separated
from the bulk, implying that water molecules in the hydration
sphere of CO5>~ are quite labile and they can exchange with
bulk waters. In Fig. 2b, the characteristics of C—H,, peaks are
somewhat useful, providing a detailed picture with respect to
the distributions of water’s hydrogen atoms surrounding the
ion. Comparing the HF/MM and B3LYP/MM’s C-O,, and
C-H,, RDFs, it is apparent that the density functional B3LYP
method predicts a relatively more compact structure of the
CO5*~ hydration. This can be ascribed to the overestimation
of the CO;> —water interactions (cf. Table 1). In both the HF/
MM and B3LYP/MM simulations, the integration up to the
first minimum of the C-O,, peaks yields about 15-16 water
molecules. However, according to the unsymmetrical first
C-0,, peaks and the planarity with D, symmetry of CO5%~,
the observed large number of water molecules cannot be
considered as the first shell coordination number of COs>".
Instead, it could be demonstrated as the number of nearest-
neighbor waters, whose arrangement is influenced by the direct
CO;> —water hydrogen bonds, and those that are arranged
with respect to the hydrogen bonds among nearest-neighbor
water molecules, rather than by the presence of the ion. In
recent classical MD simulation,> it has been shown that the
location of water molecules in the vicinity of CO;>~ lies
preferably between or above and below oxygen atoms of

4 | Phys. Chem. Chem. Phys., 2011, 1l 1-10
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CO45>~, with less probability positioning straight in front of the
CO5%~ oxygens. In addition, an exclusion area was found in
the first hydration sphere of CO5>~, which was located above
and below the CO5>~ plane.

A detailed description of the hydrogen bonds between
CO;%~ oxygen atoms and their nearest-neighbor waters can
be obtained from the O-O,, and O-H,, RDFs (Fig. 2c and d).
In the HF/MM simulation, the first O-Oy, peak is exhibited at
2.71 A, and integration up to the corresponding first O-Oy
minimum yields an average coordination number of 3.7 4 0.1.
In the B3LYP/MM simulation, the first O-O, peak is
observed at a slightly shorter distance of 2.64 A, with an
average coordination number of 3.5 £+ 0.1. In both the HF/
MM and B3LYP/MM simulations, the O-O,, RDFs do not
show distinct minima after the first shell, indicating that a clear
determination of the first shell coordination number for each
oxygen atom of CO5>~ is not feasible. Nevertheless, if one
supposes that the “shells” for each of the CO;>~ oxygens are
not overlapping, it could be demonstrated that the maximum
numbers of water molecules that directly form hydrogen
bonds with CO;>~ are about 11.1 (HF/MM) and 10.5
(B3LYP/MM), respectively. For O-H,, RDFs, the HF/MM
and B3LYP/MM simulations reveal first O—H,, peaks with a
maximum at 1.74 and 1.67 A, respectively. The position of the
O-H,, RDFs of about 1 A inward from the 0-0,, peaks
clearly reveals the hydrogen bond donation by nearest-
neighbor water molecules. Integrations up to the corresponding
first O-H,, minima give average hydrogen atom numbers of
3.4+ 0.1 and 3.2 + 0.1, respectively. In both the HF/MM and
B3LYP/MM simulations, the observed numbers of water
oxygen and hydrogen atoms clearly indicate that most first-shell
waters are linearly hydrogen bonded to each of the CO5>~
oxygens. According to Fig. 2d, the second peak in the O-H,,
RDFs around 3.1 A can then be assigned to the hydrogen
atoms of first-shell waters that are not hydrogen bonded with
the CO5>~ oxygen atoms. In comparison to the O,~H,, RDFs
of pure water, as obtained at similar QM/MM levels of
accuracy, % it is apparent that the hydrogen bonds between
COs>~ oxygens and their nearest-neighbor waters are relatively
strong. The strength of the hydrogen bonds between CO5>~
oxygen atoms and their nearest-neighbor waters was also
demonstrated in the recent CP-MD study,® but the shape
and height of the resulting O-H,, RDFs reveal relatively
stronger CO;> —water hydrogen bonds, i.e., compared to the
HF/MM and B3LYP/MM results, and thus, a more ordered
solvation structure.

The distributions of oxygen and hydrogen atoms of first-shell
waters, calculated with respect to the first minima of the O-O,,
and O-H,, RDFs, are depicted in Fig. 3a and b, respectively.
Both the HF/MM and B3LYP/MM simulations clearly show
that the most frequent number of water molecules per CO5>~
oxygen atom is 3, followed by 4 and 2 in decreasing amounts.
Fig. 4 and 5 show examples of time dependence of the
hydration number of each of the CO;>~ oxygens occurring
within the first 10 ps of the HF/MM and B3LYP/MM
simulations, respectively. From the analysis of the HF/MM
and B3LYP/MM trajectories, it is found that each of the CO;>~
oxygen atoms simultaneously forms asymmetric solvation
shells, i.e., each of them forms hydrogen bonds with different

Fig. 3 Distributions of (a) oxygen and (b) hydrogen atoms of first-
shell waters at each of the CO;>~ oxygens, calculated within the first
minimum peak of the O-O,, and O-H,, RDFs, respectively.

Fig. 4 Time dependence of the number of first-shell waters at CO;2~
oxygen atoms, selecting only the first 10 ps of the HF/MM simulation.

numbers of water molecules. As a consequence, this causes
numerous possible species of the CO5> —water complexes to
exist in aqueous solution. According to Fig. 4 and 5, the total
numbers of water molecules in the vicinity of the COs>~
oxygens show large fluctuations, ranging from 1 to 6 and
from 2 to 7 for the HF/MM and B3LYP/MM simulations,
respectively.

More information about the CO5* —water hydrogen bonds
can be visualized from the probability distributions of the
C-0O---Hy and O---O,—H,, angles, calculated within the first
minimum of the O-O,, RDFs, as shown in Fig. 6a and b,
respectively. In both the HF/MM and B3LYP/MM simulations,
since the instantaneous environments of each of the CO5;*~

This journal is © the Owner Societies 2011
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Fig. 5 Time dependence of the number of first-shell waters at CO5>~
oxygen atoms, selecting only the first 10 ps of the B3LYP/MM
simulation.

——HF/MM a)
———— B3LYP/MM Al
\
H
O..... [N /‘L ! [
> o= ° H )
~d -
.g “i
D r' “\
= ! )
>
=
:,_Sl Il 1 1 N 1 1 1 1 L
S0 2 40 60 80 100 120 140 160 130
=]
St
A b)
.l
Hog
0y oo {3
- C—O H
o i
Y
|
A
] .
% [
'\\r\,,”" "
3 \ A
L 1 " 1 n 1 L L 2 1 L 1 " 1 n
0 20 40 60 80 100 120 140 160 180
Angle (degree)

Fig. 6 Distributions of (a) C-O---H, and (b) O---O,—H,, angles,
calculated within the first minimum of the O-O,, RDFs.

oxygens are somewhat different because of fluctuations in their
respective solvation shells (¢f. Fig. 4 and 5), the solvent effects
can be expected to cause strong charge localization at CO3>~.
Consequently, an asymmetrical charge distribution at each of
the CO;>~ oxygens, ie., the formation of C-O single and
double bonds, could exist in aqueous solution. In this respect,
one could anticipate the arrangement of directional C-O- - -H,,
hydrogen bonds that causes the C-O- - -H,, angle to pronounce
at 109.5° and 120°. In both the HF/MM and B3LYP/MM

simulations, however, the observed broad C-O- - -H,, angular
distributions clearly indicate the absence of such a phenomenon.
In addition, with regard to the Mulliken charge analyses of
several CO;> —water complexes, there is no substantial charge
concentration at each of the CO5>~ oxygens. In this context,
the CO5>~ would adopt an electronically delocalized structure
in aqueous solution, which may fluctuate due to solvent
exchange processes. Fig. 6b shows the distributions of the
O---0,-H, angle, which prove the preference for linear
O---H,—O,, arrangements.

3.2 Dynamical details

3.2.1 Intramolecular geometry of CO;>~. The geometrical
arrangement of CO5;>~ in aqueous solution is described in
terms of the distributions of the C—O bond length and O-C-O
angle, as shown in Fig. 7a and b, respectively. To visualize the
change in the internal C—-O bond, time dependence of the C-O
bond lengths, as obtained by the HF/MM and B3LYP/MM
simulations, are plotted in Fig. 8 and 9, respectively. In
addition, the distribution of the « angle, as defined by a vector
along any C-O bond and a vector pointing outwards between
the other two C—O bonds, is also given in Fig. 10. According
to Fig. 8 and 9, the observed C-O distances of 1.29 (HF/MM)
and 131 A (B3LYP/MM) are in good agreement with the
recent neutron diffraction experiments of K,CO; solutions,
which reported the corresponding C-O distance of 1.3 A
The HF/MM and B3LYP/MM results clearly indicate a high
flexibility of the CO5>~ structure. As compared to the structure

a)
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=
W
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=
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Fig. 7 Distributions of (a) C—O bond length and (b) O—C-O angle of
COs™".
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Fig. 8 Time dependence of the C—O bond lengths of COs>~, as

obtained from the first 10 ps of the HF/MM simulation.

Fig. 9 Time dependence of the C—O bond lengths of CO;>~, as
obtained from the first 10 ps of the B3LYP/MM simulation.
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Fig. 10 Distributions of «, as defined by a vector along one C-O
bond and a vector pointing outwards between the other two C-O
bonds.

of gas-phase COs>~ (¢f. Table 1), both the HF/MM and
B3LYP/MM simulations reveal a substantial change in the
local structure of CO5>~ (i.e., due to the influence of water

environments), being either planar or non-planar geometry
with equivalent and/or in-equivalent C—O bonds. On the other
hand, this supplies information that water molecules in the
first hydration shell of CO5>~ oxygens break the Dy, symmetry
of the ion. This phenomenon has been detected by IR and
Raman spectra.>® According to the plots in Fig. 8 and 9, the
B3LYP/MM simulation shows a relatively larger variation of
the C-O bond length, i.e., compared to the HF/MM results.
With regard to the relatively too strong CO5> —water interactions
predicted by the B3LYP method (see Table 1), the observed
difference between the HF/MM and B3LYP/MM simulations
can be regarded as a consequence of the approximations of the
functional and the parameterizations of the B3LYP method,
rather than as a consequence of the lack of electron correlation
in the HF scheme.

3.2.2 Exchange processes of water molecules in the hydration
shell of CO5>~ oxygens. According to Fig. 2¢ and d, the non-
zero first minimum of the O-0O,, and O-H,, RDFs, as obtained
by both the HF/MM and B3LYP/MM simulations, clearly
suggests an easy exchange of water molecules between those in
the first hydration shell of CO5>~ oxygens and in the outer
region. The exchange processes of water molecules at each
oxygen atom of CO5>~ can be visualized through the plots of
the O-0,, distances against the simulation time, as depicted in
Fig. 11 and 12 for the HF/MM and B3LYP/MM simulations,
respectively. During the first 10 ps of the HF/MM and
B3LYP/MM trajectories, a number of water exchange processes
were observed at each of the CO5>~ oxygens. Interestingly, as
can be seen from the examples of water exchange processes
shown in Fig. 11 and 12, it is found that each of the water
exchange processes displays significant different dynamics of
the exchange mechanisms, together with either short-lived or
long-lived exchange periods. These results supply information
that first-shell water molecules can be either “loosely” or
“tightly”” bound to each of the CO5>~ oxygens.

The rates of water exchange processes at each of the CO;>~
oxygens were evaluated via mean residence times (MRT) of the
surrounding water molecules. In this work, the MRT data
were calculated using the direct method,® as the product of
the average number of nearest-neighbor waters located within
the first minimum of the O-O,, RDFs with the duration of the
simulation, divided by the number of exchange events. With
respect to time parameters ¢* (i.e., the minimum duration of a
ligand’s displacement from its original coordination shell to be
accounted) of 0.0 and 0.5 ps, the calculated MRT values are
summarized in Table 3. In general, the MRT data obtained
using * = 0.0 ps are used for an estimation of hydrogen bond
lifetimes, whereas the data obtained with * = 0.5 ps are
considered as a good estimate for sustainable ligand exchange
processes.>® With respect to * = 0.0 ps, both the HF/MM and
B3LYP/MM simulations reveal rather similar MRT values
with 1y,0(0) < th,0(H20), whereas the reverse order of
t,0(0;) > 11,0(H0) is observed for #* = 0.5 ps. In this
respect, since the hydration shell of each CO5>~ oxygen atom
can somewhat overlap with the others, some of the first-shell
water molecules can be expected to rapidly migrate back and
forth among the different coordinating sites according to the
strong influence of each CO;>~ oxygen atom. As a consequence,
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Fig. 11 Time dependence of O---O,, distances, selecting the first
10 ps of the HF/MM trajectory. Examples of observed water exchange
processes are highlighted in color.

this reflects in the observed relatively large numbers of N, for
t* = 0.0 ps, i.e., compared to the N, for ¥ = 0.5 ps. The
migration of water molecules between the coordinating sites
have also been demonstrated for aqueous HCO; >’ and
HSO,~%® anions. With regard to the data in Table 3, the
number of processes needed for one successful water exchange,
Ry, being the ratio of N2 to N%3, for an individual CO;2~
oxygen atom clearly confirms the strong hydrogen bonds
between the CO5>~ oxygens and their nearest-neighbor water
molecules. In this context, the MRT results clearly point out
the evidence for the “structure making” ability of CO;>~ in
aqueous solution. Compared to the HF/MM results, the
relatively higher MRT values predicted by the BALYP/MM
simulation are in accordance with the observed tendency of the
B3LYP method to overestimate the stabilization energy of
gas-phase CO5> —water complexes (cf. Table 1).

Finally, a comparison of the results with other anions, in
particular the bicarbonate ion, HCO3™, appears to be useful.
Recently, an ab initio quantum mechanical charge field (QMCF)
formalism has been applied to simulate the HCO;™ ion in
aqueous solution, revealing the high flexibility of the HCO;™~
hydration structure as well as the “‘structure-breaking” behavior
of this ion in water.>’ Such a phenomenon is understandable
since, unlike CO5>~, the HCO; ™ ion has lower symmetry and its
interactions with waters are relatively weak. As a consequence,
this reflected in the different hydration sites, and thus in the
lower range of MRT values for the individual HCO;z;™

Fig. 12 Time dependence of O---O,, distances, selecting the first
10 ps of the B3LYP/MM trajectory. Examples of observed water
exchange processes are highlighted in color.

Table 3 Number of water exchange events (N.,), mean residence time
of water molecules in the bulk and in the vicinity of CO5>~ oxygens (1)
and total number of processes needed for one successful water
exchange (R.x), calculated within the first minimum of each of the
0O-Oy RDFs

t* = 0.0 ps t* = 0.5 ps
Atom/solute  CN  fg,  N% o NG %o R
HF/MM MD
ol 3.56 400 977 0.15 85 1.67  11.5
02 371 400 1115 013 62 239  18.0
03 350 400 980 0.14 73 192 134
Pure H,0® 46 120 292 020 31 1.80 9.4
Pure H,O* 42 400 — 033 — 151 —
B3LYP/MM MD
ol 337 270 632 0.14 33 276 192
02 384 270 800 0.13 48 216 167
03 381 27.0 733 0.4 42 2.45 17.5
Pure H,O* 42 300 — .07  — 784 —

hydrogen and oxygen atoms.’’” The contrasting behavior of
these isoelectronic species is very crucial, which is an impor-
tant basis for further study of their molecular scale reactivity.

4. Conclusion

In this study, we have performed two combined QM/MM MD
simulations, namely HF/MM and B3LYP/MM, for obtaining
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detailed knowledge on the local hydration structure and
dynamics of CO5>~ in aqueous solution. Both the HF/MM
and B3LYP/MM simulations clearly show relatively strong
hydrogen bonds between the CO5>~ oxygens and their nearest-
neighbor waters, i.e., when compared to water—water hydrogen
bonds in the bulk. The geometrical arrangement of CO;>~ in
aqueous solution is found to be rather flexible and first-shell
waters can be either “loosely’ or “‘tightly”” bound to each of
the CO5>~ oxygens, forming an asymmetric solvation structure
with a varying number of hydrogen bonds, with the prevalent
value of 3. With regard to the observed tendency of the
B3LYP method to overestimate the stabilization energy of
gas-phase CO;> —water complexes, the HF method seems to
be more reliable for the description of such a particular
system. Significant weaknesses of the B3LYP scheme could
be attributed to the incompleteness of the kinetic energy term,
the self-interaction error and the parameterization of the
B3LYP method which did not contain any H-bonded system.
As a consequence of the rapid development in computer
capacity and performance, a further improvement of the
simulation results could be achieved by increasing the QM
region and basis set, together with the use of correlated
methods, i.e., at the MP2 level of accuracy.
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Quantum mechanical charge field (QMCF) MD simulation has been performed to investigate the structure
and dynamics of Hg?* hydrate. The first-shell hexacoordinated [Hg(H,0)s]** complex with an average
Hg?*-0 distance of 2.40 A is dominantly found, which corresponds to the neutron diffraction and extended
X-ray absorption fine structure (EXAFS) experiments. Other species, in particular the 7-fold coordinated
complexes, can be formed transiently, according to the water exchange processes with an associative inter-
change (I,) mechanism. The second hydration shell exhibits a Hg?*-0 distance of 4.6 A with a coordination

Keywords: N - e
QMCF number of ~14. The mean residence times (MRTs) of first- and second-shell waters clearly indicate a strong
MD “structure-forming” ability of Hg?* in aqueous solution.

Dissociative interchange
Structure-making

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Due to the chemical and toxicological importance of Hg?" in
aqueous solution [1], a number of experimental and theoretical tech-
niques have been employed to obtain detailed knowledge of this ion
hydrate. In experiments, the hydration structure of Hg?™ in Hg
(BF4), solution has been investigated using X-ray scattering measure-
ment, showing that Hg?" in aqueous solution has an octahedral-
hexaaquo coordination with a mean Hg?"-0 distance of 2.33 A [2].
Using the proton NMR technique, a coordination number of 4.9 was
predicted for the first hydration shell of Hg?*[3]. According to X-ray
scattering data obtained from concentrated solutions (2, 3.5 and
4.6 M) of hydrolyzed and non-hydrolyzed mercury (II) perchlorate,
the first-shell Hg?*-O distance is found between 2.41 and 2.44 A,
with the coordination numbers varying from 4.9 to 6.8 [4]. In addi-
tion, it has been shown that the hydrolysis leads to the shortening
of two Hg?*-0 bonds, at 2.0A, and the elongation of other four
bonds at 2.5 A.

Subsequently, more consistent X-ray scattering data and
Raman spectra of aqueous and dimethyl sulfoxide (DMSO) solu-
tions of mercury (II) perchlorate were analyzed, showing an aver-
age Hg?*-0 bond lengths of 2.41 and 2.39A, respectively [5].
Comparing to solid hydrates, the X-ray crystal structure of [Hg
(H,0)6](ClO,), is consistent with a Hg?™-O bond length of
2.34 A, with a small deviation from the regular octahedral Oy

* Corresponding author. Fax: + 66 44 224185.
E-mail address: anan_tongraar@yahoo.com (A. Tongraar).

0167-7322/$ - see front matter © 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.molliq.2011.08.011

symmetry [6]. Later, extended X-ray absorption fine structure
(EXAFS) spectra were taken for aqueous solutions of HgCls,
HgBr, and Hg(CN),, highlighting dynamic distortions of the first
hydration shell caused by second-order Jahn-Teller effects [7]. Re-
cently, a neutron diffraction study of Hg?" in a solution of DNOs/
D,0 has reported the first hydration shell to be located at 2.48 A,
with a coordination number of 5.8 [8]. The neutron diffraction
data proved that the average Hg?"-O bond length in the solutions
is significantly longer than that evaluated from the solid structure.

Besides the experiments, computer simulations, in particular
molecular dynamics (MD), have been carried out to characterize the
hydration structure and dynamics of Hg>" in aqueous solution [9-12].
However, most of the early simulation works relied on classical
molecular mechanics models. For example, an MD simulation based
on effective two-body potential function has predicted a relatively
large coordination number of 9, while the inclusion of three-body
corrections reduces the coordination number to 6 [9]. The observed
difference in the coordination number clearly indicates the importance
of three-body contributions, ie., the inclusion of these terms in the
simulation appears necessary in predicting a more reliable first-shell
coordination number of Hg?". Recently, a pair potential-based MD
simulation has shown evidence for a heptacoordinated [Hg(H,0);]*>"
complex with C, symmetry for the first hydration shell, which coincides
with the X-ray absorption spectroscopy (XAS) observation [11].
Regarding to such MM-based MD simulations, however, it should be
realized that the quality of the simulation results depends crucially
on the reliability of the interaction potentials employed in the
simulations.
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In terms of quantum-mechanics-based simulations, an elegant
simulation approach is to employ a hybrid ab initio quantum mechan-
ics/molecular mechanics (QM/MM) MD technique. According to the
recent QM/MM study [9], an octahedral [Hg(H,0)g]*>* complex with
the Hg?*-0 distance of 2.42 A has been reported for the first hydra-
tion shell of Hg? ™", which is in good agreement with most experimen-
tal data [4,5]. In addition, fast dynamics ligand exchange processes in
the first hydration shell of Hg?>* were detected, together with several
observed migrations of water molecules between the second hydra-
tion shell and the bulk [10]. With regard to the QM/MM results
[9,10], however, the QM region employed in the simulation is rela-
tively small, i.e., only a sphere which includes the ion and its first-
shell water molecules are described by QM calculations. In addition,
the analytical potentials employed for describing the ion-solvent in-
teractions in the QM/MM simulation can be considered as a further
error source, e.g., due to the use of fixed changes in the potential
functions.

In the present study, the characteristics of Hg?" in aqueous so-
lution were re-investigated by performing a more accurate ab initio
quantum mechanical charge field (QMCF) MD simulation. The
QMCF MD technique has been successfully employed to evaluate
the structure and dynamics of ions, composite ions, and acids in
aqueous solution [13-19]. The aim of this study is to provide
more reliable details regarding the structure and dynamics of the
Hg?* hydrate. The vibrational frequency of the Hg?*-0 interactions
in the first hydration shell was also calculated and compared to the
available experimental data. A subsequent evaluation of mean resi-
dence times (MRTs) was carried out to describe the dynamics of
the ligand exchange processes in the first and second hydration
shells.

2. QMCF MD simulation

The QMCF MD technique has been developed in order to elim-
inate a difficulty in the construction of solute-solvent potentials
[20,21]. In line with the QM/MM MD scheme [22-24], the QMCF
MD technique divides the system into two parts, namely the QM
and MM regions, in which different levels of approximation are
applied. In addition, the QM region is also separated into two
sub-regions, called the “core” and “layer” zones. In this respect,
the solute and the first-shell solvents are embedded in the core
zone, whereas the layer zone consists of further neighboring sol-
vent molecules. The layer zone has been introduced in order to
be able to neglect the non-Coulombic interactions between the
core zone and the MM region. By the QMCF formalism, the QM
region employing an ab initio quantum mechanical method is
enlarged to include the second hydration shell, while the interac-
tions among solvent molecules in the MM region can be described
by the flexible BJH-CF2 water model [25,26]. The Coulombic inter-
actions between particles in the QM zone and in the MM region
are calculated by quantum chemically evaluated Mulliken partial
charges on the atoms in the QM region and the model point
charges on the atoms in the MM region. The charges of the parti-
cles in the MM region are embedded in the calculation of the core
energy gradients as a perturbation potential into the core Hamilto-
nian operator:
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where g; is the partial charges of each atom in the MM region, i.e.,
—0.65966 and +0.32983 for oxygen and hydrogen, respectively,
according to the BJH-CF2 model of water [25,26]. The

contributions of all forces acting on each particle in the different
regions are thus defined as following:

qQ]lfq]l[]lI
] oM i
F}FOTP _ Fj Z 4 (3)
=1 T
QM MM
M g™ q; M
Flamr FQM + zl: ] r i + X]: Fg.]HnC (4)
i= ij i=

QM. MM

FMM _ % FBH Nli:Nz q; q]

io= o B 2
i=1 i=1 ij
i#j

+ Z FB/'HnC (5)

where F°'¢, ", and F correspond to the forces acting on particle j
located in the core region, the solvation layer, and the MM region,
respectively. M represents the number of atoms in the MM region.
With regard to Egs. (3) and (4), the evaluation of ab initio quantum
mechanical forces acting on each particle in the core and in the layer
regions (F°"* and F*") is affected by the Coulombic interactions of all
MM particles. Due to the long range of Coulombic interactions, com-
pared to the non-Coulombic components, the non-Coulombic forces
between the core particles and the MM particles are neglected. This is
justifed by the distance between the core and the MM region of at
least 3 A. The QM forces in the layer (F/V") are influenced by the non-
Coulombic forces and are evaluated from the MM particles, i.e., accord-
ing to the BJH-CF2 water model [25,26]. Finally, the forces acting on
each particle in the MM region (FJMM) are described by means of the
BJH-CF2 water model [25,26], with additionally the inclusion of the
Coulombic forces generated by all particles in the core (N;) and in the
layer (N,) regions, and the non-Coulombic forces (F&"“) produced by
the particles in the layer region (N5).

Since the QMCF methodology allows a continuous transition of
particles between the QM and MM regions, smooth forces acting on
each particle in the system are defined as:

Smooth layer MM MM
F = S(r)x (B —F") + (6)
where Fi%®"and FMMare the forces acting on particle j in the solvation
layer and those located in the MM region, respectively, r is the distance
of the water molecule from the ion, and S, is a smoothing function [27],

Sn() =1 forr<r
(ro —r2)2 (ré + 2r? —3rf
Sn(r) = )’ Jorry<r<r, (7)
o "
Su(r) =0, forr>r,

where r; and ry are distances defining the start and the end of the
smoothing region. The thickness of the boundary between the QM
and MM regions was set to 0.2 A, which has been found to be optimal
to ensure a continuous transition at such boundaries [9].

The QMCF simulation was performed using similar parameters as
employed in the previous QM/MM simulation [9]. All forces acting
on each particle in the QM region were evaluated at the restricted
Hartree-Fock (RHF) level of accuracy using the TURBOMOLE 5.9 pro-
gram [28-30]. The effective core potential plus double-¢ valence basis
set developed by Stevens, Krauss and Basch [31] (SBK]JC VDZ ECP) was
employed for Hg?", and Dunning double-¢ valence (DZV) basis sets
[32,33] were employed for the oxygen and hydrogen atoms of
water. A periodic boundary cubic box with a dimension of 24.8 A
was used, consisting of one Hg?" and 499 water molecules. The den-
sity of the system was fixed at 0.997 g/cm?, which corresponds to the
density of pure water at the temperature of 298.15 K. Since there are
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Fig. 1. Hg?"-0 and Hg?"-H RDFs and their corresponding integration numbers deter-
mined from the QMCF MD simulation.

no counterions present, the aqueous Hg?* solution is not electrostati-
cally neutral, i.e., the structure and dynamics obtained in this work do
not account for the effects of dissolved anions. The canonical (NVT) en-
semble was controlled by applying the Berendsen temperature-scaling
algorithm [34] with a relaxation time of 0.1 ps. Newton's equations of
motions were integrated with a predictor-corrector algorithm. Since
the flexible BJH-CF2 water model [25,26] was used for the MM region,
a time step of 0.2 fs was chosen to allow for explicit movement of
water's hydrogens. Cutoff distances of 5 A and 3 A were used for the
non-Coulombic O-H and H-H interactions, respectively. The radial cut-
off limit for Coulombic interactions was set to half of the box length, and
the reaction field procedure [35] was applied for their treatments.
According to the structural aspects of the Hg?* hydrate observed in
the previous QM/MM study [9], a cutoff radius of 3.3 A was used for
the core region and the layer region extends from 3.3 to 5.8 A. The
smoothing function [27] was applied between ry (6.0A) and r
(5.8 A), which corresponds to the QM diameter of 12.0 A. This QM
sphere includes the Hg?" ion and its first- and second-shell water
molecules. The QMCF simulation of the aqueous Hg?™ solution was
started using a configuration taken from the previous QM/MM study
[9]. The system was re-equilibrated for 4 ps and a further 28 ps were
performed for the sampling procedure.

In this work, the structural properties of the hydrated Hg?"™ were
analyzed in terms of radial distribution functions (RDF), coordination
numbers, angular distributions, 6-angle and tilt angle distributions,
whereas dynamical data regarding ligand exchange processes between
the first and second hydration shells of Hg?™ were determined by mean
residence time using the “direct” method [36]. In addition, the vibra-
tional frequency of the Hg?>*-O distances in the first hydration shell
was obtained from the Fourier transformations of the velocity autocor-
relation functions (VACFs). The normalized VACF, C(t), is defined by

N, N
Z Z vi(t)v;(t; +t)
Ct) =3
NN 323 vi(t)vi(t)
i

: 8

where N is the number of particles, N is the number of time origins t;, and
v; denotes a certain velocity component of the particle j. The power spec-
trum of C(t) was evaluated using a correlation length of 2.0 ps.

3. Results and discussion

3.1. Structural properties

Fig. 1 displays the Hg?"-0 and Hg?"-H RDFs derived from the
QMCF simulation, together with a comparison of the Hg?"-0 RDFs as

obtained from the present QMCF study and the previous QM/MM sim-
ulation (see insertion in Fig. 1) [9]. The structural parameters of the
hydrated Hg?* ion evaluated from the QMCF simulation are summa-
rized in Table 1, together with the available theoretical and experi-
mental data. With regard to the QMCF's Hg?*-0O RDF in Fig. 1, the
two main peaks are well pronounced, indicating well-defined first
and second hydration shells. The first sharp peak of the Hg?"-O RDF
is centered at 2.40 A and is rather well separated from the second
one, while the second peak is located in a wider range between 3.2
and 5.3 A, with a maximum value at 4.6 A. In fact, the minimum of
the first Hg?>*-0 peak does not completely reach zero, implying that
water exchange processes can be occurred between the first and the
second hydration shells. As compared to the previous QM/MM's
Hg?*-0 RDF [9], the shape and height of the first Hg?>*-O peak are
almost identical, whereas a significant difference is found for the
second peak. The QMCF simulation shows a broader and less pro-
nounced second Hg?*-0 peak, with a maximum at a shorter dis-
tance. The observed difference in the second Hg?™-O RDF can
certainly be ascribed to the inclusion of “quantum effects” in the sec-
ond hydration shell according to the QMCF scheme. On the other
hand, this clarifies the need for a more accurate simulation tech-
nique, like QMCF, in order to correctly describe such hydrated ion
in aqueous solution. According to Fig. 1, a slight pronounced Hg?"-O
peak exhibited at around 5.7-6.0 A can be considered as a small artifact
of the smoothed transition between the QM and MM regions.

In experiments, the average Hg?"-0 distance for the first hydra-
tion shell was measured in a span from 2.33 to 2.48 A, depending
on the method, concentration and the type of salts in the solutions
[2-8]. The first-shell Hg?>*-O distance of 2.40 A obtained by the
QMCF simulation in this work is in good accord with the octahedral
[Hg(H,0)]*" structure determined by the X-ray diffraction study
[4]. In addition, the Hg?"-H peak for the first hydration shell is cen-
tered at 3.00 A, which is in good agreement with the neutron diffrac-
tion data with isotopic substitution (dyg.p=3.08 A) [8]. The second
Hg?"-H peak is relatively broad, with a range of 3.5-5.3 A with a
maximum at 4.57 A. Overall, the features of the Hg?>*-0 and Hg?*-H
RDFs clearly support information that the orientation of water mole-
cules in the first and second hydration shells of Hg? " is mostly deter-
mined by the strong ion-dipole interactions.

To clarify the number of water molecules surrounding the Hg?" ion,
the distributions of the coordination numbers in the first and the second
hydration shells are evaluated, as depicted in Fig. 2. For the first

Table 1
Characteristic data of the Hg-O RDFs, as obtained from different MD simulations and
experiments.

Solute lon/waterratio nvqy Tm1i M Twmz Tm2 M2 Method
or molarity (M)
Hg?* 1/499 240 3.09 6.1 46 53 141 QMCF-MD
1/499 242 358 62 46 56 21.7 QM/MM-MD [9]
1/499 246 321 60 4.8 6.3 327 three-body
MD [9]
1/449 229 3.10 9.0 42 54 239 two-body
MD [9]
1/819 2.28 7 two-body
MD [12]
1/819 2.26 6.9 two-body
MD [12]
Hg (BF), 2.0 2.33 6 XRD [2]
Hg (Cl04), 3.5 242 57 4.1 18.4 XRD [4]
Hg (Cl04), 2.8 2.34 6 XRD [6]
Hg (Cl04), 3.5 2.41 6.0 LAXS [5]
Hg (Cl04), 0.1 2.31 7 XANES [11]
Hg (DNO3) 0.225 2.48 6 ND [8]
Hg?* 1.000 49 NMR [3]

T, Tviz and T, Tma, are the distance in A, where gpg® ™ o(r), has the first and second
maximum and the first and second minimum, respectively. n; and n, are average
coordination numbers of the first and second hydration shells, respectively.
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Fig. 2. First and second shell coordination number distributions of the Hg?>* hydrate
obtained from the QMCF MD simulation.

hydration shell, probability distribution of the coordination number cal-
culated up to the minimum of the Hg?"-O RDF reveals three main spe-
cies, namely 5-, 6- and 7-fold coordinated complexes, with a prevalent
value of 6. According to Fig. 2, the 5- and 7-fold coordinated species
are rarely detected, with 1.2% and 4.7% occurrences, respectively. In
this respect, the presence of 5- and 7-fold coordinated complexes in
aqueous solution supplies information that the first hydration shell of
Hg?* is not exclusively octahedral [Hg(H,0)s]?* arrangement. In the
second hydration shell, a large variation of the coordination number
ranging from 10 to 18 is observed, with a mean value of 14.140.3.

To interpret the arrangements of first-shell water molecules
around the Hg?™" ion, the distribution of O-Hg?"-0 angle, calculated
up to the first minimum of the Hg?"-0 RDF, is plotted in Fig. 3. The
QMCF results show a recognizable distortion of the octahedral [Hg
(H,0)6]>* complex, with the O-Hg?"-0 peaks centered at 87° and
167°. The flexibility and orientation of first-shell water molecules
are further characterized in terms of the distributions of 6 and tilt an-
gles, as depicted in Fig. 4a and b, respectively. In this context, the
angle 0 is defined as the angle between the Hg?"-0O bond axis and
the dipole vector of water molecules, while the tilt angle is the
angle between the Hg? -0 axis and the plane defined by the O-H vec-
tors of water molecules. According to Fig. 4a, the distribution of the 6
angle for the first hydration shell is centered at 169°, spanning a
broad range of 110-180°.

According to the ability of Hg?* to bind instead of Zn?" in many
essential biomolecules, a comparison of the orientations of first-shell
waters in the Hg?" and Zn?* hydrates might be useful. In this work,
it is found that the distribution of the 6 angle for the first hydration

Fig. 3. Distributions of the 0-Hg?*-0 angles for the first hydration shell obtained from
the QMCF MD simulation.

Fig. 4. Angular distributions of Hg?"-water configurations for the first hydration shell:
a) 0 and b) tilt angle, as obtained from the QMCF MD simulation.

shell of Hg2™ is almost identical to that obtained from the two-shell
QM/MM MD simulation of aqueous Zn** solution [37]. However, a
slight difference is visible in the case of the tilt angle (Fig. 4b). For
Hg?", a maximum value of 3° is observed, with the peak reaching
zero at +70°, while a maximum value of —2°, ranging from — 60
to 4+60° is reported for the case of Zn?[37]. In this context, the
QMCEF results indicate slightly more flexibility of the first-shell Hg?™"
hydration structure, i.e., compared to the Zn?>* hydrate.

3.2. Dynamical properties

3.2.1. Hg?*-0 vibrations

The strength of ion-water interactions can be described by means
of the vibrational frequency, which can be determined from the ve-
locity autocorrelation functions (VACFs) and their Fourier transfor-
mations. The power spectra of the Hg?™ — O,vibrational mode
obtained by the QMCF simulation are scaled by the standard factor
of 0.89 [38-40], as shown in Fig. 5. This scaling factor has been ap-
plied in order to compensate the rather constant systematic error of
quantum mechanical calculations at HF level of accuracy, i.e., for scal-
ing the computed frequencies to be in agreement with the experi-
ment. The calculated frequencies of the Hg?™ —0, vibrational
mode in the first hydration shell has its maximum at 290 cm ™!
with a shoulder peak at around 174 cm ™!, corresponding to a Hg-O
stretching force constants of 73.4, and 26.4 N/m, respectively. With-
out the applied scaling factor, a maximum value of 326 cm™ ! is esti-
mated, leading to a force constant of 92.8 N/m. These data are in fair

Fig. 5. Power spectra of Hg?*-0 vibrational mode in the first hydration shell obtained
from the QMCF MD simulation.
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Fig. 6. Time dependence of Hg?"-Oxygen distances during the QMCF MD simulation,
showing three water exchange processes between the first and second hydration
shells.

agreement with the experimental value of 370 cm ™~ !, with a force
constant of 119.5 N/m [5]. In this work, the scaled force constant of
73.4 N/m evaluated by the QMCF simulation is slightly larger than
the QM/MM value of 64 N/m [10]. This difference confirms the signif-
icance of the QMCF treatment for obtaining a more accurate descrip-
tion of this hydrated ion. Comparing to the two-shell QM/MM
simulation of Zn?*[37], which has a force constant of 60 N/m and a
vibrational frequency of 282 cm™!, it is obvious that the Hg?™ ion
can form a stronger ion-ligand complex in aqueous solution.

3.2.2. Ligand exchange processes in the first and second hydration shells
During the QMCF simulation, several ligand exchange processes
are observed, in particular for water molecules in the second hydra-
tion shell and the bulk. To investigate the water exchange processes
around the Hg2™ ion, the variation of the Hg-O distances in the first
hydration shell was evaluated, as plotted in Fig. 6. As mentioned,
the 6-fold coordinated complex [Hg(H,0)s]** appears to be the
most frequent structure exhibited during the 28 ps of the QMCF sim-
ulation. At around 12.5 ps, the first water migration from the second
hydration shell takes place, giving a heptacoordinated [Hg(H,0)7]>"
complex with a life time of about 0.6 ps. Similarly, the second and
the third water exchange processes occur at the simulation times of
17.5 and 26.0 ps, respectively, with a fast water substitution reaction
at the ion of about 0.3 ps. As shown in Fig. 5, these three exchange
processes can be classified as an associative interchange (I,) mecha-
nism. In addition, the transient arrangement of the pentacoordinated
[Hg(H,0)5]?>* intermediate is also visible in aqueous solution, i.e., at
the simulation time ~16 ps. The I, mechanism identified by the
QMCF simulation is in contrast to the results obtained by the MD sim-
ulation using two-body potentials performed by D'Angelo and co-
workers [11,12], in which a stable 7-fold coordinated complex of
the Hg?" ion in aqueous solution was determined for the first-shell
coordination, and the ligand exchange reactions which took place in
the first hydration shell displayed the dissociative mechanism. This
discrepancy can be understood due to the use of different treatments
for the solute-solvent and solvent-solvent interactions in the system.
In this context, the more accurate QMCF formalism yielded the quan-
tum mechanical forces calculated for both the first and second hydra-
tion shell and, thus, can be expected to provide more reliable data.
To further analyze the dynamics details of the Hg?" hydrate, the
mean residence times (MRTs) of water molecules surrounding the
ion were calculated using the “direct” method [36]. The number of li-
gand exchange processes, the mean residence times and the number
of attempts needed for a sustainable ligand migration from the hydra-
tion shells of Hg2™ with respect to the time parameters t*=0.0 and
0.5 ps are summarized in Table 2. The first-shell MRT values

Table 2
Mean ligand residence times and sustainability of migration processes to and from the
first and second hydration shells of the Hg?* ion.

Solute tsim (PS) t*=0.0 ps t*=0.5ps Rex
N The  N¥ THY

First shell 28.0 10 16.9 6 28.2 1.7

Second shell 28.0 904 0.4 123 32 7.3

Bulk® 10.0 131 0.2 20 13 6.5

2 Values obtained from a QVICF MD simulation of pure water [41].

evaluated by the QMCF simulation are 16.9 and 28.2 ps for t*=0.0
and 0.5 ps, respectively. These data correspond to 10 and 6 ligand ex-
change processes, respectively. For the exchange processes of water
molecules in the second hydration shell, MRT values of 0.4 and
3.2 ps for t*=0.0 and 0.5 ps are observed. Compared to the QM/
MM's MRT values of 0.2-0.3 and 1.5-1.8 ps for t*=0.0 and 0.5 ps
evaluated for pure water [41], the Hg?™ ion clearly exhibits a strong
“structure-making” ability up to its second hydration shell. The
QMCF results are significantly different from the recent MD simula-
tions using TIP5P and SPC/E water models, in which the correspond-
ing MRT data with t*=25fs are predicted to be 6.1 and 7.0 ns for
the first hydration shell, and 0.8 and 1.3 ps for the second hydration
shell, respectively [11,12].

4. Conclusion

In this study, an ab initio QMICF MD simulation, which includes the
complete first and second hydration shells of Hg?* into the QM trea-
ted region, was performed to provide detailed knowledge on the
structure and dynamics of the Hg?* hydrate. With regard to the
QMCF results, the observed structural parameters for the hydrated
Hg2" ion are in good agreement with the experimental data. The
six-coordinated [Hg(H,0)g]*>* complex, is found to be the most dom-
inant species in aqueous solution, while the arrangements of 7-fold
and 5-fold coordinated complexes can transiently be formed as inter-
mediate species. A detailed analysis of the QMCF trajectories clearly
demonstrates an associative interchange (I;) mechanism for ligand
exchange processes in the first hydration shell of Hg?*. In addition,
the observed MRT data for ligand migrations in the first and second
hydration shells of Hg2 " clearly reveal the strong “structure-forming”
ability of this ion.
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ABSTRACT: The ab initio quantum mechanical charge field molecular
dynamics (QMCF MD) formalism was applied to simulate carbonate
and nitrate anions in aqueous solution. The out-of-plane (v,) spectra
obtained from the velocity autocorrelation functions (VACFs) and the
torsion angle —time functions indicate that the symmetry of carbonate is
reduced from D5, to a lower degree by breaking up the molecular plane,
whereas the planarity of nitrate anion is retained. The calculated
frequencies are in good agreement with the Raman and IR data.
Carbonate shows a stronger molecular hydration shell than the nitrate
anion with the average molecular coordination numbers of 8.9 and 7.9,
respectively. A comparison with the average number of ion—solvent
hydrogen bonds (H-bonds) indicates the extra water molecules within
the hydration shell of carbonate (~2) and nitrate (~3), readily

migrating from one coordinating site to another. The mean residence times for water ligands in general classify carbonate and
nitrate as moderate and weak structure-making anions, while the specific values for individual sites of nitrate reveal local weak

structure-breaking properties.

B INTRODUCTION

The carbonate and nitrate anions ylay an important role in
biological and environmental systems.' > The level of carbonate
anion in seawater relates to atmospheric CO,." The carbonate is
an ubiquitous and reactive anion and reacts to form aqueous and
solid state complexes with a majority of metals in the periodic
table.* The nitrate anion is one of the reactive nitrogen forms,
occurring in many biological systems,” and a strong oxidizing
agent. All nitrate salts are highly soluble. The nitrate anion is also
produced in the human body by the oxidation of nitric oxide
obtained from the reaction between the enzyme nitric oxide
synthase and L—arginine.5’6 It is interesting that X-ray scattering
experiments have investigated many nitrate solutions,” " while
experimental data are rare for the carbonate anion. Recent
neutron diffraction studies with isotopic substitution were per-
formed for the CsNOj3 and Cs,COj solutions, concluding that
hydrogen bonds between water molecules and carbonate are
stronger than those formed with nitrate."” The reported average
coordination number of nitrate is in the range of 5.9 to 9,'% while
it is close to unavailable for carbonate.

The isolated structure of these anions is normally planar with
Dsj, symmetry, which has six normal modes consisting of two
single modes, namely, the symmetric stretch (v,) and out-of-plane

v ACS Publications ©2011 American chemical Society

deformation (¥,), and two doubly degenerate modes, namely,
the antisymmetric stretch (v3) and in-plane deformation (v,).
Rudolph et al. reported the symmetry breaking from the Dy, to
lower symmetry in the concentrated'* and dilute' carbonate
solutions due to a strong and asymmetric hydration via Raman
and infrared experiments and also optimized the carbonate water
cluster with two water molecules employing density functional
theory at the B3LYP level with the 6-31+G* basis set in the gas
phase, resulting in C,, symmetry.'* The far-ultraviolet resonance
Raman spectroscopy indicates the planarity of nitrate ion in
several polar solvents, but with the symmetry being broken from
D3y, to C,, or C, due to a very broad band 0f1/3.16’17 The results of
photoelectron spectroscopy suggested the first hydration con-
sisting of three water molecules with Cyj, symmetry for the nitrate
ion in aqueous solution.'® Raman studies have reported that the
splitting of v vanishes for dilute nitrate solutions."” " Recent
infrared multiple photon photodissociation experiments of
NO;™ (H,0), clusters, n = 1—6, observed the splitting of v3
band due to the perturbation of water molecules, showing the
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possible lowering of symmetry to C;.** The weighted average IR
spectra of the optimized geometries for the microhydration of
carbonate and nitrate anion presented an effect of explicit waters
on symmetry lowering.”>>* The optimization of the carbonate
ion in aqueous solution as a dielectric medium employing
the electron correlated method with the generalized conductor-
like screening model indicated a slight effect of solvent on the
geometry compared with the gaseous state.”> An empirical force
field including the out-of-plane displacement of the carbon atom
within the carbonate ion was developed to investigate the phase
transition of calcite.”® This potential function was adopted by
increasing the stiffness of carbonate ion utilized in the classical
molecular dynamics (MD) simulation of calcium carbonate.”’
Recent investigations of the carbonate ion in aqueous solution
based on Car—Parrinello (CP) MD simulation discussed the
structural properties of the hydration shell without addressing
symmetry breaking.”®** The inclusion of an intramolecular
anharmonic force field in the classical MD simulation® and a
combined quantum mechanics/molecular mechanics (QM/
MM) MD simulation®" of hydrated nitrate ion presented a
splitting of V5 in agreement with the spectroscopic results. The
reference interaction site model self-consistent field spatial elec-
tron density distribution (RISM-SCE-SEDD) provided the evi-
dence of symmetry breaking for the carbonate in the isotropic
environment, while the planarity of nitrate anion was claimed.**
All of these results here motivated us to reinvestigate the
influence of hydration on the symmetry breaking and also the
characteristics of the hydration structures of both anions by a
contemporary ab initio simulation method.

Due to the limitations of conventional QM/MM methods to
study composite solutes due to the tedious task to construct
intermolecular potential functions accounting for the interactions
between each site of solute and water, we applied the ab initio
quantum mechanical charge field molecular dynamics (QMCF
MD) formalism®*** that has already been successfully employed
to investigate the structural and dynamical 3pr09perties of hydrated
sulfate,*>>® phosphate,*”*® perchlorate,””* bicarbonate,***!
and bisulfate* anions. The vibrational spectra of the anions in
water are evaluated from the velocity autocorrelation functions
(VACFs) to investigate the evidence of broken symmetry. The
structural properties for each hydration site and the whole
molecular shell were obtained via radial distribution functions
(RDFs) and coordination number distributions (CNDs). The
average number of hydrogen bonds (H-bonds) was also evalu-
ated for each coordinating site to clarify the actual coordination
of the solvent. The dynamics were characterized by ligand mean
residence times (MRTs). In addition, we evaluated structural and
dynamical properties by means of the molecular approach.****

”

B METHODS

The ab initio QMCF MD formalism has been summarized in
detail elsewhere.**** Due to the inclusion of an additional
quantum mechanically treated solvent layer zone located beyond
the first hydration shell of the solute species, the QMCF method
avoids the construction of potential functions between the solute
and the water molecules; that is, it evades a time-consuming and
sometimes hardly tractable task essential in the conventional
QM/MM MD formalism.*** The involvement of the point
charges of the atoms in the MM region with their changing
positions in the core Hamiltonian for the QM calculations is a

useful feature of the QMCF MD method with a perturbation
term,

MM
vV = 4

M=
M=

(1)

1 Ty

i=1j
where 7 is the number of atoms in the QM region, m is the
number of atoms in the MM region, q}MM is the partial charges of
these atoms according to the selected water model, and r;; refers
to the distance between a pair of particles in the QM (i) and MM
(j) regions. On the other hand, the dynamically changing charges
of QM particles, g2, determined by population analysis con-
tribute to the force on each atom j in the MM region as
Coulombic forces,

g g™

V,'}'

F]QM — MM _

it

(2)

As the conventional QM/MM MD formalism, the QMCF
MD method permits the migration of water molecules between
the QM and the MM region. For this process, one has to apply a
smoothing function,’

1

0 forr>ry,
2 2\2(,2 2 2
— + 2r°—3
S(f’) _ (roff r ) groff : ron) for fon << rgr
(roge — 720)
1 for r < rog

(3)

where r is the distance of a given solvent molecule from the
center of the simulation box, r.g is the radius of the QM region,
and r,, is the inner border of the smoothing region. The
formalism is applied to all atoms of molecules located in the
smoothing region, ensuring a continuous transition and change
of forces for these molecules according to

Fjsmooth _ F]MM + (F}a)’er _ FIMM) « 8(1‘) (4)
where F}ayer is the force actin%\don a particle j located in the (outer
QM) smoothing zone and F; M s the force acting on a particle
j in the MM region. In this context it has to be mentioned that
energy is not rigorously conserved, but the related error can be
considered very minor due to the short simulation time and the
large size of the quantum mechanical region.

The systems consisted of 496 water molecules with one
carbonate and one nitrate anion in the carbonate and nitrate
solution, respectively. Both solutions were represented by a cubic
box of 24.65 A with periodic boundary conditions. The density of
the simulation boxes was 0.997 g cm ™, that is, the experimental
value of pure water at 298 K. The simulation was performed in
the NVT ensemble using a general predictor-corrector algorithm
with a time step of 0.2 fs. The system temperature was main-
tained at 298.16 K by the Berendsen temperature-scaling
algorithm®® with a relaxation time of 100 fs. Although this tem-
perature-scaling algorithm requires, in principle, a long simula-
tion period to sufficiently describe the phase space, a large number
of successful publications of QMCF MD simulations®>~** in-
dicate that our simulation period of 10 ps is adequate to reproduce
the properties of hydrated ions well. The QM subregions, namely,
the core and layer zone, extended for the carbonate and nitrate
anions to 3.5 and 6.0 A and 3.5 and 6.8 A, respectively. The
structural and dynamical results obtained from our previous
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QMCEF MD studies®>~** have also indicated the Hartree—Fock
(HF) method to be a good compromise between accuracy and
affordable computational effort; thus the quantum mechanical
calculation was performed by the HF method with the Dunning
double-{ plus polarization (DZP)**° basis sets for hydrogen
and oxygen atoms of water molecules and the Dunning double-§
plus polarization and diffuse functions (DZP+)*"*° basis sets for
carbon, nitrogen, and oxygen atoms of the carbonate and nitrate
anions. Although HF and the methodical problems associated
with the thermostat probably leads to slightly underestimated
values, our previous study indicated that the associated errors are
probably within a 10% to 20% range.*” The thickness of the
smoothing region was chosen as 0.2 A, corresponding with the
smooth exchange of a water between the QM and MM regions of
the conventional QM/MM MD formalism.>' The values of r,,,
and r.gare 5.8 and 6.0 A and 6.6 and 6.8 A for the carbonate and
nitrate anions, according to the RDFs obtained from the equili-
brated simulations. The large size of the QM region ensures that
it is possible to neglect the interactions between the solute and
the solvent molecules in the MM region.*® The flexible BJH-CF2
water model®>>® was applied to calculate the interactions be-
tween pairs of water in the MM region, with the cutoff distances
of 3.0 and 5.0 A for non-Coulombic interactions between H
atoms and between O and H atoms, respectively. According to
the verification process by the water simulations in the develop-
ment of the QMCF MD formalism, this water model satisfied to
describe several microscopic and macroscopic properties of
water.*® The partial charges for oxygen and hydrogen atoms in
the water molecule according to this model are —0.65966 and
+0.32983. This water model supports the fully flexible geome-
tries of water molecules transiting between the QM and MM
region. The Coulombic interactions between the Mulliken charges
on the atoms within the QM region and the point charges of
water molecules according to the BJH-CF2 model are evaluated
providing an electrostatic description by a dynamically changing
field of point charges, which change according to the movements
of atoms inside the QM region and water molecules in the MM
region during the simulation. This ensures the continuous adapta-
tion of the Coulombic interactions to all polarization and charge-
transfer effects within the solute and surrounding solvent layers.>>**
In addition, the reaction field method combined with the shifted-
force potential technique were applied to account for long-range
electrostatic potentials and forces, with a spherical cutoff limit of
12.350 A. The systems were equilibrated with the QMCF MD
method for 50000 steps (10 ps), and a further 50000 steps
(10 ps) were collected as data sampling for analyzing the struc-
tural and dynamical properties. The average number of water
molecules in the QM region was 23.6 and 36.6 for the carbonate
and nitrate solution, respectively.

The structural and dynamical properties for the hydration
shell of carbonate and nitrate anions were evaluated in individual
and molecular manners. The molecular hydration shell of these
anions was constructed by the combination of all atomic hydra-
tion spheres of each anion. The coordinating site for each water
molecule to the anions was defined by searching for the shortest
distance between the oxygen atom of water molecule and each
atom within each anion.**** The molecular RDFs, molecular
CNDs, and molecular ligand MRTs for the hydration shell of
carbonate and nitrate anions are thus presented in this article. All
MRT values were evaluated by the direct method,>* counting the
water exchange processes between hydration shell and bulk. The
most appropriate time span to record a water displacement from

its original coordination sphere as an exchange process is 0.5
ps,***> which corresgonds to the average lifetime of a hydrogen
bond in the solvent.>®

The dynamical properties of a fluid system related to macro-
scopic transport coefficients can be evaluated from the VACFs,
and their Fourier transformations deliver the vibrational spectra
via normal-coordinate analysis.”” The normalized VACF, C(t), is

defined as

Ny

Zivj(ti)vj(t,- + t)

C(t) = N, N
NN Y, ¥ v (t)v;(t)
i

(5)

where N is the number of particles, N; is the number of time
origins t;, and v; denotes a certain velocity component of the
particle j. A correlation length of 2.0 ps was used to obtain the

power spectra with 4000 averaged time origins.

B RESULTS AND DISCUSSION

Structural and Dynamical Properties of CO5°~ and NO5 ™~
Anions. According to the dynamic movement of all atoms within
the systems throughout the simulation period, the averaged
geometric parameters such as bond distances, angles, and torsion
angles of carbonate and nitrate anions indicate the quality of the
selected theoretical level, HF/DZP+, for the QM calculations.
The C- and N-torsion angles were defined to investigate the
planarity of the solutes as the C—O(1)—0(2)—0(3) and
N—0(1)—0(2)—0(3) dihedral angles, respectively. The aver-
age C—O distances varying within 0.003 A are slightly longer
than those in the HCO3 ~ by 0.04 A,*° while the N—O distances
varying within 0.002 A are slightly shorter than those obtained
from the conventional HF/MM simulation of nitrate solution by
0.03 A*" These tiny deviations show the similarity of the bonds
within each anion. The bond and torsion angles were collected in
the form of angular distribution functions (AFDs). The average
bond angles around the center atoms again indicate the equiva-
lence of oxygens within each anion. The average C-torsion and
N-torsion angles with their deviation of 1° £ 4° and 0° £ 2°
reflect the planarity of both anions. Table 1 reports the averaged
geometric parameters with their statistical deviation obtained
from the QMCF MD simulation, comparing with those para-
meters obtained from various methods evaluated in the gas phase
and solution utilizing the polarizable continuum model (PCM) 38
Our geometry parameters were also compared with those
obtained from the reference interaction site model self-consistent
field (RISM-SCF) at the HF and B3LYP level with the 6-311+G*
basis set.*> The hybrid B3LYP exchange-correlation functional
coupling with the tzvp+ basis set™ was employed to verify the
interpretation of the spectra of photoelectron spectroscopy for
the HSO, ™~ ion,” and this was also applied to verify the theoretical
level in our previous work.** Thus, we again utilized this basis set
coupling with the Hartree—Fock (HF), B3LYP, and quadratic CI
calculation including single and double substitutions (QCISD)
levels to optimize the geometries of carbonate and nitrate in both
phases. The HF/DZP+ level was also employed to investigate the
effect of isotropic and uniform field generated by the PCM on the
geometries of both anions. The bond distances of anions in the
solution phase treated with PCM are shorter than those in gas
phase by ca. 0.01 A, whereas these averaged distances obtained
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Table 1. Structural Parameters for the Geometry of CO;>~ and NO;~ Ions Obtained from Averaging Their Distributions with

Their Variations

structural parameter

Cc-0(1) (A)
C-0(2) (A)
C-0(3) (4)
Z0(1)CO(2) (deg)
Z0(2)CO(3) (deg)
C-torsion (deg)

N-0(1) (4)
N—-0(2) (A)
N-0(3) (4)
ZO(1)NO(2) (deg)
Z0(2)NO(3) (deg)
N-torsion (deg)

QMCE MD

1.290 £ 0.035
1.287 £ 0.032
1.290 £ 0.035
120 &+ 4

120 £ 3
1+4

1.231 £ 0.023
1.232 £ 0.022
1.233 £ 0.025
120+ 3

120 £ 3
0+2

HF/DZP+ HEF/tzvp+ B3LYP/tzvp+ QCISD/tzvp+ RISM-SCF/6-311+G***
gas PCM gas PCM gas PCM gas PCM HF B3LYP
CO5*~
1.288 1.279 1.286 1.277 1312 1302 1314 1.303 1267 1.288
1.288 1.279 1.286 1.277 1312 1.302 1314 1.303 1.267 1.288
1.288 1.279 1.286 1.277 1312 1302 1314 1.303 1.267 1.288
120 120 120 120 120 120 120 120 120 120
120 120 120 120 120 120 120 120 120 120
0 0 0 0 0 0 0 0 7 8
NO;~
1232 1229 1231 1.228 1268 1265 1.270 1.268 1217 1.253
1232 1229 1231 1.228 1268 1265 1.270 1.268 1217 1253
1232 1229 1231 1.228 1268 1265 1.270 1.268 1217 1253
120 120 120 120 120 120 120 120 120 120
120 120 120 120 120 120 120 120 120 120
0 0 0 0 0 0 0 0 0 0

Table 2. C—O and N—O Distances within the CO;>~ (H,0),, and NO; (H,0),, Clusters Obtained from the Optimizations in the
Gas Phase at the HF, MP2, and CCSD Levels

HF MP2 CCSD
n X—0(1) X—0(2) X-0(3) X—0(1) X-0(2) X-0(3) X—0(1) X-0(2) X-0(3)
CO,>™
1 1292 1292 1273 1.325 1.325 1.302 1.319 1.319 1297
2 1279 1.296 1279 1.308 1.330 1.308 1.303 1.324 1.303
3 1.283 1283 1283 1313 1.313 1.313 1.308 1.308 1.308
NO;~
1235 1235 1223 1282 1282 1.269 1274 1274 1.259
2 1225 1.239 1227 1271 1.290 1271 1262 1282 1262
3 1230 1230 1230 1276 1276 1276 1267 1267 1.267

from the QMCF MD simulations affected by the explicit water
molecules are close to those obtained from the HF/DZP+
optimized geometries in the gas phase. To clarify this point, we
optimized each anion with one to three water molecules by
applying the DZP+ basis set on the atoms within each anion and
the DZP basis set on the H and O atoms in water molecules at the
HF, MP2, and CCSD levels. The C—O and N—O distances in
these small water clusters are listed in Table 2. Their average
binding energies are also shown in Table 3. It indicates that the
explicit waters with and without the electron correlation effect
also affects the bonds in both anions by reducing the distances as
in the PCM approach (cf. Table 1). Due to the intermolecular
interaction described by the electron correlation method, the
MP2 and CCSD levels give stronger binding energies than the
HF calculations. With increasing number of water molecules in
the system convergence of average binding energies from the HF
calculations to the higher methods is observed, especially for the
nitrate anion. There is evidence that the perturbation of the
Hamiltonian from the point charges in the QMCF MD formal-
ism improves the interactions within the solution, resulting in
elongated bond distances that are a good agreement with the

12530

Table 3. Average Binding Energies in kcal mol ! for CO;>"-
(H,0),, and NO; (H,0),, Clusters Obtained from the Opti-
mizations in the Gas Phase at the HF, MP2, and CCSD Levels

n HF MP2 CCSD
CO;>~

1 —34.9 —373 —36.8

2 —33.4 —35.5 —35.0

3 —322 —33.9 —33.4
NO;~

1 —139 —14.1 —14.2

2 —133 —13.5 —13.6

3 —127 —127 —12.8

C—Ocof1.3AandN—Oyina range from 1.21 £0.02 to 1.24 +
0.02 A, respectively, reported from the recent neutron diffraction
experiments of K,CO5%" and NaNO,"" solutions.

The C-torsion and N-torsion angles from the gas phase and
PCM calculations show the planarity of each anion, but the

dx.doi.org/10.1021/jp204809f |J. Phys. Chem. B 2011, 115, 125627-12536
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Figure 1. (a) Dihedral angle distribution of the torsion angles and
(b) Fourier transformation of the function of time for their angles; the black
and red solid lines refer to the C-torsion and N-torsion angles, respectively.

RISM-SCEF results indicate a symmetry breaking of the carbonate
anion.”” Although the average C-torsion obtained from the
QMCF MD simulations (1° & 4°) shows a slight removal of
the C atom from the molecular plane, it might be a consequence
of the limited number of geometries in the short simulation
period of 10 ps. It is interesting to investigate the possibility of the
symmetry breaking for both anions. According to the motion of
all atoms in the MD formalism, the center atoms also oscillate
during the simulation period. The ADFs in Figure la present a
higher flexibility of C-torsion (—14° to 16°) compared to the
N-torsion (—8° to 8°). The Fourier transformations for the
C-torsion and N-torsion as the function of time are shown in
Figure 1b, presenting two peaks situated at 927 and 967 cm™ ! for
the carbonate, and the peak at 953 cm ™' for the nitrate anion.
These values correspond to the out-of-plane deformation (V)
reported from Raman experiments at 884 and 832 cm ™' for the
carbonate and nitrate anions.'* The spectra in Figure 1b also
display small peaks with a low intensity at 1873 and 1930 cm '
for the carbonate and at 1910 cm ™" for the nitrate anion, cor-
responding to the Raman observations for the overtone of
the out-of-plane deformation (2v,) at 1764 and 1658 cm !
in carbonate'*'® and nitrate’®'”?" solutions, respectively. The
differences of v, frequencies between both anions and between
the atomic masses of C and N are small; thus the harmonic
motion and its force constant of C-torsion and N-torsion should
be similar. Whereas a significant difference of both anions is
observed, the range of C-torsion in Figure 1a is ca. two times that
of the N-torsion ADF. The agreements of QM calculations,
RISM-SCFs, and our QMCF MD simulation let us conclude that
the nitrate anion mostly retains its planarity in the solution. The
symmetric band of the N—torsion corresponds to an out-of-
plane displacement of N atom around 0°, implying the amplitude
of this oscillation in the QMCF MD simulation be 8°. The range
of the C-torsion covers the value of £7° reported from the
RISM-SCF/HF** and an oscillating amplitude of £8°, indicating
the occurrence of symmetry breaking for the carbonate anion in
solution during the simulation period.

Figure 2. Power spectra of (a) vy, (b) v, (c) v3, and (d) v, modes for
the Dy, symmetry of CO3>~ (black solid lines) and NO; ™~ (red solid

lines) anions.

One dynamical property, namely, the vibrational spectrum, is
an important property as it can be compared with the Raman (R)
and infrared (IR) data. The spectra calculated via VACFs from
the QMCF MD simulation require an assignment of the point
group to the solute. The nitrate anion has approximately identical
bond distances and planar geometry of D3, symmetry. Although
there is evidence indicating symmetry breaking for the carbonate
anion, we also assumed a molecular plane with the D, symmetry
for this anion due to a low barrier of the free energy surface (less
than S kcal mol ") obtained from the RISM-SCF calculations™
and a symmetric oscillation of the C atom throughout the
simulation period. Four fundamental modes of the D5, symmetry
will span the following representation:

I'(Dy) = 4| (R) + 2¢(R,IR) + a",(IR) (6)

These modes consist of the symmetric stretch, v,(a’,), the out-
of-plane deformation, v,(a",), the antisymmetric stretch, v;(e’),
and the in-plane deformation, v,(¢) modes. The power spectra
of these normal modes for the carbonate and nitrate anions
predicted by the QMCF MD simulations are displayed in
Figure 2, and the frequencies of peaks for each mode are listed
in Table 4.

The bands of v, in Figure 2b, showing a split peak for the
carbonate anion, have a similar pattern with the Fourier trans-
formations for the C-torsion and N-torsion as the function of
time in Figure 1b; however, the overtone peaks disappear in
the spectra obtained from the VACFs. This again confirms the
broken symmetry of the carbonate anion's molecular plane, while
the plane is still retained in the nitrate anion. The v3 and v,
are degenerate modes, presented by the dominant band with the
appearance of a minor band of another mode in the spectrum of
each mode. Furthermore, v, also appears as a minor peak of v,
according to a contamination of bond stretching in a vector
projection. The calculated v; and v, spectra with a band char-
acteristic interpreted as a reduction of symmetry to C,, or to
C,'%'" correspond to the dynamical motions of these anions
within the environment of explicit waters during the simulation
period. The frequencies of the solutes within the optimized
CO5* (H,0); and NO; ™ (H,0); clusters evaluated at the MP2
and CCSD levels are also listed in Table 4. MP2 and CCSD
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predict a lower v; of the carbonate anion than the experimental
value, reflecting an overestimated interaction of the solute with
water molecules. However, these correlated methods indicate a
weak interaction of nitrate anion with solvent resulting in a higher v,
than the Raman result. To further investigate the influence of
correlation in the liquid state was impossible, as the application of
these methods in the QMCEF simulations is beyond present
computational feasibility. All calculated frequencies obtained
without applying a scaling factor from the QMCF MD simula-
tions are h;gher than the values reported from the Raman
experiment'* by ~230 cm ™', We also calculated the frequencies
scaled with the factor 0.902 obtained from the correction of the
QMCEF MD results with the coupled-cluster singles and doubles
(CCSD) level.*® The scaled frequencies of carbonate anion are

Table 4. Vibration Frequencies (cm ') for Each Normal
Mode of CO;> and NO;~ Anions Evaluated by the VACFs of
QMCF MD Simulations, Given Scaled by the Factor 0.902°
in Parentheses

frequency (cm ™)

vi(a'y) va(a"2) v3(¢') v4(')

CO;*™
QMCF MD 1140 928, 961 1531 700
(1028) (837, 867) (1381) (631)
MP2 1026 841 1403 684
CCSD 1046 864 1432 692
exptl"* 1066 884 1385 684
NO;~
QMCF MD 1238 961 1580 782
(1117) (867) (1425) (70s)
MP2 1070 790 1529 712
CCSD 1088 821 1440 715
HF/MM MD*“?*! 1088 712 1401, 1441 709
B3LYP/MM MD**' 965 710 1237,1313 649
exptl™* 1048 832 1348 718

“The reported values are scaled by 0.9051. " The reported values are
scaled by 0.9614.

red-shifted by ~50 cm™ ', while the scaled v;, v, and v of the
nitrate anion are blue-shifted by ~80 cm ™" compared with the
experimental data."* The agreement of calculated frequencies,
especially the scaled values, for these modes with the experi-
mental data again shows the reliability of the QMCF MD
simulation to acquire dynamical properties of the solutes.>”**
Structural and Dynamical Properties of the Hydration
Shell. According to the preliminary equilibrations of system
boxes, their RDFs, or gaﬁ(r) , suggested that the boundary of QM
region should be selected as 6.0 and 6.8 A for the carbonate and
nitrate solutions. The larger QM size for the nitrate system is
caused by the weak interactions between the anion with its
hydration shell, resulting in a larger number of water molecules
within this region during the simulation period than in the case of
carbonate anion (ca. 13 molecules). The boundary of the
hydration shell from the C- -+ Oyer and N+« - Oyyeer RDFs is
located at 4.48 A and 4.74 A, respectively, which implies that the
hydration shell of the center atom extends from the terminal
oxygens to 3.19 and 3.51 A for the carbonate and nitrate anion.
The O(1), O(2), and O(3) atoms were assigned to represent the
coordinating sites for both anions producing the hydration shell
around each molecular solute. The individual RDF of each site
associated with its CND for both anions are displayed in Figure 3.
The height of g,s(fma) for the carbonate indicates a stronger
structure of the individual hydration shells than those of the
nitrate anion, agreeing with the results that the water molecules
form stronger hydrogen bonds with carbonate than nitrate anion
concluded from the neutron diffraction with isotopic substitution
(NDIS) of Cs,CO5 and CsNOj in aqueous solutions."” It is in
good agreement with average binding energies of the small water
clusters for the carbonate and nitrate anions calculated at the
various levels shown in Table 3, which also indicates the stronger
hydration shell of carbonate than that of nitrate anion. The first
peak of (site) * * * Oyyater RDFs for the carbonate anion situated at
2.70 A is in good agreement with those obtained from the first
classical MD for this anion (2.69 A),*” while the slightly shorter
(~0.06 A) peak of (site) * * * Hyarer RDFs from the QMCFE MD
simulation than those from the classical MD (1.78 A)*” reflects a
stronger hydrogen bonding caused by quantum effects. For the
nitrate anion, the first peak of (site) * * Oyqter RDFs from the
QMCEF MD simulation is slightly longer than those obtained

Figure 3. Individual RDF plots of (a) Oc—water and (b) On—water, which solid and dashed lines refer to the RDFs for the O and H atoms of water, for
CO;>" and NO; ™ anions, respectively. Hydration shell CNDs of each O sites within the (c) CO;>" and (d) NO; ™~ anions. The black, red, and blue
colors refer to the O(1), O(2), and O(3) atoms within each anion, respectively.
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Table 5. Characteristic Values of the Radial Distribution
Function g,4(r) for Each Site of CO;>~ and NO;~ Anions in
the Hydration Shell Determined by the QMCF MD
Simulation

coordinating site 71 (Ow)®  Fmin(Ow)®  Fmax(Hw)®  rmin(Hy)* 1
COs>

o(1) 2.70 372 171 238 41

0(2) 2.70 3.74 1.74 240 41

o(3) 2.68 3.87 172 230 46

surface 2.70 3.82 1.72 2.44 8.9
NO;~

o(1) 328 3.90 2.07 266 38

0(2) 3.08 3.76 1.99 282 34

0(3) 3.00 3.62 2.08 2.86 32

surface 3.02 3.72 2.08 2.88 7.9

@ #max and 7 are the distances of the maximum and minimum of 8up (r)
for the hydration shell in A, and 7 is the averaged coordination numbers
of the shell, respectively.

from the recent classical MD simulated NaN O, solution (2.83 A)."!
However, our results are in good agreement with the distances
obtained from the X-ray scattering measurements of 2.88,
287295, 286300, and 290295 for the NH,NO,, NaNO,*
AgNO3, and Rh(NO,);'" solutions, respectively. This again
indicates the reliability of individual hydration structures for both
anions obtained from the QMCF MD simulations. The indivi-
dual CNDs were evaluated based on the minimum of RDFs for
each site and are listed in Table 5. The range of averaged
coordination numbers (CNs) from 4.1 to 4.6 for the carbonate
also proves stronger interactions of each site with its hydration
shell than those of nitrate anion with the range of 3.2—3.8. The
observed small deviations of individual CNs are considered as
insignificant due to the short sampling time, which would not
cover all possible configurations. However, the individual CNs of
water molecules coordinating with each oxygen of nitrate anion
obtained from the QMCF MD simulation are larger than the
values of 1—2 molecules expected from the averaged CN of
5.9—9 from the X-ray scattering results."> For the carbonate
anion, no such experimental data have been reported yet.
According to the overlapping of all individual hydration spheres
in the anions, the direct sum of these CNs is unable to refer to the
molecular CN of solutes.”> We thus evaluated the molecular
RDFs and CNDs for both anions, utilizing the radius of hydration
spheres for each (site) * * * Oyarer RDF as the criterion to assign
the coordinating site for each water molecule®**** shown in
Figure 4. The density of water molecules presented in the molec-
ular RDFs was evaluated in the domain produced by the union of
spheres having the same radii, by assigning the coordination site
with the shortest distance among the values obtained from the
oxygen of water and each site within the solute. The molecular
CNDs were evaluated on the molecular domain, constructed by
applying the boundary obtained from the individual RDF for
each site of the solute.”> The characteristic values of molecular
hydration shells and their averaged CNs from the molecular
surface—water RDFs and CNDs are also listed in Table S. The
height of molecular RDFs indicates that the molecular hydrations
of both anions is well-defined with a more pronounced structure
than in the separate investigations of each hydration site. The
higher CNs of carbonate (12.8) and nitrate (10.4) anions from

Table 6. Average Number of Hydrogen Bonds for Each O Site
and Molecular Surface of CO5*~ and NO;~ Anions in the
Simulation Period

O(1) 0(2) 0(3) surface
CO327 2.5+06 23+0.7 22+07 7.0+ 1.1
NO; ™~ 1.6 £ 0.9 1.8 £ 09 1.8+ 1.0 52+ 14

the direct sum of individual CNs than in the corresponding molec-
ular CN, differing by 3.9 and 2.5 molecules, indicate the location
of waters in the intersection of the individual hydration spheres,
causing on overcountlng of CN as observed also i in the hydration
structures of sulfate,* bicarbonate,* and bisulfate™ anions. These
results support the possibility that the water molecules within the
molecular hydration shell are able to rapidly change the coordi-
nating site around the solute during the simulation period. The
molecular CN of 7.9 for the nitrate anion is in excellent agreement
with the accepted experimental data (5.9—9),"> and hence the
molecular CN of 8.9 produced for carbonate anion appears reliable
as well.

To clarify the dynamical change of the water molecules be-
tween coordination sites, the number of H-bonds can be taken as
a measure for the actual contacts between solute and hydrating
water molecules, also 1nd1cat1n§ possible migrations of available
extra molecules to other sites.” Since the definition of H-bond
has been expressed by two different ways, namely, by energetic
and geometric criteria,*>®* we utilized the structural crlterlon
depending on the cutoff parameters (distances Rﬁ{)o and Roo;
and angle q) ))in analogy to water-dimethyl sulfoxide mixtures®
and our previous studies.*"** The cutoff distances R and RS
for each oxygen site were obtained from the correspond1n§
((site) * * *Hypater and (site)* * - Oyater) RDFs. The angle q)
was set to 30°.°° The average numbers of H-bonds for the
carbonate and nitrate anions are listed in Table 6. The average
H-bond numbers for the molecular hydration (or the surface)
was calculated by averaging the summation of all H-bonds in each
time step over the simulation period. The equivalence between
the direct sum of each site and the surface values shows the
formation of H-bond between the water molecule and the
coordinating site ratio as 1:1, resulting in the actual CN for the
carbonate (7.0) and nitrate (5.2) anions. These H-bond data
compared with the molecular CNs (8.9 and 7.9 for the carbonate
and nitrate anion, respectively) also point at some extra water
molecules located in the molecular hydration shell of carbonate
(~2) and nitrate (~3) anions without forming H-bonds to the
solutes, readily changing the coordinating site, and representing a
weaker hydration. The smaller number of extra waters for
carbonate compared to nitrate also indicates a stronger hydration
structure of the former than the latter anion. It is obvious that the
molecular charge also affects the number of H-bonds formed to
each oxygen site, resulting in this stronger hydration structure of
carbonate compared to nitrate (also see Figure 4) as concluded
also from the NDIS experiment."

The dynamics of water molecules within the hydration shell of
both anions were analyzed by the ligand MRT evaluated by the
direct method,** dividing the average number of water molecules
within the hydration shell throughout the simulation time by the
number of exchange events with two time parameters, t* = 0.0
and 0.5 ps, corre. ;)ondlng to all displacements and to sustainable
exchange events.” MRT values for all coordinating sites of both
anions are listed in Table 7, compared with the data of pure water
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Figure 4. Molecular RDF plots of (a) CO;>~ and NO; ™ anions obtained from the QMCF MD simulation evaluated by means of the combination of
spheres; solid and dashed lines refer to the RDFs for the O and H atoms of water, respectively. The molecular hydration shell CND of (¢) CO5>~ and

(d) NO; ™ anions is shown.

Table 7. Mean Ligand Residence Time 7 (ps), Number of
Accounted Ligand Exchange Events N, and Total Number of
Processes Needed for One Successful Water Exchange R,
Obtained from the QMCF MD Simulations

t*= 0.0 ps t“= 0.5 ps

Ny N/10ps" 29 N “N&/10ps’ o R

CO;>~
o(1) 29 170 025 16 27 156 6.3
0(2) 30 195 022 17 27 158 7.2
0o33) 32 222 022 14 23 2.08 9.6
surface 40 171 0.53 26 39 2.31 44
NO;~
o(1) 30 206 0.19 14 37 104 56
o) 27 155 023 15 36 098 43
0@3) 27 176 0.8 12 33 099 53
surface 35 245 0.32 22 44 1.81 5.6
H,0° 2695 02,°%0.33% 24%* 1751515 11.2%*
H,O 13 02/,055%¢ 200 13 6.5

“Number of ligands involved in the MRT evaluation according to the
value of #*. * Number of accounted exchange events per 10 ps lasting at
least 0.0 and 0.5 ps, respectively. “Mean residence time determined by
the direct method>* in picoseconds. ¢ Average number of processes
needed for one successful ligand exchange. Values obtained from a
QM/MM-MD simulation of pure water ***% in picoseconds. / Unpub-
lished results: values obtained from a QMCF MD simulation of pure
water in picoseconds.

simulations.>*>® The number of involved ligands (Nj,,) repre-
sents the coordination of water molecules with the evaluated site
in the criterion of t*, while the number of accounted exchange
events (N,,) accumulates the exchange processes of Nj,, through-
out the simulation period. The carbonate has a greater total
number of individual and molecular N, than the nitrate anion,
corresponding to the stronger hydration structure and larger
CNs of the former as discussed from the RDFs and CNDs. The
greater value of the total individual Nj,, than the molecular N,
includes the movements of waters among the coordinating sites

in the molecular hydration shell. The difference value between
the total N> and the molecular N%> implies that the migrations
of water molecules between the coordinating sites were 38 and
62 processes (approximately half of the exchange events) for
carbonate and nitrate, respectively, similar as for the HCO; *°
and HSO, ** anions. The lower molecular N,, of carbonate
again indicates the stronger hydration shell than that of nitrate.
The standard relaxation time used in the direct method with
t* = 0.5 ps leads to the MRT of water ligands at the coordinating
sites, while the hydrogen bond lifetimes can be estimated with
t* = 0.0 ps.*”** Our MRT results compared with the simulations
of pure water>*>* classify carbonate as a structure-making anion,
while the nitrate anion presents a more complicated situation.
The individual MRTs of nitrate anion present a higher mobility
of water molecules than those in pure water as reported in the
previous conventional QM/MM MD study,>" while the mole-
cular data indicate a stronger hydration structure. Thus, we can
classify the nitrate anion as a weak structure-maker as a whole,
but with local structure-breaking ability near the coordination
sites. The number of processes needed for one successful water
exchange, R,,, being the ratio of N0 to N%3 for the carbonate
anion also shows such peculiar processes, according to the
significant difference between the individual and molecular R.,.
The R, for the interchanging of coordinating site within the
molecular hydration shell was 10.9 and 4.7 for carbonate and
nitrate, respectively, reflecting the ease of migration for the water
ligands within the hydration shell of the latter.

B CONCLUSION

The aqueous solutions of carbonate and nitrate anion were
simulated with the QMCF MD methodology to obtain structural
and dynamical properties not only of their hydration shells, but
also of the anions themselves. Our results give sufficient evidence
of symmetry breaking from Ds;, to a lower degree, while the
nitrate anion seems to retain its planar structure. These results
are also supported by the RISM-SCF-SEDD data.>* The vibra-
tional spectra obtained from the VACFs are in good agreement
with the experimental observations,"* "' again indicating the
validity of vector projections in the normal mode analysis. We
also presented the correlation between the power spectrum of
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the torsion angle—time functions and the out-of-plane (v,)
mode, showing a new possibility to obtain the vibration spec-
trum without the evaluation of VACFs. A good agreement of
(site)* * * Oyater RDFs was achieved with the X-ray scattering
data for nitrate,” '° indicating the accuracy of QMCF MD
simulations to acquire the hydration structure of solutes as in
previous studies.”>>”**** Although such experimental data for
the carbonate anion are missing to be compared with our results,
the hydration structure of this anion is also assumed as reliable.
The molecular approach**** was applied to investigate the
structural and dynamical properties for both anions. It indicates
the location of water molecules within the intersection volumes
of individual hydration spheres of both anions. The number of
H-bonds shows the molecular hydration shell of anions consist-
ing of the actual bound and extra water molecules readily migrating
from one coordinating site to be other. The smaller number of
such extra water for carbonate (~2) than for nitrate (~3) reflects
the stronger hydration structure of the former, which is also
confirmed by the MRTs for individual sites and the molecule as a
whole. While carbonate is a structure-making anion, the individual
MRTs of nitrate anion present a structure-breaking property, while
the molecular value lets it appears as a weak structure-maker.
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ABSTRACT: The aqueous solutions of bisulfite (SO;H™) and
sulfonate (HSO3) were simulated by the ab initio quantum
mechanical charge field molecular dynamics (QMCF MD)
formalism. All superimposed trajectories for the atomic
coordinates of solutes with three-dimensional alignment here
illustrated the reactivities of the ions. Power spectra were
evaluated on the basis of the velocity autocorrelation functions
(VACFs) with the normal-mode analysis, presenting a higher
frequency of the symmetric SO; deformation (5,(SO;)) than the
asymmetric SO; deformation (6,,(SO;)) modes for the sulfonate
ion. The different influence of solvent on the frequency of the
O—H and S—H stretching suggests a higher stability of hydrated

sulfonate ion. The bisulfite shows a slightly stronger molecular hydration shell than the sulfonate ion with the average number of
ion—solvent hydrogen bonds (H-bonds) of 5.3 and 5.0, respectively. Extra water molecules within the molecular hydration shell
are found for bisulfite (1.2) and for sulfonate (1.6). The mean residence times for the water ligands classify each ion as a structure
maker, while the S—H bond within the sulfonate ion displays a hydrophobic behavior. No tautomerization was observed within

the simulation period.

B INTRODUCTION

The man-made emissions of sulfur dioxide (SO,) in the
atmosphere are one of the serious air pollutions;1 however, the
winemaking process uses SO, to inhibit the growth of
indigenous yeasts and contaminating bacteria, and suppress
the formation of quinones.” The first protonation of dissolved
SO, in water produces two tautomeric forms, namely bisulfite
(SO3H™) and sulfonate (HSO3) ions, identified by ultraviolet
absorption® and Raman*® studies. For the former, the proton
attaches to one oxygen atom, whereas the hydrogen in the
latter binds to the sulfur atom. The characterization of both
ions was reported in many IR and Raman experiments.4_9
Risberg et al. assigned seven and six frequencies for the bisulfite
and sulfonate ion, respectively, via the Raman investigation of 1
M NaHSO;, at pH 3.9.° They also assigned the frequency of the
symmetric SO; deformation (§,(SO;)), lower than the
asymmetric SO; deformation (5,,(SO;)), to the sulfonate ion,
while the inclusion of the sulfur isotope effect® suggested a
reversed order. Varying assignments for the O—H stretching
mode of the bisulfite ion were also reported from Raman
experiments.7_9 A recent FTIR spectroscopy in conjunction
with a laminar flow-tube and the scanning mobility particle sizer

-4 ACS Publications  © 2012 American Chemical Society

measurements was also unable to assign the frequency to all
normal modes for both ions.”

The oxygen-17 NMR spectroscopy reported the equilibrium
quotient for the isomerization reaction between bisulfite and
sulfonate ions (Q = [SO;H™]/[HSO3]) to be 4.9 + 0.1 at 298
K in solutions of ionic strength 1.0 m,"® while the sulfur K-edge
XANES experiment at the total concentration of 0.05 M
without ionic medium gave this value as 2.6 + 0.5.% Baird and
Taylor'" utilized the single-determinant SCF with a small basis
set obtaining a more stable sulfonate than bisulfite ion by $ kcal
mol™!, while the superior MC-SCF with double-{ basis set
predicted the bisulfite to be the more stable isomer.'* The MP2
and MP4 calculations with a 6-31++G(d,p) basis set reported a
higher stability of the bisulfite by approximately 8 kcal mol™
compared to the sulfonate ion in the gas phase.'” The
theoretical results including small water clusters also indicated
that the bisulfite ion is more stable than the sulfonate ion."*
Calculations at the G2 and G2(MP2) level with the inclusion of
multiple polarization functions on the sulfur atom indicated
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that the sulfonate ion is more stable than the bisulfite ion by
approximately 4 and 5 kcal mol™" in the gas and aqueous phase,
respectively.”> Otto et al. also concluded a more stable
sulfonate ion in the gas phase.'® The bisulfite with the C,
symmetry has two conformations, namely cis- and trans-SO;H™,
in which the O—H bond is located bisecting and opposite the
2080 angle, respectively.'> Both C, conformations are the
transition state in the gas phase according to the negative
eigenvalue in their calculated Hessian matrices; however, the
trans-SO;H™ has a higher energy than the cis-conformer by
about 5 kcal mol™."* Voegele et al. proposed a mechanism of
tautomerization from the bisulfite into the sulfonate ions
through the trans-SO;H™."”

According to the coexistence of bisulfate and sulfonate ions
in equilibrium solutions and other variety of sulfite(IV)
species,"”®'* their hydration structure has never been
characterized in any experiments. Within a computer
simulation, we set up aqueous solutions of bisulfite and
sulfonate ions to acquire the structural and dynamical of these
solutes and their respective hydration shells by means of an ab
initio quantum mechanical charge field molecular dynamics
(QMCF MD) formalism'®" to compare the stability for both
ions in the environment of explicit water molecules. We
evaluated the vibrational frequencies for all normal modes of
both ions based on a precise vector analysis, and also
investigated the role of water molecules within the hydration
shell on the strength of chemical bonds.

B METHODS

In order to investigate the structural and dynamical properties
of solutes and their hydration shell, we have applied the ab
initio quantum mechanical charge field molecular dynamics
(QMCF MD) formalism."®'® This method avoids the
construction of potential functions between the solute and
water molecules in bulk by extending the quantum mechan-
ically treated solvent layer beyond the first hydration shell of
the solute species, resulting in negligible non-Coulombic
interactions between the solute and bulk water.””>* The
involvement of the point charges of the atoms in the molecular
mechanical (MM) region with their changing positions in the
core Hamiltonian for the quantum mechanical (QM)
calculations is a valuable feature of this method with a
perturbation term as

o gMM

V' = Z Z ]r

i=1 j=1 j (1)
where 7 is the number of atoms in the QM region, m is the
number of atoms in the MM region, qfv[M is the partial charges
of these atoms according to the selected water model, and r;
refers to the distance between a pair of particles in the QM (i)
and MM (j) regions. On the other hand, the dynamically
changing charges of QM particles, g2, determined by
population analysis contribute to the force on each atom j in
the MM region as Coulombic forces,

QM. MM

9
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The QMCF MD method permits the migration of water

molecules between the QM and MM region by including a
smoothing function,**

1 forr <r,,
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where r is the distance of a given solvent molecule from the
center of the simulation box, r g is the radius of the QM region
and r,, is the inner border of the smoothing region. In this way,
one applies this function to all atoms of molecules located in
the smoothing region to ensure a continuous transition and
change of forces for these molecules according to

smooth __ MM layer MM
F; =F" + (Fi - F ) x S(r) (4)

where F" is the force acting on a particle j located in the
(outer QM) smoothing zone and F;MM is the force acting on a
particle j in the MM region. In this context, it has to be
mentioned that energy is not rigorously conserved, but the
related error due to the short simulation time and the large size
of the QM region can be considered extremely minor.

The systems consisted of 495 water molecules with one
bisulfite and one sulfonate anion in the bisulfite and sulfonate
solution, respectively, in a cubic box of 24.66 A with periodic
boundary condition. The simulations performed in the
canonical ensemble using a general predictor-corrector
algorithm with a time step of 0.2 fs. We applied the Berendsen
temperature-scaling algorithm® to maintain the temperature of
systems at 298.16 K with a relaxation time of 100 fs. Although
this temperature-scaling algorithm requires, in principle, a long
simulation period to describe the phase space sufficiently, a
large number of successful publications of QMCF MD
simulations®*™** indicate that the simulation period of 10 ps
is adequate to reproduce the properties of hydrated ions well.
The density of the simulation boxes was 0.997 g cm™, as the
experimental value of pure water at 298 K. The QM subregions,
namely the core and layer zones, extended for both bisulfite and
sulfonate anions to 3.5 and 6.0 A, respectively. The structural
and dynamical results obtained from previous QMCF MD
studies’*™* have also indicated the Hartree—Fock (HF)
method to be a decent compromise between accuracy and
affordable computational effort; thus, we also utilized the
quantum mechanical calculation at the HF level with the
Dunning double-{ plus polarization (DZP)**** basis sets for
hydrogen and oxygen atoms of water molecules and the
Dunning double-{ plus polarization and diffuse functions (DZP
+)**3> basis sets for hydrogen, oxygen, and sulfur atoms of both
bisulfite and sulfonate anions. Although HF and the methodical
problems associated with the thermostat probably led to
slightly underestimated values of H-bond energies, the
associated errors are probably within a 10% range.*® The
thickness of the smoothing region was 0.2 A with the values of
Ton and r.g respectively as 5.8 and 6.0 A, according to the radial
distribution functions (RDFs) obtained from the equilibrated
simulations. In QMCF MD formalism, we utilized the flexible
BJH-CF2 water model®®*” to calculate the interactions
between pairs of water in the MM region, with the cutoff
distances of 3.0 and 5.0 A for non-Coulombic interactions
between H atoms and between O and H atoms, respectively.
This water model supports the fully flexible geometries of water
molecules transiting between the QM and MM region and uses
the partial charges for oxygen and hydrogen atoms of —0.65966
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and +0.32983, respectively. The Coulombic interactions
between the Mulliken charges on the atoms within the QM
region and the point charges of water molecules according to
the BJH—CF2 model provide electrostatic forces described by a
dynamical field of point charges, which vary according to the
movements of atoms inside the QM region and water
molecules in the MM region during the simulation. This
ensures the continuous adaptation of the Coulombic
interactions to all polarization and charge-transfer effects within
the solute and surrounding solvent layers."®'® In addition, the
reaction field method combined with the shifted-force potential
technique accounted for the long-range electrostatic potentials
and forces within the systems, with a spherical cutoff limit of
12.350 A. We equilibrated the systems with the QMCF MD
method for 50,000 steps (10 ps), and collected further 50,000
steps (10 ps) as data sampling for analyzing the structural and
dynamical properties. The average number of water molecules
in the QM region was 24.7 and 23.6 for the bisulfite and
sulfonate solution, respectively.

In this work, we evaluated the structural and dynamical
properties for the hydration shell of bisulfite and sulfonate
anions in both individual and molecular manners such as the
molecular RDFs, molecular coordination number distributions
(CNDs), and molecular ligand mean residence times (MRTs).
The definition of the molecular hydration shell is the
combination of all atomic hydration spheres for each anion,
producing the molecular domain.® The coordinating site for
each water molecule to the anions is the shortest distance
between the oxygen atom of a water molecule and each atom
within each anion.*"** We calculated all MRT values on the
basis of direct method,*” counting the water exchange processes
between hydration shell and bulk. The most appropriate time
span to record a water displacement from its original
coordination sphere as an exchange process is 0.5 ps,>”*
which corresponds to the average lifetime of a hydrogen bond
in the solvent.*'

The velocity autocorrelation function (VACF) is one method
to evaluate the dynamical properties of a fluid system related to
macroscopic transport coefficients, and its Fourier trans-
formation yields the vibrational spectrum via normal-coordinate
analysis.*” The definition of normalized VACF, C(t), is

B PADINTOHCERD
NN T N vt (t) (s)

where N is the number of particles, N, is the number of time
origins ¢, and v; denotes a certain velocity component of the
particle j. A correlation length of 2.0 ps was used to obtain the

power spectra with 4000 averaged time origins.

C(t)

B RESULTS AND DISCUSSION

Structural and Dynamical Properties of Solutes.
According to the molecular dynamics protocol, all atoms in
the simulation box move along the gradient of forces during the
simulation period. Thus, average internal coordinates such as
bond distances, angles, and dihedral angles are suitable to
represent the geometry of bisulfite and sulfonate ions obtained
from the QMCF MD simulations. Nine structural parameters
with their statistical deviation used to construct each average
geometry of ions are listed in Table 1 and their geometries
shown in Figure 1. All S—O distances are shorter than those
within SO3~ of 1.53 A obtained from QMCF MD and LAXS.*

Table 1. Nine Structural Parameters for the Geometry of
SO;H™ and HSO;™ Ions Obtained from the Averaging of
Their Distributions with Their Variations

SO;H™ HSO3
structural parameter structural parameter
S—0(1) (A) 1.50 + 0.03 S—0(1) (A) 1.47 + 0.03
$—0(2) (A) 1.50 + 0.03 S—-0(2) (A) 1.47 + 0.03
S—-0(3) (A) 1.63 + 0.04 S—0(3) (A) 1.46 + 0.02
0O(3)-H (A) 0.98 + 0.03 S-H (A) 1.33 + 0.04
£20(1)SO(3) (deg) 102 + 4 £0(1)SO(2) (deg) 112 +3
£0(2)SO(3) (deg) 102 + 4 £0(2)S0O(3) (deg) 112 + 3
£SO(3)H (deg) 119 + 7 £0(1)SH (deg) 106 + 3
0(1)S0(3)0(2) —-111 £ 3 0(2)SO(1)H 116 + 3
dihedral (deg) dihedral (deg)
0(2)SO(3)H 52 + 67 0(3)S0(2)0(1) —128 + 4

dihedral (deg) dihedral (deg)

Figure 1. Average geometries of (a) bisulfite (SO;H™) and (b)
sulfonate (HSO;") ions obtained from the QMCF MD simulations.

Remarkableness is the large variation of the O(2)SO(3)H
dihedral angle of 67° within the bisulfite ion, while other angles
vary within 7°. However, the interpretation of the data only
from the statistical distribution has some limitation. The
visualization of the solutes in the simulations period provides
more details, but the large number of configurations realized in
the dynamics require a specific analysis. Thus, we utilized the
superimposed configurations with the three-dimensional (3D)
alignment by using the contravariant transformation, represent-
ing the dynamical motions of bisulfite and sulfonate ions shown
in Figure 2. We defined new basis vectors via the facet
constructed from three oxygen atoms for each trajectory
configuration. The z-axis is the unit normal vector of the facet,
while the unit vector of the vector sum between two vectors of
vertices defines the x-axis. The y-axis is the unit normal vector
of the cross product between the z- and x-axes. Figure 2a shows
the ease of rotations for the hydrogen atom around the S—
O(3) bond in bisulfite ion, while Figure 2b presents small

motions for all atoms in the sulfonate ion. The small diffusion
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Figure 2. All superimposed trajectories for the coordinates of (a)
bisulfite (SO;H™) and (b) sulfonate (HSO;") ions with 3D alignment
obtained from the QMCF MD simulations. The yellow sphere is the
sulfur, red spheres are the oxygen, and blue points are the hydrogens.

of motions for the sulfonate ion indicates a higher kinetic
stability of the interaction with its hydration shell than the
bisulfite ion, consisting of the active hydrogen atom, rotating
around the O(3) atom. These data agree with the XANES
results that the number of sulfonate ions increased with
increasing temperature.® According to the proposed mechanism
of tautomerization by Voegele et al,,'” the hydrogen atom of
SO;H™ aligned in the trans-conformer yields the sulfonate ion.
This conformer is the transition state in the gas phase,
according to its single negative eigenvalue in its calculated
Hessian matrix. We also performed G3(MP2) calculations** in
the polarizable continuum model (PCM) on the trans-
conformer by using the Gaussian03 package,* obtaining all
positive eigenvalues of the calculated Hessian matrix. This
reveals the role of solvent to stabilize the energy of trans-
SO;H™, providing the suitable arrangement of water cluster for
the tautomerization process.'” However, the local minimum for
the rotamer of SO;H™ ion is located in between the cis- and
trans-conformers. Its low probability apparently is not sufficient
to observe on isomerization reaction within the short time-span
of the simulation. In order to investigate the probability of the
rotation for the hydrogen atom of bisulfite ion, we defined a
new dihedral angle, namely H—O(3)—a—S, where a is the
center of the facet constructed from three oxygen atoms,
presenting the cis- and trans-SO;H™ by +180° and 0°
respectively. This angle distribution clarified the ratio of
conformers by the rotational ability of the hydrogen atom
around the S—O(3) bond throughout the simulation period
shown in Figure 3. The active forms of bisulfite tend to be the

11501
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Figure 3. Angle distribution of the O(2)SO(3)H dihedral angle in
SO;H™ ion.

trans-conformer having the H—O(3)—a—S angle in the range
from —90° to 90° to be only 12.23%, indicating a reduced
probability of conversion to the sulfonate ion based on the
proposed mechanism by Voegele et al.'” This agrees with the
equilibrium quotient obtained from the experiments, specifying
an excess of bisulfite ion over the sulfonate ion.*'°

One dynamical property of the solutes obtained from the
QMCF MD simulations comparable to the infrared (IR) and
Raman (R) data is the vibrational spectrum. According to the
dynamical motions of all atoms within the bisulfite ion, its
symmetry is the C; consisting of nine vibration modes. We
analyzed the normal modes by separating the ion into three
bases such as (SO,), (SO,)—(0*), and (SO,0)—(H) models.
The (SO,) part comprises two equivalent S—O bonds assigned
with the C,, symmetry consisting of three modes, namely
symmetric SO, stretching (24(SO,)), asymmetric SO, stretch-
ing (,,(SO,)), and SO, bending (6(SO,)). The addition of an
oxygen atom to the first part produced the (SO,)—(0*) model
having three additional vibrational modes, defined as S—OH
stretching (¥(S—OH)), S—OH bending, and S—OH out-of-
plane bending. These two bending modes equal the SO,
wagging (w(SO,)) and SO, twisting (7(SO,)) modes,
respectively, assigned in other works.**® The last three
modes, namely O*—H stretching (v(O*H)), S—O*-H
bending (6(SO*H)), and S—O*—H wagging (w(SO*H)),
occur when attaching the hydrogen atom producing the
(S0,0)—(H) model. Figure 4 displays the defined vectors
for all normal modes of the bisulfite ion, and all power spectra
are displayed in Figure 5. On the other hand, the sulfonate ion
in C;, symmetry, also having nine modes, will span into two
types of symmetry species as the following representation:

['(Cy,) = 3a,(R, IR) + 3e(R, IR) (6)

predicting only six bands with three of them becoming doubly
degenerate modes. Figure 6 presents all power spectra of the
sulfonate ion. All frequencies evaluated from the QMCF MD
simulations for both ions are shown in Table 2, also presenting
the scaled values in parentheses with the factor of 0.902
obtained from the correction with the coupled-cluster singles
and doubles (CCSD) level.”” Three calculated frequencies
(without scaling) of the (SO,) model for the bisulfite ion are
higher than the data from the Raman® and FTIR® experiments
within 80 cm™!, while the scaled values around 50 cm™" are too
low. The v(S—OH) is a simple mode as shown in Figure 4,
obtained from the projection of velocity for the O(3) atom
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Figure 4. Defined vectors of the normal modes for the SO;H™ ion in
the C, symmetry.

Figure 5. Power spectra of (a) (SO,) model (black, red, and blue solid
lines refer to 14(SO,), 1,(SO,), and 5(SO,), respectively), (b)
(8SO,)—(0*) model (black, red, and blue solid lines refer to v(S—
OH), w(S0,), and 7(SO,), respectively), and (c) (SO,0)—(H) model
(black, red, and blue solid lines refer to v(O*H), §(SO*H), and
®(SO*H), respectively).

onto the S—O(3) vector. The calculated frequency for this
mode supports the assignment by Connick et al.> at 730 cm™.
The values of more sophisticated modes, @(SO,) and 7(SO,),
agree with the Raman data reported by Risberg et al,® again
indicating a good quality of vector analysis for the normal
modes. The spectra of the OH group present very broad bands,
due to the different orientation of the O(3)—H bond for each
time origin producing the mixed modes as the previous results
of HSOj ion.*®> We subtracted one spectrum of O(3)—H from
five other spectra, the rest being two modes of (SO,0)—(H)
including three modes from the (SO,)—(0*) model, to clarify

Figure 6. Power spectra of (a) (SH) mode, (b) 1,(SO;), v,(SO;),
and 6(SH) modes (represented via a black, red, and blue solid line,
respectively), and (c) §,(SO;) (black solid line) and §,(SO;) (red

solid line) modes.

the location of the peak for each mode. Figure 7 shows three
isolated spectra, obtained from the procedure. The character-
istic of the isolated spectrum for v(O*H) has still the broad
band, found in the region of 3486—3974 cm™, while the
remaining two spectra display the same pattern with two main
peaks. There are two main peaks of the §(SO*H) spectrum
located at 309 and 880 cm™ and of w(SO*H) at 570 and 1091
em™L. To our knowledge, these two modes have never been
assigned in the spectra obtained from the experiments.”’
According to an ambiguous assignment of v(O*H) mode,” ™’
we again clarified the characteristic frequency of this mode by
investigating the influence of water molecules in the hydration
shell of the hydrogen atom with a method similar to that used
for the bicarbonate ion.>* We evaluated the number of H-bonds
between the hydrogen atom of bisulfite ion and water
molecules within its hydration shell during the simulation
period shown in Figure 8a, according to the geometric
criteria.*>*” Two short time periods, 1.9—4.4 ps and 4.5—7.0
ps, were selected to evaluate the power spectra of the v(O*H)
mode without and with the effect of H-bonds, respectively. The
spectrum without the effect of H-bonds has a strong peak
located at 3828 (3453) cm™ and a weak peak at 3762 (3393)
cm™!, while the main peaks of the spectrum with the H-bonds
are red-shifted to 3746 (3379) and 3648 (3290) cm™’. The
weak peak located at 3518 (3173) cm™ also occurs in the latter
spectrum, revealing the interaction between the hydrogen atom
and water molecules.

The power spectrum of the (SH) mode in the sulfonate ion
displays a split peak, and we again analyzed the influence of
hydration shell with the geometric criteria of H-bonds***’
between S—H and oxygen of water shown in Figure 8b. A
stronger interaction with solvent molecules is found in the time
period of 0.5-2.5 ps, while between 4.6 to 6.6 ps fewer
interactions are registered. The spectrum of the (SH) mode in
each period presents the single strong peak at 2915 and 2867
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Table 2. Vibration Frequencies (cm™") of Peaks for Each Normal Mode of SO;H™ and HSO;™ Ions Evaluated by the VACFs of
QMCF MD Simulations, Given As Values Scaled by the Factor 0.902>” in Parentheses

SO,H™ HSO3

vibration mode® QMCE MD Raman and IR vibration mode® QMCE MD Raman and IR
1,(SO,) 1108 (999) 1053%, 1050° v(SH) 2867, 2932 (2586, 2645) 2535, 2573
1,(S0,) 1173 (1058) 1095® 1,(S0;) 1124 (1014) 1025%, 1030°, 1038"
5(S0,) 619 (558) 582% 5,(50;) 651 (587) 496°, 626"
v(S—OH) 831 (750) 1082°, 1090°, 7307 1,(SO;) 1303 (1175) 1210%, 1180°, 1250
»(S0,) 440 (397) 378 5(SH) 1238 (1117) 1126%, 1120°, 1122°
7(SO,) 603 (544) 432F 5,,(S0;) 521 (470) 648%, 509"
v(O*H) 3648, 3762 (3290, 3393) 3145%, 3247°, 3622¢
5(SO*H) 309 (279)
®(SO*H) 570 (514)

“Notation of vibration modes: stretching (v); bending (5); twisting (z); wagging (@); symmetric (subscript s); asymmetric (subscript as). “Raman
g g § gging ym! p Y p

data of 1 M NaHSO; at pH 3.9.2 “FTIR data of 1 wt % SO, H,O. d

Raman data of a dilute solution of bisulfite in 1 M NaClO, solution at 25 °C.°>

“Attenuated total internal reflection (ATR) data of aqueous SO, solution at —10 °C.” Raman data of CsHSO,.°

Figure 7. The isolated spectra of v(S—OH) (black solid line), @(SO,)
(red solid line), and 7(SO,) (blue solid line) modes for the (SO,)—
(O*) model.

Figure 8. Number of hydrogen bonds between the hydrogen of (a)
bisulfite and (b) sulfonate ion and water molecules evaluated by the
geometric criteria®”*” during the simulation period, utilizing short time
periods to investigate the effect of H-bonds on the v(O*H) and
v(SH) frequencies. The selected short time periods with and without
the effect of H-bonds are represented by red and green boxes,
respectively.

cm™! with and without the effect of water molecules,

respectively, specifying a peculiar property of the S—H bond
induced by the hydration shell. Steudel et al. reported the blue-
shifted feak of v(SH) by increasing water molecules in a small
cluster.*® Thus, we also investigated the influence of water on
the S—H bond with a small model, containing one water
molecule interacting on the hydrogen atom of sulfonate ion.
HF, MP2, and QCISD calculations with the same basis sets of
the QMCF MD simulations were performed on the system
with a constrained distance of Sgnate’ " Owater from 3.50 to 4.50
A by a step of 0.1 A solvated in the PCM, by using the Gaussian
03 package.* Figure 9 shows the changing distances of the S—

Figure 9. The function between the relative S—H distance with its
optimized distance in a single ion calculation at the same theoretical
level (Adg_y;) and the distance of Syypae Owater (dSsulms..,owm)
calculated at the HF (solid line), MP2 (dotted line), and QCISD
(dashed line) levels.

H bond affected by the distance of the water molecule. The
shorter S—H distance represents a stronger bond and reflects a
blue-shifted peak in the spectra, denoting an increased stability
of the sulfonate ion in aqueous solution compared to that of the
bisulfite ion. The calculated frequencies of 1,(SO;), 1,,(SO;),
and 6(SH) modes agree with the recent assignment of
corresponding modes in the experimental spectra,”®’ again
confirming the validity of normal-mode analysis. Our SO,
deformation frequencies, 5,(SO;) and §,,(SO5) modes, support
the assignment of Meyer et al, who utilized an accurate
investigation with the isotope effect, and assigned the lower
frequency to §,,(SO;) not the 5,(SO;) mode.®

Structural and Dynamical Properties of the Hydration
Shell. As for other polyatomic solutes, the fundamental
information for a further analysis is the atomic RDFs.*"?>*
We summarized the position of the first peak and its boundary
for (site)-+O,er and (site)---H, .., RDFs in Table 3 for both
ions. The evaluation of the atomic coordination numbers
(CNs) utilizes the position of the atomic hydration boundary
obtained from its (site)-O,ye RDF, also listed in Table 3.
According to the coincidence between the hydration shell of
sulfur and three oxygen atoms in both ions within the radius of
~4.6 A, we investigated all hydration properties without the
inclusion of the sulfur atom to reduce the complexity of solutes.
The smaller effect of the sulfur atom is reflected in a similar
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Table 3. Characteristic Values of the Radial Distribution
Function g, (r) for Each Site of Bisulfite and Sulfonate
Anions in the Hydration Shell Determined by the QMCF
MD Simulations

coordinating site 7., (0,)"  in(0)*  ran(Hy)®  ran(H)® nf
SO;H™

S 3.96 4.62 3.04 3.70

o(1) 2.70 348 1.76 240 26

0(2) 272 3.54 178 2.50 2.9

0(3) 2.90 3.32 1.92 240 1.6

H 1.88, 2.08 2.68 2.50 2.66 0.7

molecular surface  2.72, 2.84 3.56 1.76, 1.88 2.64 6.5
HSO;

S 3.94 4.58 3.04 3.86

o(1) 2.84 3.68 192 258 27

0(2) 268,290 358 1.80 264 24

0(3) 2.78, 2.94 3.38 1.86, 2.00 2.74 1.9

H 2.26 2.48 2.92 2.98 0.4

molecular surface  2.80, 2.88 3.68 1.88 2.74 6.6

a . . ..

Tmax ad 1y, are the distances of the maximum and minimum of g,
(r) for the hydration shell in A, and # is the averaged coordination
numbers of the shell, respectively.

hydration shell in both ions, showing in the atomic S-+-O,
and S---H,,;.; RDFs. The atomic RDFs of oxygen atoms in both
ions represent a similar interaction with the water molecules,
whereas the hydration shell of hydrogen atom in the bisulfite is
stronger than that in the sulfonate ion. This agrees with the
vibration analysis in the previous section. A difference of atomic
hydrogen CNs reveals a slightly stronger interaction with the
hydration shell of the bisulfite ion, which is in %ood agreement
with the experimental®'® and theoretical ™' findings.
However, only atomic properties are unsuitable to compare
with experimental data, and hence, we also evaluated the
molecular RDFs and CNDs of the hydration shells based on
the molecular domain.>® The molecular RDFs provide the
possibility to find water molecules in the isotropic molecular
domain constructed from the union of spheres having identical

radii, by assigning the coordinating site with the shortest
distance among the values obtained from the oxygen of water
and each site within the solute. Parts a and b of Figure 10
present the molecular RDFs of bisulfite and sulfonate ions,
respectively, showing a well-defined and similar hydration
structure. The (molecular)---O,,.; RDF of bisulfite ion again
reveals a slightly stronger interaction with water at the
hydrogen site (a weak band at 1.36—2.34 A) than that of the
sulfonate ion (a weak band at 1.56—2.40 A). Parts ¢ and d of
Figure 10 show the molecular CNDs of bisulfite and sulfonate
ion, respectively, evaluated with the molecular domain,
constructed by applying the boundary obtained from the
atomic RDFs for each site of the solute.>® The possible CNs of
bisulfite are in a range of 4—9 with a dominant value of 7, while
the molecular CND of sulfonate prefers 6 as the main CN with
a higher flexibility of the hydration shell ranging from 4 to 11.
The characteristic values of molecular hydration shells and their
average CNs from the molecular RDFs and CNDs are also
listed in Table 3. The higher CNs of bisulfite (7.8) and
sulfonate (7.4) ions from the direct sum of atomic CNs than in
the corresponding molecular CN, differing by 1.3 and 0.8
molecules, indicate the location of waters in the intersection
volumes of the atomic hydration spheres. The visualization of
the hydration shell during the simulation period provides an
insight to understand the motion of water molecules around
the solute. We again applied the contravariant transformation
for the 3D alignment on the coordinates of solute and one
selected water molecule within its molecular hydration shell,
illustrating a motion of the solvent shown in Figure 11. The
water molecule within the molecular hydration shell rapidly
changes the coordinating site around the solutes during the
simulation period, obviously supporting the statement in
previous studies.”**"*** This is the evidence that the total
atomic CNs include an overcounting of some water molecules,
migrating around many coordinating sites during the simulation
period.

According to the dynamical change of the water molecules
across the coordinating sites, the number of actual contacts
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Figure 10. Molecular RDF plots of (a) SO;H™ and (b) HSO;™ anions obtained from the QMCF MD simulations evaluated by means of the
molecular domain; solid and dashed lines refer to the RDFs for the O and H atoms of water, respectively. The molecular hydration shell
coordination number distribution of (c) SO;H™ and (d) HSO;™ anions.
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Figure 11. All superimposed trajectories for the coordinates of one
selected water molecule in the molecular hydration shell for (a)
bisulfite (SO;H™) and (b) sulfonate (HSO;~) ions with 3D alignment
obtained from the QMCF MD simulations. The yellow sphere is
sulfur, red spheres are oxygen of solutes, blue points are hydrogens of
solutes, red dots are oxygens of the selected water molecules, and gray
dots are the hydrogen atoms of the water.

based on the H-bonds determines the CNs and some extra
waters in the H-bonds network between the hydration shell and
bulk.***” We utilized the structural criterion depending on the
cutoff parameters in analogy to water—dimethyl sulfoxide*” and
our previous studies.’**” The cutoff distances R, and R) for
each coordinating site correspond to the boundary of atomic
hydration shells obtained from (site) O, ., and (site)- - H,er
RDPFs, respectively. The angle ¢ was set to 30°.*” Table 4 lists
the average number of H-bonds for each site and the molecular
hydration (surface) of the SO;H™ and HSO3 ions. The average
H-bonds of the surface were evaluated by averaging the
summation of all H-bonds in each time step over the simulation

period. The equivalence between the total of each site and the
surface values presents the ratio 1:1 for the formation of an H-
bond between the water molecule and the coordinating site,
resulting in the actual CN for bisulfite (5.3) and sulfonate (5.0)
ions. The comparison for these H-bond data with the molecular
CNDs (6.5 and 6.6 for the bisulfite and sulfonate ion,
respectively) specifies some extra water molecules located in
the molecular hydration shell of bisulfite (1.2) and sulfonate
(1.6) ion without forming the direct interaction to the solutes,
readily changing the coordinating sites and connecting with
bulk. The smaller number of extra water for bisulfite also
indicates a stronger hydration structure than that of the
sulfonate ion, in good agreement with previous experimental'’
and theoretical*~"” conclusions.

A further dynamical property of water molecules within the
hydration shell was investigated by the ligand MRT calculated
by the direct method,* dividing the average number of water
molecules within the hydration shell throughout the simulation
period by the number of exchange events with two time
parameters (t* = 0.0 and 0.5 ps) corresponding to all
displacements and to sustainable exchange events."’ MRT
values for all coordinating sites and molecular hydration shell
for both ions are summarized in Table 5, compared with the
data of pure water simulations.***’ The number of involved
ligands (IN;,,) represents the coordination of water molecules
with the evaluated site in the criterion of t*, while the number
of accounted exchange events (N,,) accumulates the exchange
process of N, throughout the simulation period. The standard
relaxation time utilized in the direct method with t* = 0.5 ps
leads to the MRT of water ligands at the coordinating sites,
while the hydrogen bond liftimes can be estimated with t* = 0.0
ps.>"*® The total number of individual Nj,, of sulfonate
evaluated by t* = 0.5 ps is larger than that of bisulfite ion,
whereas the molecular values present the reverse order. This
again indicates a higher degree of overcounting for each
coordinating site of sulfonate than of bisulfite ion. The
difference value between the total atomic N%° and the
molecular N suggests that the migrations of water molecules
between the coordinating sites were 14 and 24 processes for
bisulfite and sulfonate ion, respectively. The number of
migrations for the water among the coordinating sites within
the sulfonate ion is larger than its molecular N2 (18),
representing the confined waters within the molecular
hydration shell and reflecting a longer MRT of the molecular
hydration shell of the sulfonate than of the bisulfite ion. Our
MRT results compared with the simulations data of pure
water*”*® classify the bisulfite as a structure-making ion, while
the sulfonate ion shows more complex properties due to the
zero of Ni;» and N2 values of the hydrogen atom. The atomic
MRTs of oxygen atoms within the sulfonate ion show a similar
property with the pure water, whereas the value of hydrogen
atom indicates that it is not involved in any H-bond agreeing
with the data reported by Steudel et al.*® However, the
molecular MRT of sulfonate ion reveals a stronger hydration
structure than the pure water, thus we also classify it as a

Table 4. Average Number of Hydrogen Bonds for Each Coordinating Site and Molecular Surface of SO;H™ and HSO;™ Anions

in the Simulation Period

o(1) 0(2)
SO,H™ 20 0.7 21407
HSOj 17 + 06 1.6 + 0.6
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0o(3) surface
0.7 + 0.6 0.5 +0.5 53+ 1.1
1.5+ 06 02 + 04 S50+11
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Table S. Mean Ligand Residence Time ¢ (ps), Number of Accounted Ligand Exchange Events N and Total Number of Processes
Needed for One Successful Water Exchange R,, Obtained from the QMCF MD Simulations

t* = 0.0 ps t* = 0.5 ps
Nor” NE/10 ps” Now” N/10 ps” R
SO;H"
o(1) 18 95 0.28 8 14 1.88 6.8
0(2) 22 136 0.22 8 13 228 10.5
0(3) 20 141 0.12 5 10 1.67 14.1
H 11 99 0.07 1 3 2.37 33.0
surface 34 417 0.15 15 26 2.46 16.0
HSO3
o(1) 21 118 023 10 18 1.52 6.6
0(2) 20 120 0.20 8 14 1.72 8.6
0(3) 15 84 0.23 7 10 1.93 8.4
H 6 57 0.06 0 0 0.00 -
surface 29 258 0.25 13 18 3.38 143
Pure Water
H,0°¢ 269% 0.2, 0.33% 24% 1.7, 1.51% 11.2%
H,0 137 0.2/ 0.55* 20 1.3 6.5

“Number of ligands involved in the MRT evaluation according to the value of t*. “Number of accounted exchange events per 10 ps lasting at least
0.0 and 0.5 ps, respectively. “Mean residence time determined by the direct method* in picoseconds. dAverage number of processes needed for one

successful ligand exchange. “Values obtained from a QM/MM-MD simulation of pure water

obtained from a QMCF MD simulation of pure water in picoseconds.

3940 in picoseconds. Unpublished results: values

structure-maker consisting of three hydrophilic S—O and one
hydrophobic S—H bonds. The number of processes needed for
one successful water exchange, R,,, being the ratio of N2 to
N2? also shows a complexity of the exchange process. The R,,
for the interchanging of coordinating site within the molecular
hydration shell was 3.8 and 5.0 for bisulfite and sulfonate ion,
respectively, indicating a higher reactivity of the coordinating
sites within the former than those of the latter.

B CONCLUSION

Vibrational investigations based on the precise assignment of
normal modes for the aqueous bisulfite and sulfonate ions were
performed on the basis of the data obtained from the QMCEF
MD simulations. The complexity of C; symmetry for the
bisulfite ion was simplified with (SO,), (SO,)—(O0*), and
(SO,0)—(H) models, providing the data for all nine modes. All
six normal modes of sulfonate ion were also evaluated to
compare with the experimental data. Here, the vector analysis
gave the frequency of §,(SO;) lower than that of the §,,(SO5)
mode, which is in a good agreement with the assignment in
accurate experimental data.’ The S—H bond in the sulfonate
ion displays a hydrophobic property as it presents a stronger
bond and shorter distance when a water molecule comes close
to the hydrogen atom, reflected in a blue-shifted peak of the
v(SH) mode. The superimposed trajectories of the atomic
coordinates for the solutes with 3D alignment, presenting the
possibility of bisulfite ion to arrange a suitable orientation of the
active hydrogen atom to form the trans-SO;H™ conformer,
support the proposed mechanism for the tautomerization from
the bisulfite to sulfonate ion."” Unfortunately, the isomerization
was not observed in this work, due to the short time-span of
simulation. We illustrated the migration of water molecules
within the molecular hydration shell among coordinating sites
of the solutes, conﬁrming related statements in previous studies
of hydrated anions.***"**** The investigated properties of
vibrations and hydration shells in this study indicate more
stability of the sulfonate than the bisulfite ion in aqueous
solution, while the former has a weaker hydration structure

11506

than the latter ion. Our results provided the characteristics of
the specified ions in a separated system that is difficult to realize
in experiment, due to the coexistance of bisulfite and sulfonate
ions in equilibrium in the prepared solutions.>'’
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