
model presented by Nishizawa et al. [9]. The horizontal cross section
of the three layer human tissues as shown in Fig. 6 is used in the
validation case. In the validation case, the leakage microwave power
density of 1 mW/cm2 at the electromagnetic frequency of 1300 MHz
is considered. The results of the selected test case are illustrated in
Fig. 7 for SAR distribution in the human body. Table 4 clearly shows a
good agreement of the maximum value of the SAR of tissue between
the present solution and that of Nishizawa [9]. This favorable
comparison lends confidence in the accuracy of the present numerical
model. It is important to note that there may be some errors occurring
in the simulations which are generated by the input dielectric
properties data base and the numerical scheme.

4.2. The effects of shield dielectric properties and operating frequency

Fig. 8 shows the meshes of the human model as well as the SAR
and temperature distribution in the case of unshielded human model
exposed to the microwave power density of 5 mW/cm2 at the
frequency of 300 MHz. It is found that the temperature distributions
are not proportional to the local SAR values. Nevertheless, these are
also related to the parameters such as thermal conductivity, dielectric
properties, blood perfusion rate and etc.

In the case of using dielectric shield, the dielectric properties for
the shield are chosen as (low-loss; 10-j5), (medium-loss; 10-j10), and
(high-loss; 20-j20). The shield gap distance and shield thickness are
set to 0.5 cm and 0.3 cm, respectively. Fig. 9 and Fig. 10 show the
maximum SAR and maximum temperature increase, respectively, in
the human model with the test frequencies of 300 MHz, 915 MHz,
1300 MHz and 2450 MHz.

In this section, we illustrate the maximum value of SAR and
temperature increase in the human model without attention to the
organism. In the unshielded case, the maximum SAR value appeared
at 1300 MHz as shown in Fig. 9, while the maximum temperature
increase appeared at 915 MHz as shown in Fig. 10. This is because the

differences of dielectric and thermal properties of tissues cause spatial
distortions of the resonance excitation.

Since in this study, the thickness of the dielectric shield is less than
the penetration depth, only a part of the suppliedmicrowave energy is
absorbed by the dielectric shield, and the other parts are allowed to
penetrate further through the dielectric shield. This causes the
interference of waves to penetrate further into the human model to
be reflected from the human skin and travel back to the dielectric
shield. Consequently, the reflection and transmission components at
each interface contribute to the resonance of standing wave within
the gap and the human model.

Table 4
Comparison of the results obtained in the present study with those of Nishizawa et al.
[9].

Present work Published work [9] % Difference

SARmax in skin 0.212 0.220 3.63
SARmax in fat 0.198 0.206 3.88
SARmax in muscle 0.116 0.120 3.33

Fig. 8. Analysis of SAR and temperature distribution in the human model exposed to the microwave power density of 5 mW/cm2 at the frequency of 300 MHz, (a) An initial finite
element meshes of human cross section model (b) SAR distribution of the shieldless case (c) Temperature distribution of the unshield case.
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It is evident from Fig. 9 and Fig. 10 that in the higher frequency of
1300 and 2450 MHz, when using dielectric shield, a significant
reduction of SAR and temperature increase within the human
model is achieved because of its smaller penetration depth. However,
in the lower frequency of 300 MHz corresponding to a long
wavelength, the SAR and the temperature increase have higher
value than the values of the unshielded case. The reason behind this
result is that the penetration depth of the dielectric shield at 300 MHz
is much greater than the dielectric shield thickness. This increases a
larger part of the incident wave to penetrate further through the
dielectric shield and also penetrate into the human model. The great
value of SAR and temperature increase in human model is caused by
stronger resonance effects that occur at the low frequencies.

While in the frequency of 915 MHz, an insignificant shielding
effect of medium lossy dielectric shield is illustrated. It is found that by
using low lossy dielectric shield at the frequency of 915 MHz, SAR as
well as temperature increase is higher compared to values of the
unshielded case. This is because the resonance phenomena between
the low lossy dielectric shield and humanmodel is displayed stronger.
The multiple reflections within the gap and the human model caused
the accumulation of microwave energy in the gap which leads to an
increase in the SAR and temperature in human organism by which the
reflection rate of microwave strongly depends on the dielectric
properties of the dielectric shield. By using the high lossy dielectric
shield, the shielding effect is significant. This is because of a large
reduction of microwave power density within the human model due
to the weakness of resonance, corresponding to the lowering
penetration depth of microwave. It is confirmed that the appropriate
dielectric properties of the dielectric shield greatly depend on the
operating frequencies.

4.3. SAR in organs

As shown in Fig. 11, based on the results of the local maximum SAR
of the unshielded case, at a low frequency of 300 MHz, peak values of
SAR occurred, found both in the small intestine and the muscle. With
the use of the low lossy shield, the greater values of SAR occurred as
compared to the unshielded case. This is because of a larger part of the
incident wave that penetrates further into the gap and human model.
This caused the accumulation of microwave energy in the gap and the
human model. Fig. 12 shows the maximum SAR in organs at a high
frequency of 2450 MHz. It is clearly evident from Fig. 12 that a peak
value of local SAR is found only at the skin due to a smaller
penetration depth at high frequency range. However, large reduction
of the SAR value is achieved when using the same dielectric shield
(low-loss shield) with the case of 300 MHz due to the weakness of
resonance.

Fig. 11 and Fig. 12 show the maximum SAR and the maximum
temperature increase in the human model, while focusing on the
human organism. It is found that the SAR and the temperature
increase primarily depend on the penetration depth of microwave
which corresponds to the operating frequency as well as the dielectric
properties of the dielectric shield. As the dielectric properties of a
dielectric shield vary, the penetration depth will be changed and the
electric field passing through the dielectric shield is altered. If the
penetration depth is changing, a fraction of the microwave energy
absorbed is also changed which related to the resonance within the
model. Consequently, the shielding effect of dielectric shield is
changed.

5. Conclusions

This paper presents the simulations of SAR and heat transfer in the
human model, where microwave energy strikes the dielectric shield
in front of the human model. The SAR and temperature distributions
in the human model are governed by the electric field as well as the
dielectric properties of tissue.

The results show an interaction between physical parameters:
operating frequencies and shield dielectric properties. For human
exposure to microwave energy, the installed dielectric shield
strongly affects the SAR and the temperature increase in the
human body. Actually, the microwaves can transmit through the
dielectric shield, and can penetrate into the human model that
contribute to the resonance of standing wave within the gap and
human model.

Since the frequency increases, the penetration depth for micro-
wave gets smaller and resonance effect becomes weakness. Conse-
quently, the shielding effect is significant. Therefore, the appropriate
dielectric properties, which can effectively reduce the SAR and the
temperature increase in human body of the dielectric shield, are
greatly dependent on the operating frequency. Additionally, this
paper presents an interesting viewpoint on the microwave shielding
properties of dielectric shields at various operating frequencies, while
focusing on the human organism.

Future work will extend the calculations of the SAR and the
temperature increase for a three-dimensional model. Moreover, it will
be carried out to study the effect of wave pattern, namely, TM wave
and TE wave on a realistic model.
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The problem of seepage flow through a dam is free boundary problem that is more conveniently solved by a
meshless method than a mesh-based method such as finite element method (FEM) and finite difference
method (FDM). This paper presents method of fundamental solutions, which is one kind of meshless methods,
to solve a dam problem using the fundamental solution to the Laplace's equation. Solutions on free boundary
are determined by iteration and cubic spline interpolation. The numerical solutions then are compared with
the boundary element method (BEM), FDM and FEM to display the performance of present method.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

The two-dimensional steady state saturated isotropic seepage flow
with free boundary is described by the Laplace equation necessary
boundary conditions. Previous works, the methods are to solve the
unconfined seepage problem; it can be classified as analytical and
numerical methods. The analytical solution can be obtained by using
the theory of analytical function for liner ordinary differential
equations [1,2]. It is only valid for two-dimensional problem but it
cannot be used in case of complex geometrics and three-dimensional
problems.

Conventionally numerical methods used to solve such problem
included FDM [3] and FEM [4–8]. These methods are all mesh-
dependent methods because they require boundary-fitted mesh
generation. Alternative numerical methods include BEM [9] and
MFS [10,11]. Both methods do not require boundary-fitted mesh,
which results in considerable simplification of the preprocessing step.
MFS has additional advantages over BEM in that it requires only
boundary node placement instead of boundary mesh generation, and
it does not require evaluation of near singular integrals [12]. The basic
idea of MFS is to approximate the solution by forming a linear
combination of known fundamental solutions with sources located
outside the problem domain.

Previously, Chantasiriwan [13] investigated numerically both one-
and two-phase Stefan problem subject to specification of boundary
temperature, heat flux or energy using MFS. The numerically obtained
results showed good agreement with the available analytical solutions.
Kolodziej et al. [11] implemented theMFS with radial basis functions to

solve a heat source problem for arbitrary domains, the numerical results
showed that theMFS is an accurate and reliable numerical technique for
the solution of the inverse heat source problem.

In order to study seepage problem, accurately defining the position
of free boundary is very important and necessary. In the past, many
researchers utilized several methods to determine the location of free
boundary such as Aitchison [3], andWestbrook [4] used FDM and FEM
respectively, to solve the position of the free boundary, respectively.
The conventional BEM was then used to study the seepage flow
through the porous media by Liggett and Liu [14], and also BEM using
hypersingular equations was proposed by Chen et al. [15].

In this paper, free boundary is regarded as amoving boundarywith
the over-specified boundary conditions, and MFS is used to find the
location of free boundary. The numerical results of present method
are also compared with FDM, FEM, and BEM solutions.

2. Mathematical formulations

The seepage problem of water flow through a saturated porous
medium dam with tail water is shown in Fig. 1. The free boundary is
defined as the boundary line or interface between the saturated-wet
and dry soils. In order to reduce complexity of the phenomena to
analyze flow field in the soil, several assumptions are introduced as
following:

(1) Soil in the flow field is homogeneous and isotropic.
(2) Capillary and evaporation effects are neglected.
(3) Two dimensional steady-state flow.
(4) The flow follows Darcy's law.
(5) Hydraulic conductivity or permeability of the soil is constant

isotropic seepage flow.
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The governing equation of two-dimensional steady-state isotropic
seepage in terms of the velocity potential and the streamline function
can be described by the Laplace's equation as

∇2φ = 0 ð1Þ

∇2ψ = 0: ð2Þ

It is found that they are orthogonal to each other [16]. The
component u-velocity and v-velocity in x- and y-direction, respec-
tively, can be expressed as

u = −∂φ∂x ; v = −∂φ∂y : ð3Þ

The velocity potential function or piezometric head can bewritten as

φ = y +
p
γ

ð4Þ

where y is the position, p is the pressure, and γis the specific gravity
of fluid [16]. Therefore, the boundary conditions are presented in
Fig. 1 as

φ = y1 on a−e ð5Þ

φ = y2 on b−c ð6Þ

and the remaining free boundary conditions

φ = y on c−d and d−e ð7Þ

∂φ
∂n = 0 on d−e: ð8Þ

Boundary conditions at the free boundary are over-specified. In the
following section, this boundary will be determined by using MFS
with the initial guess of free boundary.

3. Numerical methods

3.1. The method of fundamental solutions

For basic idea of MFS is to express φ as linear combination of
fundamental solutions [10]. Consider Fig. 1, let Ω is seepage region
that be a bounded, simply connected domain in R2 with boundary Γ.
On boundary b–c, c–d, and a–e are Dirichet boundary, and boundary
a–b is Neumann boundary. Boundary d–e is combined Dirichet and
Neumann boundary, or is called as Robin boundary. For these
boundaries can generally expressed as

φ = f x; yð Þ for x; yð Þ on Γ1 ð9Þ

nx
∂φ
∂x + ny

∂φ
∂y = x; yð Þ for x; yð Þ on Γ2 ð10Þ

where direction cosine nx and ny are x-, and y-components,
respectively, of the outward normal unit vector. The fundamental
solution satisfies the solution of Laplace's equation as

G Pi;Qj

� �
=

1
2π

log rij Pi∈Ω; ;Qj;∈ ŜÞ
�

ð11Þ

where

rij =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi−ξj
� �2

+ yi−ηj

� �2r
ð12Þ

Fig. 2. The distributions of collocation points (white circles), source points (white
squares), and internal domain points (white diamonds).

Nomenclatures

n direction cosine (–)
G fundamental solutions (m)
p pressure (N/m2)
u component of velocity in x direction (m/s)
v component of velocity in y direction (m/s)
x, y cartesian coordinates

Greek letters
γ specific weight (N/m2)
φ velocity potential (m2/s)
ψ stream function (m2/s)

Subscripts
i, j index

Abbreviations
BEM boundary element method
FDM finite difference method
FEM finite element method
MFS method of fundamental solutions
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Fig. 1. Flow through a 2D rectangular dam.
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is a Euclidian distance between collocation point and source point,
and (ξj, ηj) are coordinates of source points that located outside the
domain shown in Fig. 2.

Since seepage problem included free boundary must be solved
iteratively. Suppose that after the nth iteration, value of φi

(n) are
known, values of φi

(n+1) at (n+1)th iteration are to be determined.
Therefore, the approximate solution of Eq. (1) can be represented by a
linear combination of fundamental solution as

φ n+1ð Þ
i = ∑

N

j=1
a n+1ð Þ
j G Pi;Qj

� �
Qj∈ Ŝ ð13Þ

where N be number of nodes in boundary domain. Substituting
Eq. (13) into Eqs. (9) and (10) results in a system of equations:

∑
N

j=1
a n+1ð Þ
j G Pi;Qj

� �
= f xi; yið Þ i = 1;2; :::;N1ð Þ ð14Þ

∑
N

j=1
a n+1ð Þ
j nx

∂
∂xG Pi;Qj

� �
+ ny

∂
∂yG Pi;Qj

� �� �
= g xi; yið Þ ð15Þ

where N1 and N2 are the number of nodes on boundary Γ1and Γ2,
respectively, and N=N1+N2. Hence, aj

(n+1) can be determined.
Direction cosine nx and ny in Eq. (10) or Eq. (15) on free boundary can
be expressed as

nx = cosα ð16Þ

ny = cos β ð17Þ

respectively, and further details shown in Fig. 3.
Therefore, each of iteration, direction cosines of free boundary

nodes are to be determined by using boundary nodes and central
boundary nodes as displayed in Fig. 3. For central boundary nodes are
interpolated by cubic spline interpolation (CBI) [17,18], when x-
coordinate of those nodes are specifically known. Free boundary is
also obtained by this interpolation technique. CBI is chosen because it
uses third degree polynomials to connect the data points which often
results in strikingly smooth curve fitting. For separation point is
shown in Fig. 1, it is calculated by second degree polynomials after
free boundary obtained for each of iteration.

Since the free boundary has over specified boundary conditions, it
will be determined iteratively by using initial guess for free boundary
as shown in Fig. 4. Additionally, Fig. 4 shows positions of source points
in the space coordinates. It can be seen that the number of source

points is the number of boundary nodes (N). The N source points have
the space coordinates as

ξi;ηið Þ = xi; yið Þ + BF⋅ nx;i;ny;i

� �
ð18Þ

where BF is body factor constant, for this paper, let BF is equal to 1.0 to
determine coordinate of source points. Each of source points is also
located on an imaginary boundary, which is larger than the actual
boundary. The free boundary location is determined by checking the
criterion of convergence as following

ε =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
m

i=1
φn+1
i −φn

i

� �2s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
m

i=1
φn
i

� �2s ð19Þ

where the symbol m is the total number of boundary nodes on the
moving surface, and the allowable tolerance used in this paper is 10−4

as same as Chen et al. [5]. The flowchart of iteration procedure is also
displayed in Fig. 5.

3.2. Finite element method

A standard finite element method is given in this section for two-
dimensional seepage flow domain Ω. The weak form of Eq. (1) is
obtained by multiply both sides of this equation by arbitrary
continuous function φ and integrating over the domain Ω, applying
the divergence theorem [5–8] as

∫
Ω

∇φð ÞT∇φdΩ = 0: ð20Þ

It is noted that the weak form is nonlinear since the flow domainΩ
is unknown such as the location of free boundary and the separation
point are also unknown, although Eq. (20) is apparently linear in φ, it
will be determined iteratively by using initial guess for free boundary.
In finite element method the dependent variable, the velocity
potential φ, is approximated by

φ = ∑
n

i=1
φiNi ð21Þ

n̂

nx = cos α

y

ny = cos βS

αβ

x

Fig. 3. Direction cosine, and locations of boundary nodes (black circles) and central
boundary nodes (white circles).

x1

Fig. 4. Initial model: boundary nodes (black circles), initial free boundary nodes (white
circles), and source points (white squares).
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where usually the φi are the nodal values of φ, Ni are appropriate
shape functions (interpolation function) defined piecewise element
by element, and n is the total number of nodes. The linear algebraic
equation system is derived by Galerkin's method as

Kijφj = 0 i; j = 1;2; :::;nð Þ ð22Þ

where n is the number of nodes of finite element mesh and Kij is a
global matrix coefficient given by

Kij = ∫
Ω

∂Ni

∂xk
∂Nj

∂xl
dΩ i; j = 1;2; :::;nð Þ k; l = 1;2;3ð Þ: ð23Þ

3.3. Boundary element method

The essence of a boundary element method implemented this
problem is to transform the variables from area variables to boundary
ones. The simplest approach is to use Green's second identity. Here
one can also introduce the idea of multiplying Eq. (1) by a
fundamental solution of Lapalce's equation G. Applying Green's
second identity to φ and G results in the following transformation
from an area integral dΩ to a line integral dΓ [9,15] as

∫
Ω

G∇2φ−φ∇2G
� �

dΩ = ∫
Γ

G
∂φ
∂n−φ

∂G
∂n

	 

dΓ ð24Þ

where n is the unit outward normal and ∂/∂n is the derivative in the
direction of the outward normal. Usingweighted residual technique, a

residual R function is set to be a fundamental solution G, Then Eq. (24)
is obtained as

φ = ∫
Γ

G
∂φ
∂n dΓ−∫

Γ

φ
∂G
∂n dΓ: ð25Þ

Discretizing the boundary Γ into Ne element, it is obtained as

φi = ∑
Ne

k=1
Ik ð26Þ

Ik = ∫
Γk

∂φ
∂n G s; xi; yið Þ−φ sð Þ ∂G∂n s; xi; yið Þ
� �

J sð Þds ð27Þ

where Γk is a boundary element at k and Ne is a total boundary
element. The velocity potential function φ can be approximated by
interpolation function Nl as following:

φ sð Þ = ∑
m

i=1
Nl sð Þφk;l ð28Þ

where it is should be m=3 for quadratic element.

4. Analytical method

In this case, the analytical solution of the free boundary can be
given in following form [1,2]

x = x1−∫
χ

0

ζ sin2χ
� �

sin χdχffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−α sin2χ
� �

1−β sin2χ
� �q ð29Þ

y = y1 + y2 + ∫χ
0

ζ cos2χ
� �

sin χdχffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−α sin2χ
� �

1−β sin2χ
� �q ð30Þ

0≤χ≤π=2 ð31Þ

where ζ(χ) is the complete elliptic integral of the first kind; α, β∈(0, 1)
are parameters that define problem; the domain parameter of y1, y2 and
x1 are defined as

y1 = ∫π=2
0

ζ α + β−αð Þsin2χ
� �

dχffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β−α + 1−βð Þsin2χ

q ð32Þ

y2 =
ffiffiffiffi
α

p
∫π=2
0

ζ α sin2χ
� �

sin χdχffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−α sin2χ
� �

β−α sin2χ
� �q ð33Þ

x1 = ∫π=2
0

ζ α + 1−βð Þ sin2χ
� �

dχffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−α− β−αð Þ sin2χ

q : ð34Þ

The length of the seepage surface is obtained as

y0 = ∫π=2
0

ζ cos2χ
� �

sinχ cos χdχffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− 1−αð Þ sin2χ
� �

⋅ 1− 1−βð Þ sin2χ
� �q ð35Þ

5. Results and discussion

In the following, the proposed numerical technique MFS is used to
solve a two-dimensional unconfined seepage flow problems of
rectangular dam with tail water.

Solve the velocity potential by MFS

No

Yes

Calculate free boundary within
the specified tolerance of

convergence  

STOP

Solve the u-and v-velocity

Apply boundary conditions

START

Set initial guess of free boundary 

Adjust free
boundary 

Fig. 5. Flow chart of iteration procedure.
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5.1. Numerical validation

In order to verify effectiveness of MFS, there two test problems of
rectangular dam with tail water that are considered. The MFS results
should be compared with analytical solution in first test, and
conventional methods as FDM, FEM and BEM solutions in second test.

5.1.1. First test problem
In analytical method, after taking α=0.3, β=0.9 and performing

numerical integration, the physical parameters of the problem:
y1=6.3014m, y2=1.2359m, x1=6.1592m and the length of seepage
face y0=1.2868m. The analytical results of the coordinates of the free
boundary nodes are calculated by Eqs. (29) and (30). Fig. 6 shows the
present simulated MFS results. The solutions obtained agree closely
with the analytical results.

5.1.2. Second test problem
Consider seepage problem where the upper hydraulic head

y1=24 m, the lower hydraulic head y2=4 m, and the width of dam
x1=16 m. There are 70 nodes uniformly distributed in the initial
guess domainwith grid spacing of 1.0 and separation point is assumed
at y=14 m. The present numerical solutions of free boundary are
then compared with those of Aitchison [3], Westbrook [4], and Chen
et al. [15] as shown Table 1. The number of iterations of present
method is obtained by 22. It can be seen that that MFS is capable to
calculate free boundary agree with other methods.

The separation point at x=16.0m is interesting and important
since a singular point due to the intersection of the free boundary and
seepage surface. In addition, this point presents an important role in
term of dam stability. It is predicted by MFS and compared with other
methods as shown Table 2.

5.2. Flow analysis

As in two previous test problems, the rectangular dam is
homogeneous and isotropic. Water flows through the dam from a
reservoir on the upstream side to the downstream side as shown in
Fig. 4. Fluid particles move along a streamline always in the same
direction from the upper to the lower reservoir that is the direction of
x increasing in Fig. 7. Thus the fluid velocity is positive in the flow
region Ω and the velocity potential φ is decreased along any
streamline as display in Fig. 7. The velocity field in Fig. 7(c) shows
zero normal component on the free boundary. The velocity potential
function contours in Fig. 7(d) are normal to the free boundary and the
bottom boundary, which are stream lines.

6. Conclusion

In this paper, it is shown how to use MFS to solve the problem of
two-dimensional steady-state isotropic seepage flow. A generalized
mathematical model and an effective calculation procedure are
proposed. For two test problems indicate the successful implemen-
tation of numerical procedure. The free boundary and separation
point can be obtained. Although it is only considered solving dam
problem,MFS can be applied tomore general free boundary problems.

x [m]

y 
[m

]

0 1 2 3 4 5 6 7
0

1

2

3

4

5

6

7

Analytical solution
MFS

Fig. 6. Comparison of free boundary from analytical and MFS solution.

Table 1
Free boundary obtained by different methods.

x (m) MFS FDM [3] FEM [4] BEM [15]

1 23.75 23.74 23.64 23.74
2 23.41 23.41 23.32 23.40
3 23.03 23.02 23.06 23.01
4 22.59 22.59 22.52 22.52
5 22.12 22.12 22.12 22.09
6 21.60 21.60 21.55 21.57
7 21.04 21.04 21.07 21.00
8 20.44 20.43 20.36 20.39
9 19.79 19.78 19.81 19.73
10 19.08 19.08 19.07 19.02
11 18.32 18.31 18.26 18.24
12 17.50 17.48 17.45 17.39
13 16.59 16.57 16.45 16.45
14 15.58 15.54 15.51 15.39
15 14.40 14.39 14.33 14.09
16 12.88 12.79 Not shown 12.68

Table 2
The separation point calculated by different methods.

Reference Height (m)

Present MFS 12.88
FDM [3] 12.79
FEM [4] Not shown
BEM [15] 12.68

(a) 

(b) 

(c) 

(d) 

Fig. 7. Flow distribution: (a) converged shape and domain points (white diamonds);
(b) velocity field in the converged shape; (c) the velocity potential distribution; and
(d) the stream function distribution.
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a b s t r a c t

A numerical study is performed for the melting process of ice-saturated porous medium filled in a rect-
angular waveguide with a resonator subjected to electromagnetic energy. A microwave system supplies a
monochromatic wave in a fundamental mode (TE10 mode) with operating frequency of 2.45 GHz. Focus is
placed on establishing a computationally efficient approach for solving moving boundary heat transfer
problem in a two-dimensional structured grid. Numerically, preliminary grids are first generated by an
algebraic method, based on a transfinite interpolation method, with subsequent refinement using a
PDE mapping method. A preliminary case study indicates successful implementation of the numerical
procedure. The predicted results from two-dimensional melting model are then validated against avail-
able experimental results and subsequently used as a tool for efficient computational prototyping. Based
on the numerical results are performed illustrating the influence of resonator and layered configuration,
in case of the installed resonator has strongly affected on the microwave power absorbed, temperature
distribution, and the melting front during microwave melting process.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The study of melting process in material exposed to microwave
has been investigated by many researchers. Pangrle et al. [1] stud-
ied coupled electromagnetic and thermal model for the thawing
process of frozen cylinders (water and NaCl) using a plane wave
as opposed to a resonant cavity. They also developed a one-dimen-
sional model for microwave thawing of cylindrical samples [2].
Rattanadecho [3] recently presented theoretical and experimental
investigation of microwave thawing of frozen layer in a microwave
oven using coordinate transformation technique based on bound-
ary fixed grid method together with an implicit time scheme. A
number of other analyses of the microwave thawing process have
appeared in the literatures [4,5]. Moreover, most previous work the
microwave power absorbed term was assumed to be decay expo-
nentially into the sample following Lambert’s law. This assumption
is only valid for the large dimension samples where the depth of
sample is much larger than the penetration depth. Otherwise in
the thin samples where the depth of sample is much smaller than
the penetration depth, the spatial variations of the electromagnetic
field and microwave power absorbed within sample must be
obtained by Maxwell’s equation. The prior investigation of two-

dimensional microwave melting in cylinders was carried out by
Zeng and Faghri [6], and their model predictions were compared
with experimental data. Basak and Ayappa [7] also considered
the two-dimensional microwave thawing studies with fixed grid
based effective heat capacity method coupled with Maxwell’s
equations. The primary focus of their article is to incorporate and
investigate the effect of liquid convection during thawing of a pure
material with microwave. For previous work numerically results
were performed using the conventional methods such as finite dif-
ference and finite element method.

In addition, Rattanadecho [8] developed two-dimensional mod-
els to predict the electromagnetic fields (TE10 mode) inside the
waveguide, microwave power absorbed, and temperature distribu-
tions within wood located in rectangular waveguide. In this study,
the simulation results were shown to influence of irradiation time,
working frequency and sample size on heating patterns were
investigated in details. Rattanadecho and Klinbun [9] then recently
carried out theoretically analysis of microwave heating of dielec-
tric materials with various resonator distances. This study found
that the resonator was significantly affected on a uniformity of
temperature distributions depending on the penetration depth of
microwave. Furthermore, Rattanadecho et al. [10] investigated
numerically and experimentally the melting of frozen packed beds
by a microwave with a rectangular waveguide in case of without
installed resonator. However, the studied in case of microwave

0017-9310/$ - see front matter � 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ijheatmasstransfer.2010.12.024
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melting of ice-saturated porous medium including resonator ef-
fects has not been investigated before.

Transient heat transfer problem involving melting or solidifica-
tion processes generally refer to as moving boundary or phase
change problems. They are important topics which span a broad
spectrum of scientific and engineering discipline such as thawing
of freezing of soil, ice formation, food processing and numerous
others. The some up to date reviews of these problems are avail-
able [11,12]. In the past, a variety of conventional numerical tech-
niques have been developed for solving these problems, including
the enthalpy [13,14], isotherm migration [15], and coordinate
transformation methods [16,3]. Previous works on multidimen-
sional moving boundary problems include Chatterjee and Prasad
[17] adopted a generalized finite volume discretization scheme
using a nonorthogonal curvilinear body-fitted transformation,
which inherently facilitates accurated tracking of moving inter-
faces via adaptive grid generation in a full 3D framework, and Gong
and Mujumdar [18] used the streamline Upwind/Petrov Galerkin
finite element method in combination with fixed grid primitive
variable method to simulate melting of a pure phase change mate-
rial in 2D rectangular container.

Conventionally numerical methods have been widely used due
to easy to handle numerical algorithms for phase change problem.
However, in numerical approximations used in this method with
discontinuous coefficients, often the largest numerical errors are
introduced in a neighborhood of the discontinuities particularly
for phase change in geometry complexity as well as boundary
condition.

The troublesome numerical errors in conventional method are
effectively reduced if the grid generation and solution procedure
are separated with the discontinuities and special formulas are
used to incorporate the jump conditions directly into the numeri-
cal model. This is the main idea behind this work considering mov-
ing boundary as a parameter.

To create a computational grid in body-fitted coordinates, two
basic steps required: (1) define an origin point and (2) specify
the distribution (number and spacing) of grid nodes along the
edges of the geometric regions. The automatic grid generator then
takes over, and using an algebraic technique known as transfinite
interpolation, creates a grid that simultaneously matches the edge
node prescription and conforms to the irregular edges of the body-
fitted geometry. Grid generation by algebraic methods produces
high quality numerical grids and allow for the very efficient
integration of the thermal-flow field physics. Considering grid

optimization, the designed grid optimization-algorithm improves
upon the transfinite interpolation method by carrying the grid gen-
eration process one step further. It uses automatically generated
grid as an initial approximation to a higher quality grid system de-
rived utilizing the technique of PDE grid generation. This technique
offers advantages over purely algebraic methods:

� Good control over the skewness and spacing of the derived grid
on surface interiors, while simultaneously allowing complete
control over the grid spacing (node distribution) on surface
edges as well as moving boundary.

� An ability to produce unique, stable, and smooth grid distribu-
tions free of interior maxima or minima (inflection points) in
body-fitted coordinates.

Parabolic grid generation works well with irregularly shaped
geometries and can produce grids that are highly conformal with
the edges of individual computational surfaces. The means for grid
generation should not be dictated by the limitations of a given spe-
cific field solution procedure and conversely the method that
determines the field should accept as input an arbitrary set of coor-
dinate points which constitutes the grid. In general, of course,
these two operations can never be totally independent because
the logistic structure of the information, the location of outer
boundaries, the nature of coordinate and the types of grid singular-
ities are items that have to be coordinated closely between the
field solver and the grid generator [19].

Grid generation for multi-dimensional geometries using transfi-
nite interpolation functions was studied by Cook [20], Gordon and
Hall [21], Ettouney and Brown [22] successfully modeled slightly
non-planar interfaces by using an algebraic grid generation system
where the interface was described in terms of univariate function.

Although grid generation is the heart of most numerical algo-
rithms for flow problems or non-phase change problem, little effort
has been reported on phase change problems, particularly the
problem that is to couple the grid generation algorithm with the
heat transport equations.

The present paper introduces the novel numerical approach, a
combined transfinite interpolation and PDE methods [23,24], for
solving two-dimensional melting model under electromagnetic en-
ergy which is subjected to a monochromatic microwave TE10 mode
with operating frequency of 2.45 GHz. However, the effect of reso-
nator on microwave phenomena in the case of using a rectangular
waveguide with a resonator has not been clearly studied yet. The

Nomenclature

a thermal diffusivity (m2/s)
A, B univariate blending function (�)
Cp specific heat capacity (J/(kg K))
E electric fields intensity (V/m)
f frequency of incident wave (Hz), and interpolation func-

tion (�)
H magnetic field intensity (A/m)
L latent heat (J/kg)
P power (W)
Q local electromagnetic energy term (MW/m3)
S Poynting vector (W/m2)
T temperature (�C)
t time (s)
tan d dielectric loss coefficient (�)
u, w interpolation parameter (�)
x, z Cartesian coordinates
ZH wave impedance (X)

ZI intrinsic impedance (X)

Greek letters
e permittivity (F/m)
k thermal conductivity (W/m K), and wavelength (m)
l magnetic permeability (H/m)
t velocity of propagation (m/s)
q density (kg/m3)
r electric conductivity (S/m)
n, g transformed coordinates

Subscripts
in input
l unfrozen
mov moving boundary
s frozen
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objective of this study can be summarized as follows: (i) It is car-
ried out to predict the melting front, the distribution of tempera-
tures, microwave power absorbed terms, and electromagnetic
fields and (ii) The influences of resonator and layered configura-
tions on melting process are clarified in details. Furthermore,
numerically in order to generate a boundary/interface fitted coor-
dinate system, structured grids are initialized using transfinite
interpolation algebraic techniques and the quality of structured
grids can be significantly improved by applying parabolic-PDE
methods. These methods iteratively solve unsteady conduction’s
equation together with moving boundary condition during the
melting process considering conduction as the only mode of heat
transfer in both the unfrozen layer and the frozen layer.

2. Experimental configuration

Fig. 1 shows the experimental apparatus for microwave melting
system. It was developed for the melting tests to validate the mod-
el simulation. The rectangular waveguide system is operated by
propagating traveling waves along the z-direction of the rectangu-
lar waveguide with the inner dimensions of 109.2 � 54.6 mm to-
ward a water load that is situated at the end of the waveguide.
The water load (lower absorbing boundary) ensures that only a
minimal amount of microwave is reflected back to the sample.
Also, an isolator (upper absorbing boundary), which is located at
the upper end of waveguide, is used to trap any microwave re-
flected from the sample to prevent it from damaging the magne-
tron. In the microwave supply system a magnetron generated the
monochromatic wave of TE10 mode with operating frequency of
2.45 GHz, and output of magnetron is adjusted as 1000 W [8].

Next, the samples used for testing in microwave melting pro-
cesses are considered. The sample is composed of an unfrozen
layer (water and glass beads) with thickness of 50 mm and a frozen
layer (ice and glass beads) with thickness of 50 mm. They are ar-
ranged in series against perpendicular to direction of irradiation
via a rectangular waveguide. The unfrozen layer and the frozen
layer are arranged in different configurations, as shown in state
(a) and state (b) of Fig. 1(b), respectively. The dielectric properties
of the each material of samples are assumed to be independent
with microwave frequency. The thermal and dielectric properties
of the samples are shown in Table 1.

3. Mathematical formulations

Generally, studies on the microwave melting involve solutions
of the equations governing electromagnetic propagation, i.e., Max-
well’s equations, either by themselves or coupled with the heat
transport equation. The surface of a sample is exposed to the
monochromatic wave of TE10 mode with operating frequency of
2.45 GHz (shown as Fig. 2(a)).

3.1. Electromagnetic field equation

Fig. 2 shows the two-dimensional analytical model for micro-
wave melting of a sample using a rectangular waveguide with a
resonator. The proposed model is based on the following
assumptions:

Fig. 1. Experimental apparatus: (a) microwave heating system and (b) the melting
sample.

Table 1
Thermal and dielectric property of the unfrozen and frozen layer.

Properties Unfrozen layer Frozen layer

q (kg/m3) 1942.0 1910.0
a (m2/s) 0.210 � 10�6 0.605 � 10�6

k (W/m K) 0.855 1.480
Cp (J/kg K) 2.099 � 103 1.281 � 103

lr (�) 1.0 1.0
er (F/m) 88.15 � 0.414T + (0.131 � 10�2)T2 �

(0.046 � 10�4)T3
5.1

tan d (�) 0.323 � (9.499 � 10�3)T + (1.27 � 10�4)T2 �
(6.13 � 10�7)T3

0.0124

Incident 
microwave

Resonator

Incident 
microwave

The sample 

Resonator

Incident 
microwave

Melting front t

Incident 
microwave

Melting front t

Perfect conducting wall

a

b

Fig. 2. The microwave system: (a) schematic of microwave system and (b) the
physical model (in case of state (b)).
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(1) Since the microwave field in the TE10 mode has no variation
of field in the direction between the broad faces, a two-
dimensional model over the x–z plane is applicable to anal-
ysis of electromagnetic field inside a rectangular waveguide
[25].

(2) The absorption of microwave energy by the cavity (including
air) in the rectangular waveguide is negligible.

(3) The walls of a rectangular waveguide are perfect conductors.
(4) The effect of the sample container on the electromagnetic

field can be neglected.

The electromagnetic field is solved according to the theory of
Maxwell’s equations. In this study, the microwave of a fundamen-
tal TE10 mode is considered; therefore the Maxwell’s equations in
terms of the electric field intensity E and magnetic intensity H
are given by:

@Ey

@z
¼ l @Hx

@t
ð1Þ

@Ey

@x
¼ �l @Hz

@t
ð2Þ

� @Hz

@x
� @Hx

@z

	 

¼ rEy þ e

@Ey

@t
ð3Þ

where the permittivity e, magnetic permeability l and electric con-
ductivity r as:

e ¼ e0er; l ¼ l0lr ; r ¼ 2pf e tan d ð4Þ
Additionally if magnetic effects are negligible, which is proven to be
a valid assumption for most dielectric materials used in microwave
heating applications, the magnetic permeability l is well approxi-
mated by its value l0 in the free space. Let tan d is the loss tangent
coefficient. In this work, the dielectric properties are assumed to
vary with temperature only.

Boundary conditions: corresponding to the analytical mode as
shown in Fig. 2, can be given as follows:

(a) Perfectly conducting boundaries. Boundary conditions on
the inner wall surface of a rectangular waveguide are given
by using Faraday’s law and Gauss’s theorem:

Et ¼ 0; Hn ¼ 0 ð5Þ
where subscripts t and n denote the components of tangential and
normal directions, respectively.

(b) Continuity boundary condition. Boundary conditions along
the interface between different materials, for example
between air and dielectric material surface, are given by
using Ampere’s law and Gauss theorem:

Et ¼ E0
t; Ht ¼ H0

t; Dn ¼ D0
n; Bn ¼ B0

n ð6Þ
where D is the electric flux density and B is the magnetic induction.
The superscript

0
denotes one of the different materials.

(c) Absorbing boundary condition. At the both ends of the rect-
angular waveguide, the first order absorbing conditions are
applied [26]:

@Ey

@t
¼ �t @Ey

@z
ð7Þ

where ± represents forward or backward waves and t is phase
velocity of microwave. In case of installed resonator; the resonator
boundary condition is applied at the end of rectangular waveguide:

Ey ¼ 0; Hz ¼ 0 ð8Þ
(d) Oscillation of the electric and magnetic flied intensities by

magnetron. Incident wave due to magnetron is given by
the following equations:

Ey ¼ Eyin sin
px
Lx

	 

sinð2pftÞ ð9Þ

Hx ¼ Eyin

ZH
sin

px
Lx

	 

sinð2pftÞ ð10Þ

where Eyin is the input value of electric field intensity, Lx is the
length of rectangular waveguide in x-direction and ZH is the wave
impedance defined as:

ZH ¼ kgZI

k
¼ kg

k

ffiffiffiffi
l
e

r
ð11Þ

The power flux associated with a propagating electromagnetic wave
is represented by the Poynting vector:

S ¼ 1
2
Reð~E� ~HÞ ð12Þ

The Poynting theorem allows the evaluation of the microwave
power input expressed as

Pin ¼
Z
A
SdA ¼ A

4ZH
E2
yin ð13Þ

where ZI denotes intrinsic impedance depending on the properties
of the material. k and kg are the wave lengths of microwaves in free
space and rectangular waveguide, respectively.

3.2. Heat transport equation

The schematic of microwave system as displayed in Fig. 2(a).
Initially, the walls are all insulated, and the sample is composed
of a water-saturated porous medium (water and glass beads) and
an ice-saturated porous medium (ice and glass beads), respec-
tively. The temperature of the sample exposed to incident wave
is obtained by solving the conventional heat transport equation
with the microwave power absorbed included as a local electro-
magnetic energy term. In order to reduce complexity of the phe-
nomena for analyze the process of heat transport due to
microwave melting of a sample, several assumptions have been
introduced into the heat equations as following assumptions:

(1) Corresponding to electromagnetic field, temperature field
also can be assumed to be two-dimensional plane (x–z
plane).

(2) The walls of sample are insulated.
(3) The effect of the container on temperature field can be

neglected.
(4) The effect of the natural convection in the sample can be

neglected.
(5) The local thermodynamic equilibrium along each phase is

assumed.
(6) In this study, in a macroscopic sense, the pore structure

within the material is assumed to be homogeneous and iso-
tropic. Therefore, the heating model for a homogeneous and
isotropic material is used in the current analysis.

The governing energy equations describing the temperature rise
in a sample are the time dependent heat diffusion equation for
two-dimensional heat flow with constant thermal properties for
both the unfrozen and frozen layer, respectively as:

@Tl

@t
¼ al

@2Tl

@x2
þ @Tl

@z2

 !
þ Q
q � Cp

þ @Tl

@z
dz
dt

ð14Þ

@Ts

@t
¼ as

@2Ts

@x2
þ @2Ts

@z2

 !
þ Q
q � Cp

þ @Ts

@z
dz
dt

ð15Þ

where Q is local electromagnetic energy term, which is function of
the electric field and defined [25] as
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Q ¼ 2pf e0er tan dE2
y ð16Þ

Besides, last term of Eqs. (14) and (15) result from a coordinate
transformation attached to moving boundary. In the unfrozen layer,
internal convection can be neglected because the presence of glass
beads minimizes the effect of natural convection current.

Boundary conditions:

(a) Adiabatic condition; assuming that the walls of the sample
are insulate:

@T
@n

¼ 0 ð17Þ

(b) Moving front boundary condition; the moving boundary
between the unfrozen layer and frozen layer is described
by the Stefan equation, which is obtained from a consider-
ation of the energy balance at the interface between the
unfrozen and frozen layer provides the following equation:

ks
@Ts

@z
� qmovDzmov � kl

@Tl

@z

	 

1þ @zmov

@x

	 
2
" #

¼ qsLs
@zmov

@t

ð18Þ
where subscript mov denotes solid–liquid front (melting front),
ozmov/ot is the velocity of fusion front or melting front, and Ls the la-
tent heat of fusion. To avoid changes in the physical dimensions as
the melting front progresses, qs = ql will be specified. In this study,
the thermal conductivities, kl and ks are bulk-average values for the
glass beads and the water or ice, respectively.

4. Grid generation

Generally, two types of structured grid generation are in used:
algebraic method, i.e., transfinite or multivariate interpolation
and partial differential equation mapping (PDE mapping) methods.
Transfinite interpolation provides a relatively easy way of obtain-
ing an initial grid that can be refined and smoothed by other meth-
ods, whether algebraic, PDE (this work), or variational method. For
more complex geometries, such as this work, it is preferable to
construct grid initially by transfinite interpolation, and to refine
the grid filled in Cartesian coordinates in the interior of a domain
by PDE mapping method subsequently.

4.1. Transfinite interpolation

The present method of constructing a two-dimensional bound-
ary-conforming grid for a phase change in microwave melting is a
direct algebraic approach based on the concept of transfinite inter-
polation. In this method, no partial differential equations are
solved to obtain the curvilinear coordinates, and the same system
is used for the entire domain. The algebraic method can be easier
to construct than PDE mapping methods, and give easier control
over grid characteristics such as orthogonality and grid point spac-
ing. However, this method is sometime criticized for allowing dis-
continuities on the boundary to propagate into the interior and for
not generating grids as smooth as those generated by PDE mapping
method. The main idea behind this work, prior to generation of
grids by PDE mapping methods, it is preferable to obtain first pre-
liminary grids using the algebraic method, i.e., transfinite interpo-
lation method. The combined transfinite interpolation and PDE
mapping method is used to achieve a very smoother grids point
distribution and boundary point discontinuities are smoothed out
in the interior domain.

For the concept of transfinite interpolation, a significant exten-
sion of the original formulation by Gordon and Hall [21] has made,
it is possible to initially generate global grid system with geometry

specifications only on the outer boundaries of the computation do-
main and yet obtain a high degree of local control. Moreover, to
successfully track the moving boundary front, the grid generation
mapping must adapt to large deformations of the interface shape
while maintaining as much orthogonality and smoothness as pos-
sible. Due to the generality of the method it has been possible to
use more advanced mappings than conventional types and thereby
improve the overall efficiency of the grid in term of computational
work for a given resolution.

In Fig. 3, the present method of constructing a two-dimensional
boundary-conforming grid for a system, which it is a direct alge-
braic approach based on the concept of transfinite or multivariate
interpolation. It is possible to initially generate global single plane
transformations with geometry specifications only on outer
boundaries of the computational domain.

Let f(u, w) = (x(u, w), z(u, w)) denote a vector-valued function of
two parameters u, w defined on the region u1 6 u 6 umax, w1 6
w 6 wmax. This function is not known throughout the region, only
on certain planes (Fig. 3). The transfinite interpolation procedure
then gives the interpolation function f(u, w) by the recursive
algorithm [24]:

f ð1Þðu;wÞ ¼ A1ðuÞ � f ð1;wÞ þ A2ðuÞ � f ðumax;wÞ
f ðu;wÞ ¼ f ð1Þðu;wÞ þ B1ðwÞ � ½f ðu;1Þ � f ð1Þðu;1Þ�

þ B2ðwÞ � ½f ðu;wmaxÞ � f ð1Þðu;wmaxÞ�
ð19Þ

where A1(u), A2(u), B1(w) and B2(w) are defined the set of univariate
blending functions, which only have to satisfy the conditions:

A1ð1Þ ¼ 1; A1ðumaxÞ ¼ 0; A2ð1Þ ¼ 0; A2ðumaxÞ ¼ 1
B1ð1Þ ¼ 1; B1ðumaxÞ ¼ 0; B2ð1Þ ¼ 0; B2ðumaxÞ ¼ 1

Further, the general form in algebraic equations can be defined as:

A1ðuÞ ¼ umax � u
umax � 1

; A2ðuÞ ¼ 1� A1ðuÞ;

B1ðwÞ ¼ wmax �w
wmax � 1

; B2ðwÞ ¼ 1� B1ðwÞ ð20Þ

The grid motion defined from a moving boundary motion is
modeled using a Stefan equation (Eq. (18)) with a transfinite map-
ping method. Furthermore, the boundary fitted grid generation
mapping discussed in this section forms the basis for the interface
tracking mapping. However, the mapping must now match the
interface curve on the interior of physical domain in addition to fit-
ting the outer physical boundary. In addition, the system must be
adaptive since the grid lines must change to follow the deforming
interface while maintaining as much smoothness and orthogonal-
ity as possible.

Fig. 3. The parametric domain with f(u,w) specified on planes of constant u, w.
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4.2. PDE mapping

In the proposed grid generation mapping, all grids discussed
and displayed have been couched in terms of finite difference
algorithm applications, with the understanding that whatever
non-uniform grid exists in the physical space, there is exist a trans-
formation which will recast it as a uniform rectangular grid in the
computational space. The finite difference calculations are then
made over this uniform grid in the computational space, after
which the field results are transferred directly back to the corre-
sponding points in the physical space. The purpose of generating
a smooth grid that conforms to physical boundaries of problem
is, of course, to solve the partial differential equations specified
in the problem by finite difference scheme, capable of handling
general non-orthogonal curvilinear coordinates.

Corresponding to Fig. 2(b), as melting proceeds, a melting front
denoted here zmov is formed. Due to the existence of this melting
front, the frozen and unfrozen domains are irregular and time
dependent. To avoid this difficulty, a curvilinear system of coordi-
nates is used to transform the physical domain into rectangular re-
gion for the computational domain.

It is convenient to introduce a general curvilinear coordinate
system as follows Anderson [27]:

x ¼ xðn;gÞ; z ¼ zðn;gÞ or n ¼ nðx; zÞ; g ¼ gðx; zÞ ð21Þ
The moving boundaries are immobilized in the dimensionless (n, g)
coordinate for all times. With the details omitted, then the transfor-
mation of electromagnetic field equation (Eqs. (1), (2), (3), and (7))
can be written respectively as [10]:
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ð25Þ

Also the heat transport equations (Eqs. (14) and (15)), and Stefan
condition (Eq. (18)) can be transformed into (n, g) coordinate as
below:
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ks
1
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@Ts
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J
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where J = xn � zg � xg � zn, a ¼ x2g þ z2g; b ¼ xn � xg þ zn � zg; c ¼ x2n þ z2n
and, xn, xg, zn and zg denote partial derivatives, J is the Jacobian, b,
a, c are the geometric factors and g, n are the transformed coordi-
nates [27].

5. Solution method

It is known that the inherent difficulties in the conventional
numerical methods (pure parabolic grid generators) for melting or
freezing problems suggest the use of combined transfinite interpola-
tion and PDE methods in most instances. Although conventional
numerical methods can be used to obtain satisfactory results, there
are problems of large time consumption and control functions that
are often difficult to determine. Therefore, the new method pre-
sented in this paper is generally preferable because it offers thehigh-
est overall accuracies and smoothgridpoint distribution. In addition,
the boundary point discontinuities are smoothed out in the interior
domain and orthogonality at boundaries can be maintained.

During the solving of a moving boundary problem including
phase change in microwave melting process, complications arise
due to the motion of melting front with elapsed time. In this study,
the description of heat transport equations (Eqs. (14) and (15)) re-
quires specification of the temperature T in sample layers and
moving front boundary is solved. Theses equations are coupled to
the Maxwell’s equations (Eqs. (1)–(3)) by Eq. (16). The latter equa-
tion represents the heating effect of microwaves in both the unfro-
zen and frozen layer. Therefore, the numerical schemes of the
microwave melting process are performed.

5.1. Electromagnetic field discretization

Generally, simulation of microwave power dissipation requires
the solution of the set of three coupled scalar partial differential
equations governing electromagnetic propagation, i.e., Maxwell’s
equation, inside a rectangular waveguide. The finite difference
time-domain (FDTD) method has been used to provide a full
description of electromagnetic scattering and absorption and give
detailed spatial and temporal information of wave propagation.

In this study, the leapfrog scheme is applied to a set of Max-
well’s equations. The electric field vector components are offset
one half-cell in the direction of their corresponding components,
while the magnetic field vector components are offset one half-cell
in each direction orthogonal to their corresponding components
[28]. The electric and magnetic fields are evaluated at alternative
half time steps. For TE10 mode, the electric and magnetic field com-
ponents are expressed by the total field FDTD equations as

En
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5.2. Heat transport discretization

The transient heat equation (Eqs. (14) and (15)) and the Stefan
condition (Eq. (18)) are solved by using finite difference method. A
system of nonlinear equations results whereby each equation for
the internal nodes can be cast into a numerical discretization, as
shown below;

In transient heat equation for unfrozen layer,
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In transient heat equation for frozen layer,
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In Stefan condition,
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The details of computational schemes and strategy for solving the
combined transfinite interpolation functions (Eqs. (19) and (20))
and PDE mapping (Eqs. (29)–(34)) are illustrated in Fig. 4.

5.3. The stability and accuracy of calculation

Due to dielectric properties of the most liquids are depending
on temperature so it is necessary to consider the coupling model

for analysing the E field and the temperature distribution. For this
reason, the iteration scheme (reference from Ratanadecho et al.
[10]) is used to resolve the non-linear coupling of Maxwell’s equa-
tions, and energy equations. Spatial and temporal resolution is se-
lected to ensure of stability and accuracy. To insure stability of the
time-stepping algorithm Dt is chosen to satisfy the courant stabil-
ity condition [25]:

Dt 6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDxÞ2 þ ðDzÞ2

q
t

ð35Þ

And the spatial resolution of each cell defines as:

Dx;Dz 6 kg
10

ffiffiffiffi
er

p ð36Þ

where t is the velocity of an electromagnetic wave. Corresponding
to Eqs. (35) and (36), the calculations are as follows:

(1) Initial grid size: Dx = 1.0922 mm and Dz = 1.0000 mm.
(2) Time steps: Dt = 2 � 10�12 s and Dt = 1.0 s are used corre-

sponding to electromagnetic field, and temperature field cal-
culations and location of melting front, respectively.

(3) Relative error in the iteration procedures of 10�6 is chosen.

6. Results and discussion

The present work is to couple the grid generation algorithm
with electromagnetic field and heat transport equations. The ther-
mal analysis during melting process will be discussed in next
subsection.

6.1. Physical description

The sample is composed of an unfrozen layer (water and glass
bead) and a frozen layer (ice and glass bead). The unfrozen layer
and the frozen layer are arranged in different configurations, as
shown in state (a) and state (b) of Fig. 1(b), respectively. It is con-
sidered to illustrate microwave melting phenomena by using a
rectangular waveguide incase of with and without resonator. In
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Fig. 4. The computational scheme.
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case of without a resonator, all transmitted waves through the
sample are absorbed by fixed water load at end of the waveguide
(lower boundary condition). Unlike for the case with resonator that
perfectly conducting plate is installed at the end of waveguide to
enhance resonance of standing wave inside a rectangular wave-
guide as well as the sample.

6.2. A melting front tracking grid generation system

The efficiency of the grid generation system is illustrated during
the melting of ice-saturated porous medium (porosity, / = 0.38)
subjected to electromagnetic energy. Fig. 5(a) shows the initial ref-
erence grid for the domain generated by pure transfinite interpola-
tion method. Fig. 5(b) shows grid that fit curves that are typical of
shapes seen during deformation of an interface with respect to
elapsed time at t = 60 s. The calculated front locations correspond
to the initial temperature of 0 �C and supplied microwave power
level of 1000 W. It is found that the grid is able to maintain a sig-
nificant amount of orthogonality and smoothness both within the
interior and along the boundary as the grid points redistribute
themselves to follow the interface. These results show the effi-
ciency of the present method for the multi-dimensional moving
boundary problem.

6.3. Numerical validation

Fig. 6(a) and (b) shows the present simulation results compared
with experimental data of melting front within the layered sample
without resonator in which state (a) and state (b), corresponding to
the initial temperature of 0 �C for both a frozen layer and an unfro-
zen layer.

It is observed that the trends of results are in good agree-
ment. However, at longer melting times (90 s) in case of state
(b), the experimental data is significantly higher than that the
simulation results. The source of the discrepancy is the non-uni-
form heating effect along the axis, which accounts for the fact
that the incident microwave at the surface of a layered sample
is non-uniform. Numerically, the discrepancy may be attributed
to uncertainties in the thermal and dielectric property database,
and the mechanism of natural convective heat transfer is not
considered. On the other hand during the experiment of micro-
wave melting process, the impact on the uncertainty of our data
may cause by variations in humidity, room temperature and an-
other effects. The uncertainty in melting kinetics was assumed
to result from errors in the measured melting front of the
sample.
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Fig. 7. Electric field distribution at t = 60 s: (a) state-a and (b) state-b.
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6.4. Electric field distribution

Fig. 7(a) and (b) illustrates the electric field distribution along
the center axis (x = 54.6 mm) of rectangular waveguide at t = 60 s
for different sample configuration as state (a) and state (b), in case
of with and without resonator. In these figures, the vertical axis
represents the intensity of the electric fields Ey, which is normal-
ized to the amplitude of the input electric fields Eyin. A solid line
represents the electric fields distribution inside a rectangular
waveguide for the cases without resonator; all transmitted waves
through the sample are absorbed by water load at the end of the
waveguide. Since the sample is composed of the unfrozen layer
and frozen layer. In addition, the unfrozen layer is a highly absorp-
tive material (higher dielectric loss factor) while the frozen layer is
a highly transparent material (low dielectric loss factor), where a
larger part of microwave is able to transmit through this layer.
For the case of state (a), the unfrozen layer considered as high lossy
material has a short wavelength, which correspond to higher
microwave power absorbed. It is observed from the figures that
the resonance of standing wave configuration inside the sample
is weak as compared to left-hand side of the sample. The some part
of microwave is transmitted through the sample and then ab-
sorbed by water load at the end of the waveguide. Focusing atten-
tion of electric field distribution inside the cavity (left-hand side), a
stronger standing wave with large amplitude is formed by interfer-
ence between the incident and reflected waves from the surface of
the sample due to the different dielectric properties of materials
(air and sample) at this interface. It is evident from the results that
the electric field within the sample attenuates owing to the micro-
wave power absorbed, and thereafter the microwave power ab-
sorbed is converted to the thermal energy. In case of state (b), it
is similar to state (a) that a larger part of microwaves is absorbed
by the unfrozen layer. In addition, a stronger standing wave with
large amplitude is formed inside the cavity (left-hand side) by
interference between the incident and reflected waves from sur-
face of the sample. Note that the amplitude of electric field inside
cavity (left-hand side) of state (b) is lower than state (a) because
the upper surface of the frozen layer in state (b) (exposed to inci-
dent microwaves) is a highly transparent and it protects the re-
flected wave from this surface.

For the cases with installed a resonator in the waveguide on
both state (a) and state (b), the electric fields with small amplitude
are formed within the sample, while the stronger standing wave
outside the sample (left-hand side) with a lager amplitude is
formed by among the forward wave, the reflected wave from the
sample and the resonator. However, due to the reflections occur-
ring at air-resonator interface, the standing wave can be also
formed at the right-hand side of the sample as seen in the figure.
It is interesting to observe that the electric field intensity in case
of with resonator is greater than in case of without resonator for
both different sample configurations as state (a) and state (b). In
addition, the electric field within the sample attenuates owing to
microwave power absorbed, and thereafter the microwave power
absorbed is converted to thermal energy (similar to case without
resonator).

6.5. Melting process without resonator

This section is presented to examine the melting characteristics
of the layered sample for state (a) and state (b) configuration,
respectively.

6.5.1. The temperature and microwave power absorbed distribution
Fig. 8(a) shows temperature distribution of state (a). It is ob-

served that the skin-depth heating effect causes a major part of
incident waves to be absorbed within the sample, especially at

the leading edge of an unfrozen layer. The temperature distribution
corresponds to the electric distribution in the sample. This is be-
cause the electric field within the sample attenuates owing to
microwave power absorbed, and thereafter the microwave power
absorbed is converted to thermal energy where the maximum
temperature occurs at leading edge of unfrozen layer. It is observed
that temperature distribution within the unfrozen layer display a
wavy behavior while it has no temperature gradient in the frozen
layer due to this layer acts as the transparent material (very low
lossy material). In addition, corresponding to the microwave power
absorbed as displayed in Fig. 8(c), the temperature distribution
within the unfrozen layer decays slowly along the wave propaga-
tion direction.

Fig. 8(b) and (d) illustrates the results of state (b). The incident
microwave is easily further penetrated to the unfrozen layer,
which forms a highly absorptive material. Since an ice in the frozen
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layer is a highly transparent material to microwave where it pro-
tects the reflective wave from the expose surface. The latter arises
from the fact that the larger part of microwaves can be absorbed at
the leading edge of the unfrozen layer. The presence of the strength
of microwave power absorbed gives to rise a hot spot at the leading
edge of the unfrozen layer. This causes heat to conduct from the
hotter region in unfrozen layer (higher microwave power ab-
sorbed) to the cooler region (lower microwave power absorbed)
in the frozen layer. It is found that the upward movement of melt-
ing front occurs at the interface between frozen layer and unfrozen
layer where the strength of the microwave power absorbed in-
creases with increasing the melting rate. As melting proceed, the
melting rate is higher in comparison to previous case (state (a))
at the same time. Nevertheless, the frozen layer stays colder due
to the difference between the dielectric properties of water and
ice. This is because water is a highly absorptive material, while
ice is highly transparent which results in a lower microwave power

absorbed within this layer. At exposure time of about 60 s, there is
a difference of about 39.83 �C between the maximum and mini-
mum temperatures.

6.5.2. Melting front
Considerately, Fig. 6 shows the melting front for the case of

state (a) and state (b). For state (a), melting front moves slowly
with the elapsed time along the propagation direction because
the most of heat as well as microwave power absorbed take place
at leading edge of unfrozen layer, which located far away from fro-
zen layer. Consequently, a small amount of heat can conduct to the
frozen layer because the water layer downstream acts as an insu-
lator causing a slowmovement of melting front. In state (b), in con-
trast to that state (a), the melting front moves rapidly with the
elapsed time against the wave propagating direction. This is be-
cause the most of the heat directly conduct into the frozen layer
due to the fact that the hot spot takes place at the leading edge
of the unfrozen layer which located close to the frozen layer.

6.6. Melting process with resonator

Fig. 9 illustrates the temperature and microwave power ab-
sorbed distribution in case of with installed resonator at the end
of waveguide. The temperature distribution corresponds to the
electric distribution in the sample. This is because the electric field
within the sample attenuates owing to microwave power ab-
sorbed, and thereafter the microwave power absorbed is converted
to thermal energy as explained in previous subsection. It is ob-
served that temperature distribution within the unfrozen layer dis-
play a stronger wavy behavior similarly case of without resonator.
Since the microwaves can either transmit through sample or reflect
from resonator, a standing wave or resonance is formed within the
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sample. Therefore, the microwave power absorbed as well as heat
transfer rate in the sample is stronger greater than that case of
without resonator. At exposure time of about 60 s, there is a differ-
ence between the maximum and minimum temperatures of about
35.86 �C and 44.44 �C, for state (a) and state (b), respectively.

Furthermore, it is interesting that the temperature profiles
along the center axis (x = 54.6 mm) is greater than that case of
without resonator as shown in Fig. 10. These results combined that
the installation of resonator can lead to enhance a stronger stand-
ing wave or resonance.

Fig. 11 shows the results of melting front in state (a) and state
(b), respectively. For the case of installed resonator, the tempera-
ture and the microwave power absorbed are always higher when
compared with case of without resonator. Thus, the melting front
rapidly moves with elapsed times in comparison to case of no-res-
onator condition. Additionally, it is interesting that melting rate of
state (a) is greater than state (b) because of the difference in stand-
ing wave pattern and microwave power absorbed within sample.

This study shows the capability of the present method to cor-
rectly handle the phase change problem. With further quantitative
validation of the present method, this method can be used as a tool
for investigating in detail this particular melting of phase change in
a porous media at a fundamental level.

7. Conclusions

Mesh quality has the largest impact on solution quality. A high-
quality mesh increases the accuracy of the computational thermal
flow solution and improves convergence. Therefore, it is important
to provide tools for obtaining and improving a mesh. This paper
present, melting of ice-saturated porous medium in a rectangular
waveguide (with and without resonator) subjected to electromag-
netic energy has been investigated numerically. A generalized

mathematical model and an effective calculation procedure are
proposed. A preliminary case study indicates the successful imple-
mentation of the numerical procedure. A two-dimensional micro-
wave melting model is then validated against available
experimental results and subsequently used as a tool for efficient
computational prototyping. Simulation results are in good agree-
ment with available experimental results. The successful compari-
son with experiments should give confidence in the proposed
mathematical treatment, and encourage the acceptance of this
method as useful tool for exploring practical problems. Further-
more, for microwave melting, in case of installed resonator
strongly affects on of temperature and microwave power absorbed
distribution, and melting front rate, because the microwave can
transmit through the sample and then reflect from resonator back
in the sample, forming a standing wave within the sample.

The next step, which has already begun, is to couple the grid
generation algorithm with the complete transport equations that
determine the moving boundary front and buoyancy-driven con-
vection in the liquid. The influence of adjusted meshes number
in each layer on thermal flow solution will be investigated. More-
over, some experimental studies will be performed to completely
validate numerical results.
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Abstract The heating process of water and oil using
microwave oven with rectangular wave guide is investigated
numerically and experimentally. The numerical model is
validated with an experimental study. The transient Maxwell’s
equations are solved by using the finite difference time
domain method to describe the electromagnetic field in the
wave guide and sample. The temperature profiles and velocity
field within sample are determined by the solution of the
momentum, energy, and Maxwell’s equations. In this study,
the effects of physical parameters, e.g., microwave power, the
position of sample in wave guide, size, and thickness of
sample, are studied. The results of distribution of electric field,
temperature profiles, and velocity field are presented in
details. The results show that the mathematical models are in
agreement with the experimental data. Conclusively, the
mathematical model presented in this study correctly explains
the phenomena of microwave heating within the liquid layer.

Keywords Microwave heating . Rectangular wave guide .

Mode TE10
.Maxwell’s equation . FDTDmethod

Nomenclature
Cp specific heat capacity [J/(kg K)]
E electric field intensity (V/m)
f frequency of incident wave (Hz)
g gravitational constant (m/s2)
H magnetic field intensity (A/m)
P power (W)
p pressure (Pa)

Q local electromagnetic heat generation term (W/m3)
s Poynting vector (W/m2)
T temperature (°C)
t time (s)
tan δ dielectric loss coefficient (−)
u,w velocity component (m/s)
ZH wave impedance (Ω)
Zl intrinsic impedance (Ω)

Greek letters
α thermal diffusivity (m2/s)
β coefficient of thermal expansion (1/K)
η absolute viscosity (Pa s)
ε permittivity (F/m)
l wavelength (m)
μ magnetic permeability (H/m)
υ velocity of propagation (m/s)
ν kinematics viscosity (m2/s)
ρ density (kg/m3)
σ electric conductivity (S/m)
ω angular frequency (rad/s)
ξ surface tension (N/m)

Subscripts
1 ambient condition
a air
j layer number
in input
w water

Introduction

Microwave is a one heat source that is an attractive
alternative over conventional heating methods because an
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electromagnetic wave that penetrates the surface is con-
verted into thermal energy within the material. High speed
startup, selective energy absorption, instantaneous electric
control, non-pollution, high energy efficiency, and high
product quality are several advantages of microwave
heating. Therefore, this technology is used in many
industrial and household applications. The notable applica-
tion is the domestic microwave oven. In addition, it has
been used in food industry for drying, pasteurization,
sterilization, etc. (Chatterjee et al. 2007). Other uses include
vulcanization processing, curing of concrete, medical
sterilization, and process adhesives.

Referred to international journals in the past about
microwave heating process, the microwave power absorbed
was assumed to decay exponentially into the sample
following the Lambert’s law. For example, Datta et al.
(1992) predicted the volumetric heat source by using
Lambert’s law and analyzed the temperature profiles in
liquid. However, this assumption is valid for the large
dimension samples where the depth of sample is much
larger than the penetration depth, but for the thin samples,
where the depth of sample is much smaller than penetration
depth, heat transfer rate by microwave is faster. Therefore,
the spatial variations of the electromagnetic field within
thin samples must be obtained by solution of the Maxwell’s
equations. The models of the interactions between electro-
magnetic field and dielectric materials have been used
previously to study numerous heating processes of dielec-
tric materials in a variety of microwave applicator, such as
rectangular wave guide and cavities. Jia et al. (1992), Liu
et al. (1994), and Dibben and Metaxas (1997) showed the
numerical modeling of microwave heating process in cavity
by solving Maxwell’s equation, which determines the
electromagnetic field in the microwave applicator and wave
guide. Ayappa et al. (1994) studied the two-dimensional
natural convection of liquid in a square cavity that exposed
to traveling plane microwave numerically. They found that
the location, intensity, and number of power peaks
influence a uniformity of temperature in liquid. Basak and
Ayappa (2002) purposed the modeling to study the role of
length scales on microwave thawing process in 2D
cylinders. From their investigation, thawing time increased
monotonically with sample diameter, and temperature
gradients in the sample generally increased from regimes I
to III. Tada et al. (1997) used 2D finite difference time
domain (2D-FDTD) method to investigate the electromag-
netic field in microwave applicator filled partially with a
dielectric material. This work demonstrated the effects of
the position of dielectrics on energy absorption ratio. Zhang
et al. (2000) purposed 3D-FDTD to explain the distribution
of microwave inside the cavity by solving the Maxwell’s
equation and using the finite control volume (FCV) method
based on SIMPLER algorithm to obtain temperature profiles

and flow field for distilled water and corn oil. Ratanadecho
et al. (2002a,b) numerically and experimentally investigated
microwave heating of a liquid layer in a rectangular wave
guide. Their work showed both of the electric conductivity
and microwave power level that affected the degree of
penetration and rate of heat generation within liquid layer.
Chatterjee et al. (2007) illustrated effect of turntable
rotation, natural convection, power source, and aspect ratio
of container on the temperature profiles in heating of
containerized liquid using microwave radiation by using
numerical simulation. Zhu et al. (2007) presented numerical
model of heat transfer in liquids that flow continuously in a
circular duct. The results showed that the heating pattern
strongly depends on the dielectric properties of the fluid in
the duct and the geometry of microwave heating system.
Curet et al. (2008) studied a microwave heating process in
frozen and defrosted zone considering both a numerical
and experimental aspects. Either Maxwell’s equation or
Lambert’s law were used to model the microwave heat
generation. Huo et al. (2004) presented a 3D finite element-
boundary integral formulation. Computed results were
presented for the electric field distribution, power absorp-
tion, and temperature distribution in a food load thermally
treated in an industrial pilot scale microwave oven designed
for food sterilization. Rattanadecho (2006) presented the
modeling of microwave heating of wood using a rectangu-
lar wave guide. The influence of irradiation times, working
frequencies, and sample size were examined. The presented
modeling is used to identify the fundamental parameters
and provide guidance for microwave heating of wood.
Ratanadecho et al. (2002a,b) studied the melting of frozen
packed beds by a microwave with a rectangular wave
guide numerically and experimentally. They focused on
the prediction of temperature, as well as the microwave
energy absorbed, and the melting front within the layered
packed beds. Based on the combined model of the
Maxwell and heat transport equations, the results showed
that the direction of melting against the incident micro-
wave strongly depended on the structural-layered packed
beds. In addition, there are many papers in this field,
such as Basak (2003–2004), Ratanadecho et al. (2002a,b),
Rattanadecho and Suwannapum (2009), Vadivambal and
Jayas (2009), and Boyacı et al. (2009).

Nevertheless, most of the studies have concentrated on
solids and focused on conduction mode heat transfer in a
specimen. A few papers have investigated natural convec-
tion induced by microwave heating of liquids in a
rectangular wave guide with a full comparison between
mathematical modeling and experimental data. This is
because of the complex distribution of electromagnetic
wave in cavity that is a complicated effect on flow field.

However, this paper presents distributions of electric
field, temperature profiles, and flow pattern. This work is
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extended from the previous work of Ratanadecho et al.
(2002a,b). The goal of this work is to analyze microwave
heating processes using a mathematical model. The effects
of microwave power level (300, 500, 800, and 1,000 W)
and the position in wave guide are investigated. The
positions of the center of the liquid layer is at the centerline
of the wave guide (S0) and also at 10 mm (S10) and 20 mm
(S20) away from the centerline. Moreover, effects of liquid
layer size (half and equal to wave guide width) and
thickness (30, 40, and 50 mm) are studied.

Experiment Setup

The experimental apparatus is shown in Fig. 1. The
microwave system is a monochromatic wave of TE10 mode
operating at a frequency of 2.45 GHz. Magnetron generates
microwave and transmits along the z-direction of the
rectangular wave guide, with inside dimensions of 109.2
(X) mm×54.61(Y) mm2 toward a water load that is situated
at the end of the wave guide. On the upstream side of the
sample, an isolator is used to trap any microwave reflected
from the sample to prevent the microwave from damaging
the magnetron. The powers of incident and the reflected
and transmitted waves are measured by a wattmeter using a
directional coupler (Micro Denshi., model DR-5000).
Fiberoptic (Luxtron Fluroptic Thermometer., model 790,
accurate to ±0.5°C) is employed for temperature measure-
ment. The fiberoptic probes are inserted into the sample and
situated on the XZ plane at Y=25 mm. Due to the
symmetrical condition, temperatures are measured for only
one side of the plane. An initial temperature of sample is
28°C for all cases. A sample container with a thickness of
0.75 mm is made from polypropylene, which does not
absorb microwaves.

Mathematical Model Formulation

Figure 2a and b shows the schematic diagram of the
problem in case of full and partial load, respectively. The
case of full load is the condition in which the liquid layer
cross-sectional area is 109.2(X)×54.61(Y) mm2 the same as
that of the wave guide, while partial load corresponds to
liquid layer with a half cross-sectional area of 54.61(X)×
54.61(Y) mm2. Inside the wave guide, the sample is
contained in a container, whose walls are insulated except
the top wall.

Analysis of Electromagnetic Field

Since the electromagnetic field that is investigated is the
microwave field in the TE10 mode, there is no variation of

field in the direction between the broad faces of the
rectangular wave guide and is uniform in the y-direction.
Consequently, it is assumed that the 2D heat transfer model
in x and z-directions would be sufficient to identify the
microwave heating phenomena in a rectangular wave guide

Fig. 1 Experimental apparatus of microwave heating: a picture, b
diagram
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(Rattanadecho et al. 2002). The other assumptions are as
follows:

1. The absorption of microwave by air in a rectangular
wave guide is negligible.

2. The walls of rectangular wave guide are perfect
conductors.

3. The effect of sample container on the electromagnetic
and temperature field can be neglected.

The proposed model is considered in TE10 mode so that
the Maxwell’s equations can be written in terms of the
electric and magnetic intensities

"
@Ey

@t
¼ @Hx

@z
� @Hz

@x
� sEy ð1Þ

m
@Hz

@t
¼ � @Ey

@x
ð2Þ

m
@Hx

@t
¼ @Ey

@z
ð3Þ

where E and H denote electric and magnetic field
intensities, respectively. Subscripts x, y, and z represent x,
y, and z components of vectors, respectively. Furthermore, ε
is the electrical permittivity, σ is the electrical conductivity,
and μ is the magnetic permeability. These symbols are

" ¼ "0"r ð4Þ

m ¼ m0mr ð5Þ

s ¼ 2pf " tan d ð6Þ

When the material is heated unilaterally, it is found that as
the dielectric constant and loss tangent coefficient vary, the
penetration depth and the electric field within the dielectric
material vary. The penetration depth is used to denote the
depth at which the power density has decreased to 37% of its
initial value at the surface (Ratanadecho et al. 2002a,b).
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where Dp is penetration depth, "' 'r is relative dielectric loss
factor and υ is the microwave speed. The penetration depth
of the microwave power is calculated according to Eq. 7,
which shows how it depends on the dielectric properties of
the material. It is noted that products with huge dimensions
and high loss factors may occasionally overheat a consider-
ably thick layer on the outer layer. To prevent such
phenomenon, the power density must be chosen so that
enough time is provided for the essential heat transfer
between boundary and core. If the thickness of the material
is less than the penetration depth, only a fraction of the
supplied energy will become absorbed. In example, consider
that the dielectric properties of water typically show
moderate lousiness depending on the temperature. The water
layer at low temperature typically shows slightly greater
potential for absorbing microwaves. In other words, an
increase in the temperature typically decreases "' 'r, accom-
panied by a slight increase in Dp.

The boundary conditions for TE10 mode can be
formulated as follows:

1. Perfectly conducting boundary. Boundary conditions
on the inner wall surface of wave guide are given by
Faraday’s law and Gauss’s theorem:

Ek ¼ 0;H? ¼ 0 ð8Þ
where subscripts k and ? denote the components of
tangential and normal directions, respectively.

2. Continuity boundary condition. Boundary conditions
along the interface between sample and air are given by
Ampere’s law and Gauss’s theorem:

Ejj ¼ E' jj;Hjj ¼ H' jj ð9Þ
3. Absorbing boundary condition. At both ends of

rectangular wave guide, the first order absorbing
conditions are applied:

@Ey

@t
¼ �u

@Ey

@z
ð10Þ

Fig. 2 Schematic diagram of the problem: a full load case, b partial
load case
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where � is represented forward and backward direction
and υ is velocity of wave.

4. Oscillation of the electric and magnetic intensities by
magnetron. For incident wave due to magnetron is
given by Ratanadecho et al. (2002a,b)

Ey ¼ Eyin sin
px
Lx

	 

sin 2pftð Þ ð11Þ

Hx ¼ Eyin

ZH
sin

px
Lx

	 

sin 2pftð Þ ð12Þ

where Eyin is the input value of electric field intensity, Lx is
the length of the rectangular wave guide in the x-direction,
ZH is the wave impedance defined as

ZH ¼ lgZl

l
¼ lg

l

ffiffiffiffi
m
"

r
ð13Þ

In this equation, Zl is intrinsic impedance depending on
the properties of the material, l and lg are the wave lengths
of microwaves in free space and rectangular wave guide,
respectively.

The power flux associated with a propagating electro-
magnetic wave is expressed by the Poynting vector:

s ¼ 1

2
Re E � H*
� �

ð14Þ

The Poynting theorem allows the evaluation of the
microwave power input. It is represented as

Pin ¼
Z
A

SdA ¼ A

4ZH
E2
yin ð15Þ

Analysis of Temperature Profiles and Flow Field

The analytical model is shown in Fig. 2. To reduce
complexity of the problem, several assumptions have been
offered into the flow and energy equations:

1. Corresponding to electromagnetic field, considering
flow and temperature field can be assumed to be two-
dimensional plane.

2. The effect of the phase change for liquid layer can be
neglected.

3. Liquid layer is assumed when the Boussinesq approx-
imation is valid.

4. The surroundings of the liquid layer are insulated
except at the upper surface where energy exchanges
with the ambient air.

Heat Transfer Equation

The temperature of liquid layer exposed to incident wave is
obtained by solving the conventional heat transport equa-

tion with the microwave power absorbed included as a local
electromagnetic heat generation term:
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where Q is the local electromagnetic heat generation term,
which is a function of the electric field and defined as

Q ¼ 2pf "0"'r tan d Ey

� �2 ð17Þ

Flow Field Equation

The governing equations for a Newtonian Boussinesq fluid
are given as

Continuity equation:
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where ν and β are the kinematics viscosity and coefficient
of thermal expansion of the water layer, respectively.

Boundary and initial conditions for these equations:
Since the walls of container are rigid, the velocities are

zero. At the interface between liquid layer and the walls of
container, zero slip boundary conditions are used for the
momentum equations.

1. At the upper surface, the velocity in normal direction
(w) and shear stress in the horizontal direction
are assumed to be zero, where the influence of
Marangoni flow (Ratanadecho et al. 2002a,b) can be
applied:

h
@u

@z
¼ � dx

dT
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ð21Þ

2. The walls, except top wall, is insulated so no heat and
mass exchanges:

@T

@x
¼ @T

@z
¼ 0 ð22Þ
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3. Heat is lost from the surface via natural convection and
radiation:

�l
@T

@z
¼ hc T � T1ð Þ þ srad"radT

4 ð23Þ

4. The initial condition of a water layer is defined as:

T ¼ T0 at t¼ 0 ð24Þ

Numerical Solution

The description of heat transport and flow pattern of liquid
layer Eqs. 16, 17, 18, 19, and 20 requires specification of
temperature (T), velocity component (u, w), and pressure

(p). These equations are coupled to the Maxwell’s equa-
tions (Eqs. 1, 2, and 3) by Eq. 17. It represents the heating
effect of the microwaves in the liquid-container domain.

Electromagnetic Equations and FDTD Discretization

The electromagnetic equations are solved by using FDTD
method. With this method, the electric field components (E)
are stored halfway between the basic nodes, while magnetic
field components (H) are stored at the center. Therefore,
they are calculated at alternating half-time steps. E and H
field components are discretized by a central difference
method (second-order accurate) in both spatial and time
domain. For TE mode, the electric and magnetic field
components are discretized as
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Fluid Flow and Heat Transport Equations and Finite
Control Volume Discretization

Equations 16, 17, 18, 19, and 20 are solved numerically by
using the finite control volume along with the SIMPLE

algorithm developed by Patankar. The reason to use this
method is the advantage of flux conservation that avoids
generation of parasitic source. The basic strategy of the
finite control volume discretization method is to divide the
calculated domain into a number of control volumes and
then integrate the conservation equations over this control
volume over an interval of time [t,t + Δt]. At the
boundaries of the calculated domain, the conservation
equations are discretized by integrating over half the
control volume and taking into account the boundary
conditions. At the corners of the calculated domain, a
quarter of control volume was used. The fully implicit
time discretization finite difference scheme is used to
arrive at the solution in time. Additionally, the details
about numerical discretization of this method can be found
in the recent literature.

Fig. 3 Grid system
configurations
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The Stability and Accuracy of Calculation

The choice of spatial and temporal resolution is motivated
by reasons of stability and accuracy. Spatially, as shown in
Fig. 3, Eqs. 25, 26, and 27) are solved on a grid system, and
temporally, they are solved alternatively for both the
electric and magnetic fields. To ensure stability of the time
stepping algorithm Δt must be chosen to satisfy the courant
stability condition and defined as

Δt �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δxð Þ2þ Δzð Þ2

q
u

ð28Þ

and the spatial resolution of each cell, defined as

Δx;Δz � lg

10
ffiffiffiffi
"r

p ð29Þ

Corresponding to Eqs. 28 and 29, the calculation
conditions are as follows:

1. Grid size: Δx=1.0922 and Δz=1.0000 mm
2. Time steps: Δt=2×10−12 and Δt=0.01 s are used

corresponding to electromagnetic field and temperature
field calculations, respectively.

3. Relative error in the iteration procedures of 10−6 was chosen.

The Iterative Computational Schemes

Since the dielectric properties of liquid layer samples are
temperature dependent, to understand the influence of
electromagnetic field on microwave heating of liquid layer
realistically, it is necessary to consider the coupling
between electric field and temperature and fluid flow fields.
For this reason, the iterative computational schemes are
required to resolve the coupled non-linear Maxwell’s
equations, momentum, and heat transport equations.

The computational scheme is to first compute a local heat
generation term by running an electromagnetic calculation
with uniform properties determined from initial temperature
data. The electromagnetic calculation is performed until a
sufficient period is reached in which representative average
root mean square of the electric field at each point is
computed and used to solve the time dependent temperature
and velocities field. Using these temperatures, new values of
the dielectric properties are calculated and used to re-
calculate the electromagnetic fields and then the microwave
power absorption. All the steps are repeated until the
required heating time is reached. The detail of computational
schemes and strategy are illustrated in Fig. 4.

Results and Discussion

Two kinds of liquid are simulated in order to display
physical phenomena of microwave heating in the liquid

Fig. 4 Computational schemes (EM# subroutine for calculation of
electromagnetic field; n calculation loop of electromagnetic field)
(Ratadecho et al. 2002a,b)

Table 1 The electromagnetic and thermo physical properties used in the computations (Ratanadecho et al. 2002a,b and Aparna et al. 2007)

Property Air Water Oil

Heat capacity, Cp (J kg−1 K−1) 1,007 4,190 2,000

Thermal conductivity, l (W m−1 K−1) 0.0262 0.609 0.168

Density, ρ (kg m−3) 1.205 1000 900

Dielectric constant, "'r 1.0 88.15−0.414 T+(0.131×10−2)T2−(0.046×10−4)T3 2.8

Loss tangent, tan δ 0.0 0.323−(9.499×10−3)T+(1.27×10−4)T2−(6.13×10−7)T3 0.05
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layers with different dielectric properties. Water and oil are
chosen for this purpose. Dimensions of the rectangular
wave guide are 109.2(X)×54.61(Y) mm2. Microwave
frequency is operated at 2.45 GHz. Thermal and dielectric
properties used for mathematical calculations are shown in
Table 1.

The Effect of Microwave Power

Figures 5 and 6 show the comparison of the temperature
distribution within the water layer between the predicted
and experimental results at various microwave power, at t=
60 s, along with the horizontal axis (z=10 mm) and vertical
axis (x=54.61 mm) of a rectangular wave guide, respec-
tively. Dimensions of water layer are 109.2(X)×54.61(Y)
mm2, which is equal to the size of wave guide. Thickness
(Z) is 50 mm. It is found that power significantly influences
the rate of temperature rise. Greater power provides greater
heat generation rate inside the medium, thereby increasing
the rate of temperature rise. Figure 5 shows the greatest
temperature in the center of heating layer with the
temperature decreasing toward the side walls of the water
layer corresponding to the characteristic of TE10 mode.
However, the results from calculation at the side walls are
increasing, which is due to the walls being insulated and
low rate of heat loss. In Fig. 6, the temperature within the
water layer closest to the incoming microwave is shown.
The region close to the top surface heats up with a faster
rate than elsewhere within the water layer. Nevertheless, the
temperature decays slowly along the propagation direction
due to the skin depth heating effect. The predicted results
are in a reasonable agreement with the experimental results.

Figure 7a and b shows simulation of electric field.
Figure 7a is the case of empty wave guide. Figure 7b is the

Fig. 5 comparison of the temperature distribution within the water
layer between the predicted and experimental results at various
microwave power, at t=60 s, along with the horizontal axis (z=
10 mm) of a rectangular wave guide

Fig. 6 Comparison of the temperature distribution within the water
layer between the predicted and experimental results at various
microwave power, at t=60 s, along with the vertical axis (x=
54.61 mm) of a rectangular wave guide

Fig. 7 Distribution of electric field (P=300 W): a wave guide is
empty, b insert water layer
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case of water layer inside wave guide. The vertical axis
represents the intensity of the electric field Ey, which is
normalized to the amplitude of the input electromagnetic
wave Eyin. Figure 7a is the simulated electric field of TE10

mode along the center axis x=54.61 mm of a rectangular
wave guide. For this case, the inside of the wave guide is
empty, and the incident wave is chosen to be 9.565×103 V/
m (300 W). A uniform static wave of TE10 mode inside
wave guide is shown. Figure 7b shows a stronger standing
wave with a larger amplitude forms in the cavity forward to
the water layer, while the electric field within the water
layer is extinguished. Since the incident wave passing
through the cavity having low permittivity is directly

irradiated with the water layer having high permittivity,
the major part of incident wave is reflected and resonated,
while other part that is minor is transmitted.

Figure 8a and b shows temperature profiles from
calculation and that captured by infrared camera, respec-
tively. Microwave power is 300 W (t=60 s). The results
agree reasonably well.

Figures 9a and b shows temperature profiles within a
water layer on X–Z plane at various microwave power (300
and 1,000 W). In the case of a full load, a temperature
profile is symmetric. The left figure shows early state (t=
20 s), and the right figure shows final state (t=60 s). The
highest temperature in the upper region of heating water

Fig. 8 Temperature profiles within water layer on X–Z plane (P=300 W, t=60 s): a from calculation, b captured by infrared camera

Fig. 9 Temperature profiles
within water layer on X–Z
plane at various microwave
power: a 300 W, b 1,000 W
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layer with the temperature decreasing towards the lower
wall is shown.

Figures 10a and c are velocity fields within water layer
on X–Z plane, corresponding to temperature fields in
Fig. 9a and b. At the early stage of heating (t=20 s), the
effect of conduction plays the greatest role than convection
mode. As the heating proceeds, the local heating on the
surface water layer causes the difference of surface tension
on the surface of water layer, which leads to the convective
flow of water (Marangoni flow). This causes water to flow
from the hot region (higher power absorbed) at the central
region of water layer to the colder region (lower power
absorbed) at the side wall of container. In the stage of
heating (t=60 s), the effect of convective flow becomes
stronger and plays a more important role, especially at the
upper portion of the side walls of container. However, at the
bottom region of the walls where the convection plays
the smallest, temperature distributions are primarily gov-
erned by the conduction mode. In the case of microwave
power level of 300 W, the temperature within water layer is
greater closer to the incoming microwave and has a trend
corresponding to those of velocity fields.

In the case of microwave power level of 1,000 W,
overall, temperature is greater near the top surface and
locally high inside the layer. Furthermore, it is evident that
the heating rate is higher in this case than in 300 W. This is
because of the penetration depth heating effect, which
increases a larger part of the incident wave to penetrate
further into the water layer.

The Effect of Liquid Layer Size

Figure 11 shows the comparison of the temperature
distribution within the water layer between the predicted
and experimental results at various sample sizes. Micro-
wave power is 300 W. From the figure, dimensions of water
layer are 54.61(X)×54.61(Y)×50(Z) mm3, providing the
highest heat generation rate within sample. This is because
water that has a smaller volume has a higher rate change of

Fig. 11 The comparison of the temperature distribution within the
water layer between the predicted and experimental results at various
sample sizes

Fig. 10 Velocity field within water layer on X–Z plane at various
microwave power: a 300 W and b 1,000 W

Fig. 12 The comparison of the temperature distribution within the
water layer between the predicted and experimental results at various
positions inside wave guide
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temperature due to larger heat generation rate per unit
volume. However, the exception is observed. Although
the water in a 109.2(X)×54.61(Y)×40(Z)-mm3 container
has larger volume than that in a 109.2(X)×54.61(Y)×30

(Z)-mm3 container, the water with the larger volume has
greater rate of temperature rise. The reason behind this
result is that the penetration depth of water that is greater
than its thickness causes the interference of waves reflected

Fig. 14 Temperature profiles within water layer in case of partial load at various positions inside wave guide (P=300 W, thickness=50 mm): a
S0, b S20

Fig. 13 Distribution of electric
field at various positions inside
wave guide: a S0, b S20
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from the interface of water and air at the lower side due to
the difference of dielectric properties of water and air.
Consequently, the reflection and transmission components
at each interface contribute to the resonance of standing
wave inside the water sample. Therefore, the field distribu-
tion does not poses an exponential decay from the surface.

The Effect of Position of Liquid Layer Inside Wave Guide

This section discusses the effects of positions of the water
layer in the rectangular wave guide. Three different
locations of the water layer are investigated. The dimension
of the water layer is 54.61(X)×54.61(Y) mm2 and is 50(Z)
mm in thicknesses.

Figure 12 shows the comparison of the temperature
distribution within the water layer between the predicted
and experimental results at various positions inside wave
guide. Microwave power is 300 W. From these figure, the
rate change of temperature is highest when the location of
the sample is shifted to 20 mm away from the center,
whereas the rate is lowest when the sample is located at the
center.

Figures 13, 14, and 15 show phenomena of microwave
heating of water layer in case of partial load at various
positions (P=300 W).

Figure 13a and b shows the distribution of electric field
within water layer. It shows considerably uniform distribu-

tion of electric field when the sample is located at the center
(S0), whereas distribution of electric field is relatively not
uniform when location of the sample is shifted to 20 mm
away from the center, which is denoted by S20.

Figure 14a and b presents temperature profiles within the
water layer on X–Z plane. Figure 14a shows the distribution
of temperature when the sample is located at the center
(S0). Temperature profile is symmetrical and is similar in
the case of full load. The upper region of heating is a high
temperature and decreases towards the lower wall. Howev-
er, the wall side has temperature greater than the center of

Fig. 15 Velocity field within water layer in case of partial load at various positions inside wave guide (P=300 W, thickness=50 mm); a S0, b S20

Fig. 16 Distribution of electric field inside wave guide and oil
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water layer. Figure 14b shows the distribution of temper-
ature when location of the sample is shifted to 20 mm away
from the center. Temperature profile is not symmetrical.
The temperature distributes from the corner of the sample
toward the lower side. In addition, it is interesting that the
rate change of temperature becomes greatest when the
sample is displaced 20 mm from the center. This result is
attributed to the size of sample that is smaller than the wave
guide; therefore, waves reflect disorder resulting in a
multimode of field pattern.

Velocity fields within water layer on X–Z plane are
shown in Fig. 15a and b. Several circulations are observed
in Fig. 14a and b. When location of the sample is shifted to
20 mm away from the center, there appears the transition from
several circulations to one larger circulation. The vectors are
rigorous near the upper left corner. The velocity fields have a
trend corresponding to that of temperature profiles.

The Effect of Dielectric Properties

Microwave-heating process within water layer and oil are
examined in this section. The samples used are water and
cooking oil. For the water layer, the physical phenomena of
microwave heating are shown in the preceding sections.
Temperature is highest at the center since the density of the
electric field of the microwave field in the TE10 mode is
high around the center region in the wave guide. The
temperature is higher closer to the surface of water since
water is a high lossy dielectric material, which has a small
penetration depth causing the field to decay rapidly. The
penetration depth is computed using Eq. 7 based on the
dielectric properties of water.

Next, the result of oil can be observed in Fig. 16, 17, and
18, which respectively present the electric field distribution,
contours of temperature, and velocity field. The dimension
of oil layer is 109.2(X)×54.61(Y)×50(Z) mm3. Figure 16
depicts the surface plots of simulation of electric field
inside wave guide and oil along the center axis x=

54.61 mm of a rectangular wave guide. Microwave power
is 300 W (9.565×103 V/m). Figure 17a and b shows
temperature profiles from the calculation and that captured
by infrared camera, respectively. The results agree reason-
ably well. The temperature is highest in the upper region of
the heating oil, with the temperature decreasing towards the
lower wall. This oil is considered a low lossy material in
which the fields can penetrate farther than in the water
layer, causing high temperature at the lower region of the
layer. Furthermore, the temperature distribution of oil
(Fig. 17) and water (Fig. 8) are compared. It is found that
temperature in the X–Z plane is more uniform in water than
in oil, since more convection mechanism exists in water.
The convection mode of heat transfer helps in distributing
temperature throughout the layer. Figure 18 depicts flow
pattern within the oil layer. The flow motions are induced
by temperature gradients. The flow directions are indicated
by the overwritten arrows significantly controlling overall
heat transfer directions.

Conclusion

The numerical analysis in this paper describes many of the
important interactions within a water layer and oil during

Fig. 17 Temperature profiles within oil on X–Z plane at 60 s; a from calculation, b captured by infrared camera

Fig. 18 Velocity field within oil layer in case of full load at 60 s (P=
300 W, thickness=50 mm)
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microwave heating using a rectangular wave guide. The
following summarizes the conclusions of this work:

1. A mathematical model of microwave heating by using
rectangular wave guide is presented, which is in
relatively good agreement with the results of the
experiment. The model used successfully describes
the heating phenomena of water layers and oil under
various conditions.

2. The temperature profiles and velocity fields in the
water layer and oil are governed by the electric field as
well as dielectric properties of water.

3. The distribution of heating location primarily depends
on the penetration depth of liquid layer.

4. Size and thickness of water layer have an effect on
phenomena of microwave heating. Water layer that is
small and has thickness close to penetration depth has
greater distribution of temperature due to larger heat
generation rate per unit volume, and the reflection and
transmission components at each interface contribute to
a stronger resonance of standing wave inside the
sample.

5. The position of water layer inside the wave guide is
proven to have an important effect on microwave
heating process. When the layer is placed off the
center, it reveals unsymmetrical heating and flow
patterns, which enhance the rate of temperature rise.

6. Natural convection due to buoyancy force strongly
affects flow pattern within water layer during micro-
wave heating process and clearly enhances temperature
distribution in the layer.

The next steps of this research will be to investigate
more associated parameters and more details of position
inside wave guide and develop the 3D mathematical model.
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Energy and exergy analyses in convective drying process of multi-layered porous
packed bed☆
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This paper is concerned with the investigation of the energy and exergy analyses in convective drying
process of multi-layered porous media. The drying experiments were conducted to find the effects of multi-
layered porous particle size and thermodynamics conditions on energy and exergy profiles. An energy
analysis was performed to estimate the energy utilization by applying the first law of thermodynamics. An
exergy analysis was performed to determine the exergy inlet, exergy outlet, exergy losses during the drying
process by applying the second law of thermodynamics. The results show that the energy utilization ratio
(EUR) and the exergy efficiency depend on the particle size as well as the hydrodynamic properties and
the layered structure, by considering the interference between capillary flow and vapor diffusion in the
multi-layered packed bed.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Drying is a thermal process in which heat and moisture transfer
occur simultaneously. Heat is transferred by convection from heated
air to the product to raise the temperatures of both the solid and
moisture that is present. Moisture transfers occurs as the moisture
travels to the evaporative surface of the product and then it evaporate
into the circulating air as water vapor, are necessary for process
design, optimization, energy integration, and control [1,2]. The heat
and moisture transfer rates are therefore related to the velocity,
temperature and type of product with the circulating drying air.
Thermal drying has been recognized as an important unit operation as
it is energy intensive and has a decisive effect on the quality of most
products that are dried commercially [3,4].

Drying of porous solids is a subject of significant scientific and
technological interest in a number of industrial applications including
coatings, food, paper, textile, wood, ceramics, building materials,
granular materials, electronic devices and pharmaceuticals [5].

Drying of porous materials is a problem of coupled heat and mass
transport in a multiphase systemwhich undergoes structural changes
and shrinkage during the process. As drying proceeds, themechanisms
of water migration and all the transport properties change [6].
Nevertheless, most of the models describing the drying of foodstuffs
are constructed on the basis of theories commonlyused indealingwith

conventional porous materials, and without acknowledging the
features which make this particular problem unusual.

The traditional thermodynamics method of assessing processes
involving the physical or chemical processing of materials with
accompanying transfer and transformation of energy is by the
completion of an energy balance which is based on the first law of
thermodynamics. The first law analysis is used to reduce heat losses
or enhance heat recovery. Meanwhile, it gives no information on the
degradation of the useful energy that occurs within the process
equipment [7]. The exergy of an energy form or a substance is a
measure of its usefulness or quality or potential change [8]. Exergy is
defined as themaximumwork, which can be produced by a system or a
flow of matter or energy and it comes to equilibrium with a specified
reference environment (dead state) [9]. Unlike energy, exergy is
conserved only during ideal processes and destroyed due to irreversi-
bilities in real processes [10].

The features of exergy are identified to highlight its importance
in a wide range of applications [11]. Exergy analysis has been
increasingly useful as a tool in the design, assessment, optimization
and improvement of energy systems. It can be applied on both system
and component levels. Exergy analysis leads to a better understanding
of the influence of thermodynamics phenomena on effective process,
comparison of the importance of different thermodynamics factors,
and the determination of the most effective ways of improving the
process [12]. As regards the exergy analyses of drying processes, some
work has been carried out in recent years. Kanoglua and et al. [13]
analyzed a thermodynamics aspect of the fluidized bed drying process
of large particles for optimizing the input and output conditions by
using energy and exergy models. The effects of the hydrodynamic and
thermodynamics conditions were also analyzed such as inlet air
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temperature, fluidization velocity and initial moisture content on
energy efficiency and exergy efficiency. Syahrul and et al. [14] and
Dincer [15] used a model to analyze exergy losses of a air drying
process. Their work demonstrated that the usefulness of exergy
analysis in thermodynamics assessments of drying processes and
providence the performances and efficiencies of these processes.
Akpinar and et al. [16,17] studied energy and exergy of the drying of
red pepper slices in a convective type dryer, with potato slices in a
cyclone type dryer and pumpkin slices in a cyclone type dryer. The
type and magnitude of exergy losses during drying was calculated.
Colak [18] performed an exergy analysis of thin layer drying of green
olive in a tray dryer. In Colak's study the effects of the drying air
temperature, the mass flow rate of drying air and olives on the system
performance were discussed. Ceylan et al. [19] carried out energy and
exergy analyses during the drying of two types of timber. The effects
of ambient relative humidity and temperature were taken into
account.

Typical applications of non-uniform material include the tertiary
oil recovery process, geothermal analysis, asphalt concrete pavements

process and preservation process of food stuffs. Therefore, knowledge
of heat and mass transfer that occurs during convective drying
of porous materials is necessary to provide a basis for fundamental
understanding of convective drying of non-uniform materials. From
research on energy and exergy analysis of the drying process the
analysis on the phenomenon of evaporation in porous materials is
relatively small. Prommas [20] analyzed the energy and exergy in
drying process of porous media using hot air. Due to the limited
amount of experimental work on convective drying of multi-layered
material, the various effects are not fully understood and a number of
critical issues remain unresolved. The effects of particle size and the
layered configuration on the overall drying kinetics have not been
systematically studied. Although most previous investigations con-
sider single-layered material, little effort has been reported on
convective drying of multi-layered material (non-uniform structure)
at a fundamental level.

From macroscopic point of view, the effects of the particle sizes,
hydrodynamic properties, and the layered configuration on the
overall drying kinetics must be clarified in detail. Therefore, the
specific objectives of this work are to extend the previous work of
Prommas to discuss the effect of particle size and the layered
configuration on the overall drying kinetics include the convective
drying of multi-layered porous packed bed.

The objectives of this work are described of multi-layered to effect
of particle size and capillary pressure for evaluate the exergy losses of
two operations multi-layered porous packed bed, the exergy losses
and exergy input for the different drying operations and the
influences of operating parameters on exergy losses. The knowledge
gained will provide an understanding in multi-layered porous media
and the parameters which can help to reduce energy consumptions
and losses.

2. Experimental apparatus

Fig. 1(a) shows the experimental convective drying system. The
hot air, generated electrically travels through a duct toward the upper
surface of two samples situated inside the test section. The outside
walls of test section are covered with insulation to reduce heat loss to
the ambient. The flow outlet and temperature can be adjusted at a
control panel.

As shown in Fig. 1(b), the samples are unsaturated packed beds
composed of glass beads, water and air. The samples are prepared
in the two configurations in the: a single-layered porous packed
bed (uniform packed bed) with bed depth δ=40 mm (d=0.15 mm
(F bed) and d=0.4 mm (C bed)) and a two-layered porous packed
bed, respectively. The two-layered porous packed bed are arranged in
different configurations in the: F–C bed (fine particles (d=0.15 mm,
δ=20 mm) overlay the coarse particles (d=0.4 mm, δ=20 mm)),
and C–F bed (coarse particles (d=0.4 mm, δ=20 mm) overlay the
fine particles (d=0.15 mm, δ=20 mm)), respectively. The width and
total length of all samples used in the experiments are 25 mm and
40 mm, respectively. The temperature distributions within the sample
are measured using fiberoptic sensors (LUXTRON Fluroptic Ther-
mometer, Model 790, accurate to 0.5), which are placed in the center
of the sample at 5 mm form surface in Fig. 2. In each test run, the
weight loss of the sample is measured using a high precision mass
balance.

The uncertainty in the results might come from the variations in
humidity and room temperature. The uncertainty in drying kinetics is
assumed to result from errors in the measuring weight of the sample.
The calculated uncertainties in weight in all tests are less than 2.8%.
The uncertainly in temperature is assumed to result from errors in
adjusting input power, ambient temperature and ambient humidity.
The calculated uncertainty associated with temperature is less than
2.85%.

Nomenclature

cp specific heat, (kJ/kg K)
c̄p mean specific heat, (kJ/kg K)
EUR energy utilization ratio, (%)
Ex exergy, (kJ/kg)
g gravitational acceleration, m/s2

gc constant in Newton's law
h enthalpy, (kJ/kg)
J joule constant
ṁ mass flow rate, (kg/s)
N number of species
P pressure, (kPa)
Q net heat, (kJ/s)
Qu useful energy given by heater, (kJ/s)
s specific entropy, (kJ/kg K)
T temperature, (K)
u specific internal energy, (kJ/kg)
v specific volume, m3/s
V velocity, (m/s)
w specific humidity, (g/g)
Ẇ energy utilization, (J/s)
z altitude coordinate, (m)

Subscripts
a air
da drying air
dc drying chamber
f fan
i inlet
L loss
mp moisture of product
o outlet
pb porous packed bed
sat saturated
∞ surrounding or ambient

Greek symbols
ϕ relative humidity, (%)
ηex exergetic efficiency, (%)
μ chemical potential, (kJ/kg)
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3. The characteristic ofmoisture transport inmulti-layered porous
packed beds

As shown in Fig. 3 shows the typical multi-layered packed bed to
be stated. The multi-layered packed beds are arranged in different
configurations as follows:

(a) F–C bed, the fine particles (average diameter of 0.15 mm) is
over the coarse particles (average diameter of 0.4 mm).

(b) C–F bed, the coarse particles (average diameter of 0.4 mm) is
over the fine particles (average diameter of 0.15 mm).

It is observed that the moisture content profiles are not uniform in
multi-layered packed beds. During convective drying, highermoisture
content occurs in the fine bed while the moisture content inside
coarse bed remains lower compared with the initial state. This is a
result of capillary action.

From a macroscopic point of view, we will consider liquid water
transport at the interface between two beds where the difference in
particle size is considered. Fig. 4 shows typical moisture characteristic
curve (relationship between capillary pressure (pc) and water
saturation (s)) for the different particle sizes. In the case of the
same capillary pressure, a smaller particle size corresponds to higher
moisture content. Considering the case where two particle sizes
having the same capillary pressure at the interface of different particle
sizes are justified, as shown in Fig. 5. Since the capillary pressure has
the same value at the interface between two beds the moisture
content becomes discontinuous at the interface. This is a result of the
differences in capillary pressure for the two particle layer. The
physical and transport properties of the two sizes of particles
composing the bed are shown in Table 1.

4. Mathematical formulation of problem

Schematic diagram of the convective drying model for multi-
layered porous packed bed is shown in Fig. 6 [21]. When a porous
packed bed is heated by hot air flowing over its upper surface, the heat
is transferred from the top of porous packed bed into the interior.
Therefore, the temperature gradient is formed in the bed, and the

Fig. 1. Schematic of experimental facility: (a) Equipment setup; (b) Multi-layered porous packed bed (Sample).

Fig. 2. The positions of temperature measurement in porous packed bed.
Fig. 3. Shows the typical profile of moisture content inmulti-layered porous packed bed
during convective drying in the cases of: (a) C–F bed (b) F–C bed.
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liquid phase at the upper surface of porous packed bed evaporates by
the variation of saturated vapor concentration corresponding to this
temperature gradient as long as the surface remains wetted. In
analysis, the main assumptions involved in the formulation of the
transport model are:

1. The capillary porous material is rigid and no chemical reactions
occur in the sample.

2. Local thermodynamics equilibrium is reached among each phase.
3. The gas phase is ideal in the thermodynamics sense.
4. The process can be modeled as steady-flow.
5. The multi-layered porous packed bed sample side wall is perfectly

except the top surface insulated, hence adiabatic.
6. In a macroscopic sense, the porous packed bed is assumed to be

homogeneous and isotropic, and liquid water is not bound to the
solid matrix.

7. A dry layer (evaporation front) is formed immediately after water
saturation approaches the irreducible value.

8. The volumes of the upper layer and lower layer are equal.
9. The distributions of water saturation in the layered porous packed

beds differ greatly depending on the structure of layered porous
packed beds even if the total volume of water that exists among the
pores in the porous packed beds is identical.

By energy and exergy analyses in drying process of multi-layered
porous packed bed using hot air, the main basic equations are given as
follows:

4.1. Energy analysis

A schematic diagram of the model is shown in Fig. 6. By applying
the principle of conservation of mass and energy in the sample, the
governing equation of mass and energy for all phases can be derived
by using the volume average technique. The main transport
mechanism describes moisture movement during drying by means
of convection mode within the sample including liquid flow driven by
capillary pressure gradient and gravity while the vapor is driven by
the gradient of the partial pressure of the evaporating species. The
traditional methods of thermal system analysis are based on the first
law of thermodynamics. These methods use an energy balance on
the control volume to determine heat transfer between the system
and its environment. The first law of thermodynamics introduces the
concept of energy conservation, which states that energy entering a
thermal system with fuel, electricity, flowing streams of matter, and
so on is conserved and cannot be destroyed. In general, energy
balances provide no information on the quality or grades of energy
crossing the thermal system boundary and no information about
internal losses.

The drying process includes the process of heating, cooling and
humidification. The process can be modeled as steady-flow processes
by applying the steady-flow conservation ofmass (for both dry air and
moisture) and conservation of energy principles, General equation of
mass conservation of drying air:

∑ṁai = ∑ṁao ð1Þ

General equation of mass conservation of moisture:

∑ðṁwi + ṁmpÞ = ∑ṁwo

or

∑ðṁaiwi + ṁmpÞ = ∑ṁaiwo

ð2Þ

General equation of energy conservation:

Q̇−Ẇ =∑ṁo ho +
V2
o

2

 !
−∑ṁi hi +

V2
i

2

 !
ð3Þ

where the changes in kinetic energy of the fan were taken into
consideration while the potential and kinetic energy in other parts of
the process were neglected. During the energy and exergy analyses of
porous packed bed drying process, the following equations were used
to compute the enthalpy of drying air.

h = cpdaT + whsat@T ð4Þ
Fig. 5. Schematic diagram of water transport at the interface of multi-layered porous
packed bed during convective drying process.

Fig. 4. Typical relationship between capillary pressure and water saturation [21].

Table 1
The characteristic of water transport in porous packed bed [21].

Diameter, d (mm) Porosity, ϕ Permeability, k (m2)

0.15 0.387 8.41×10−12

0.4 0.371 3.52×10−11
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The enthalpy equation of the fan outlet was obtained Bejan [22]
using Eq. (5) as below:

hfo = Ẇf−
V2
fo

2*1000

 !
1

ṁda

	 
" #
+ hf i ð5Þ

where, hfi characterizes the enthalpy of drying air at the inlet of the
fan, hfo the enthalpy at the outlet of the fan, Vfo the drying air
velocity at the outlet of the fan, Wf fan energy and ṁda mass flow of
drying air. Considering the values of dry bulb temperature and
enthalpy from Eq. (5), the specific and relative humidity of drying
air at the outlet of the fan were determined Akpinar [16]. The inlet
conditions of the heater were assumed to be equal to the outlet
conditions of the fan. The useful energy gained from the heater
enters the drying chamber as the convection heat source, which
was defined as:

Q̇u = ṁdaCpdaðTho−ThiÞ ð6Þ

where Tho, Thi are the outlet and inlet temperature of air at the
heating section. The inlet conditions of the drying chamber were
determined depending on the inlet temperatures and specific
humidity of drying air. It was considered that the mass flow rate
of drying air was equally passed throughout the chamber. The
specific humidity at the outlet of the chamber can be defined as:

wpbo = wpbi +
ṁwpb

ṁda
ð7Þ

where, wpbi denotes the specific humidity at the inlet of the porous
packed bed chamber, ṁwpb the mass flow rate of the moisture
removed from porous packed bed samples. The heat utilized during
the humidification process at the chamber, can be estimated by

Q̇pb = ṁda hpbi@T−hpbo@T

� �
ð8Þ

where, hpbi@ T and hpbo@ T identify orderly the enthalpies at the inlet
and outlet of porous packed bed chamber. The enthalpy of moisture
air outlet of porous packed bed chamber can be defined as:

hpbo@T = hpbi@T−wpbohsat@T ð9Þ

where wpbo is the amount of product moisture evaporated. The
energy utilization ratio for the drying chamber can be obtained
using the following expression Akpinar [16]:

EURdc =
ṁdaðhpbi@T−hpbo@T Þ
ṁdaCpdaðTho−ThiÞ

: ð10Þ

4.2. Exergy analysis

The second law of thermodynamics introduces the useful concept
of exergy in the analysis of thermal systems is show in Fig. 6. As
known, exergy analysis evaluates the available energy at different
points in a system. Exergy is a measurement of the quality or grade of
energy and it can be destroyed in the thermal system. The second law
states that part of the exergy entering a thermal system with fuel,
electricity, flowing streams of matter, or other sources is destroyed
within the system due to irreversibilities. The second law of
thermodynamics uses an exergy balance for the analysis and the
design of thermal systems. In the scope of the second law analysis of
thermodynamics, total exergy of inflow, outflow and losses of the
drying chamber are estimated. The basic procedure for exergy
analysis of the chamber is determined the exergy values at steady-
state points and the reason of exergy variation for the process. The
exergy values are calculated by using the characteristics of the
workingmedium from a first law energy balance. For this purpose, the
mathematical formulations used to carry out the exergy balance are as
show below Ahern [23].

Exergy = ðu−u∞ Þ−T∞ðs−s∞Þ +
P∞
J
ðv−v∞Þ +

V2

2g J
+ ðz−z∞Þ

g
gc J

internal entropy work momentum gravity

energy

+ ∑
c
ðμc−μ∞ÞNc + EiAiFið3T4−T4

∞−4T∞T
3Þ + :::::::::::::::

chemical radiation emission ð11Þ

The subscript ∞denotes the reference conditions. In the exergy
analyses of many systems, only some of the terms shown in Eq. (11)
are used but not all. Since exergy is energy available from any source,
it can be developed using electrical current flow, magnetic fields, and

Fig. 6. Physical model of multi-layered porous packed bed.
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diffusion flow ofmaterials. One common simplification is to substitute
enthalpy for the internal energy and PVterms that are applicable for
steady-flow systems. Eq. (11) is often used under conditions where
the gravitational and momentum terms are neglected. In addition to
these, the pressure changes in the system are also neglected because
of v≅v∞, hence Eq. (11) is reduced as:

Exergy = c̄p T−T∞ð Þ−T∞ ln
T
T∞

� �
ð12Þ

The inflow and outflow of exergy can be found using the above
expression depending on the inlet and outlet temperatures of the
drying chamber. Hence, the exergy loss is determined as:

Exergy loss = Exergy inflow − Exergy outflow

∑ExL = ∑Exi − ∑Exo
ð13Þ

The exergy inflow for the chamber is stated as below

Exdci = Expbi = c̄pda Tdci−T∞ð Þ−T∞ ln
Tdci
T∞

� �
ð14Þ

The exergy outflow for the drying chamber is stated as:

Exdco = Expbo = c̄pda Tdco−T∞ð Þ−T∞ ln
Tdco
T∞

� �
ð15Þ

The exergetic efficiency can be defined as the ratio of the product
exergy to exergy inflow for the chamber as outlined below:

ExergyEfficiency =
Exergyinflow−Exergyloss

Exergyinflow
ð16Þ

ηEx = 1− ExL
Exi

: ð17Þ

5. Results and discussion

Fig. 7 shows the measured temperature profiles within the multi-
layered porous packed beds for s0=0.5, Ta=70(°C), U∞=1.2 (m/s)
and bed depth (z) at a level of 5 mm in cases of F–C and C–F beds as a
function of elapsed time. The physical properties are given in Table 1.
It can be observed that at the early stage of the drying process the
temperature increase in both cases are nearly the same profiles. It is
well-known that the temperature increases as drying progresses. This
is because the latent heat transfer in evaporation process is retained
due to the decline of the mass transfer rate together with the
decreases of average moisture content. Nevertheless the temperature
profile of the F–C bed increases with a higher rate than the C–F bed.
This is because the dry layer formed earlier in the F–C bed and abrupt
temperature rise occurs as the dry bulb temperature is approached.
On the other hand, in the case of the C–F bed the temperature slowly
increases in comparison with the F–C bed due to the late formation of

Fig. 7. The variation of temperature profiles with respect to time.

Fig. 8. The variation of drying rate with respect to time.
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dry layer. In this regime [21], the liquid flows due to the gradient in
the capillary pressure, and gravity can induce this flow. In addition,
the presence of temperature gradient within the medium and the
consecutive existence of surface tension gradient move the liquid
away from the heated surface (opposing the capillary effect). Thus,
capillarity, gravity, and thermo-capillarity flow are the most signif-
icant forces governing the liquid motion [24]. As the liquid flows out
of the medium, the local saturation throughout the sample decreases
with increasing heating time, where the saturation at the heated
permeable surface decreased faster (because the liquid flow towards
the lowest saturation and also the resistance to liquid flow increases
with decreasing in saturation thus requiring large saturation
gradients). At the end of the funicular regime the surface saturation
drops to the irreducible saturation. The time at which this occurs is
called the critical time. For a short period after heating, the heated
surface will be intermittently dry. This is associated with a decrease in
the drying rate. After this intermittent surface-drying period, the
moving interface regime begins. The surface becomes completely dry,
the surface temperature increases rapidly, and the heat transferred to
the porous medium results in penetration of the evaporation front (a
moving interface) into the medium.

At the longer drying time, the temperature profile at any instant
tends to be constant shape throughout the region. In this period, the
vapor diffusion effect plays an important role in the moisture
migration mechanism because of the sustained vaporization that is
generated within the sample. The vapor is superheated in the dry
region (temperature distribution in the dry region is shown in Fig. 7)
and in equilibrium with the liquid in the wet region. As the elapsed

time increases, the total pressure in the wet region increases
indicating significant bulk evaporation as a consequence of a rise in
the temperature of the wet region.

Figs. 8 and 9 show the variations of drying mass and drying rate
with respect to time for the two packed packed beds (F–C and C–F
beds). It is observed that the variations of drying mass and drying rate
and temperature are interrelated. The drying speed is greatly different
although the initial water saturation is the same. The F–C bed dries
faster than C–F bed. This is due to the difference in the moisture
content in the neighborhood of the drying surface. Since the driving
force of heat and mass transfer is very large when moisture content
and temperature in neighborhood of the drying surface is high.
Consequently, the drying is very fast in case of F–C bed.

In the microscopic sense, the drying rate rises quickly in the early
stages of drying (which corresponds to higher moisture content at the
upper surface) and then decreases and reaches a plateau before
decreasing againwhen the formation of a drying front is established. It
is evident from the figure that the increase in drying rate can become
significant when the F–C bed is utilized. This is a result of the strong
effect of capillary pressure in F–C bed. For this case the capillary
pressure easily overcomes the resistance caused by the lower
permeability and maintains a supply of liquid water near the surface.

In the case of two-layered packed beds (F–C bed and C–F bed), the
moisture content profiles become discontinuous at the interface
between the two layers, namely, the moisture content in the upper
layer is higher than that for the lower layer in F–C bed, while the
moisture content in the upper layer is lower than that for the C–F bed.
This is because the equilibrium water saturation under the same

Fig. 10. Variation of energy utilization and drying time with different porous packed bed.

Fig. 9. The variation of water saturation and mass of drying in multi-layered porous packed bed with respect to time.
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capillary pressure differs according to the particle sizes smallest
particle size corresponding to higher water saturation. Therefore, the
drying kinetics is strongly influenced by the difference in water
saturation. Continuing the drying process (Fig. 9) causes the average
water saturation inside the F–C bed to decrease quickly in comparison
with the C–F bed. In the case of the C–F bed, in contrast to that F–C
bed, the moisture content in the upper layer (C bed) is very low and
the dry layer is formed rapidly while the moisture content in the
lower layer (F bed) remains high. This is due to the C bed (which
corresponds to a lower capillary pressure) located above the F bed
retards the upward migration of liquid water through the interface
between two layers and also due to the effect of gravity.

According to the experimental results from Figs. 7–9, these results
can be used as the input parameters for analyzing the energy
utilization (Eqs. (8) to (10)) and exergy efficiency (Eqs. (11) to
(17)) as follows:

Fig. 10 shows the variation of energy utilization as a function of
drying time of different configurations and drying time. The energy
utilization is relatively high at the beginning of drying process due to
the high moisture content of the sample, and consequently gradually
decrease because the low moisture content of the samples at the end
of the process.

Fig. 11 shows the variation of energy utilization ratio against
drying time of F–C and C–F packed bed. Energy balance is analyzed to
evaluate the energy utilization ratio. The values of energy utilization
ratio in drying chamber are calculated by using Eq. (10). When
velocity and the temperature of hot air are kept constantly, the energy
utilization ratio values are seem to be similar to energy utilization due
to energy inlet of drying process to be constant.

In order to calculate the exergetic efficiency of the drying process,
exergy analysis is taken into consideration. The exergy inflow rates

were calculated by using Eq. (14) as function of the ambient and inlet
temperatures. The exergy inflow during the drying of multi-layered
porous packed bed is attracted by drying layered of porous packed
bed. The exergy outflows are calculated by using Eq. (15) and during
the experiments which varied. It was observed that the exergy
outflow from the drying chamber slowly increases with an increase of
the drying time.

The exergetic efficiency of the drying chamber increases with an
increase of drying time as shown in Fig. 12. The variation of exergy
efficiency with respect to time is inversely with energy utilization
ratio. This is because during drying process the available energy in the
drying chamber increases as an increase of drying time, since
moisture content decreases with time. The effect of the multi-layered
on the drying time as well as the exergy efficiency of the drying
system is also presented. The exergy efficiencies in case of C–F bed are
higher than that of the F–C bed approximate 10% after 1 h of drying
time thought the drying process. The results show that the energy
utilization and exergy efficiency in Figs. 10–12 are strongly depended
of layered configuration and particle size as described in Figs. 1–9.

6. Conclusion

The experimental analysis presented in this paper describes many
important interactions within multi-layered porous materials during
convective drying. The following paragraph summarizes the conclu-
sions of this study:

The effects of particle sizes and layered configuration on the
overall drying kinetics are clarified. The drying rate in the F–C bed is
slightly higher than that of the C–F bed. This is because the higher
capillary pressure for the F–C bed results in to maintain a wetted
drying surface for a longer period of time. The F–C bed displays the

Fig. 11. Variation of energy utilization ratio with different porous packed bed.

Fig. 12. Variation of exergy efficiency with different porous packed bed.

1113R. Prommas et al. / International Communications in Heat and Mass Transfer 37 (2010) 1106–1114



drying curve which differentiates it from the others. It has a shorter
drying time due to the strong effect of capillary action.

Energy and exergy of the drying process of the multi-layered
porous packed bed were analyzed. It can be concluded that energy
utilization, energy utilization ratio and exergy efficiency strongly
depend on particle size and multi-layered configurations
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Natural Convection in a Saturated
Variable-Porosity Medium Due to
Microwave Heating
Microwave heating of a porous medium with a nonuniform porosity is numerically inves-
tigated based on a proposed numerical model. A two-dimensional variation of porosity of
the medium is considered. The generalized non-Darcian model developed takes into
account the presence of a solid drag and the inertial effect. The transient Maxwell’s
equations are solved by using the finite difference time domain method to describe the
electromagnetic field in the waveguide and medium. The temperature profile and velocity
field within a medium are determined by solution of the momentum, energy, and Max-
well’s equations. The coupled nonlinear set of these equations is solved using the
SIMPLE algorithm. In this work, a detailed parametric study is conducted on heat trans-
port inside a rectangular enclosure filled with a saturated porous medium of constant or
variable porosity. The numerical results agree well with the experimental data. Variations
in porosity significantly affect the microwave heating process as well as the convective
flow pattern driven by microwave energy. �DOI: 10.1115/1.4003535�

Keywords: microwave heating, variable porosity, natural convection, saturated porous
media, rectangular waveguide

1 Introduction
Microwave heating of a porous medium is widely implemented

in industries, such as heating food, ceramics, biomaterials, con-
crete manufacture, etc., since microwave energy has many advan-
tages such as short time process, high thermal efficiency, environ-
mentally friendly credentials, and high product quality.
Microwave radiation penetrates into a material and heats it by a
dipolar polarization that occurs million times per second.

A number of previous works have focused on the drying of
unsaturated porous media in which heat and mass transfers were
modeled �1–6�; however, most of these dealt with solid materials
and focused on heat conduction within a medium. Some works
studied a natural convection induced by microwave heating of
fluids since a complex distribution of electromagnetic waves is
shown to be a complicated effect on flow field �7–11�. The effects
of natural convection and dielectric properties on liquid layers
were studied numerically and experimentally. The heating kinetics
strongly depended on the dielectric properties �7�. Natural convec-
tion due to buoyancy force strongly affects flow patterns within
the water layer during the microwave heating process and clearly
enhances temperature distribution in the layer �8�. Recently,
Cha-um et al. �8� experimentally investigated the heating process
within a packed bed filled with glass beads and water and found
that the location of the sample relative to that of heat source had
an important effect on the pattern of heating. Other recent works
focused on microwave driven convection in pure liquids �9–11�.
While the previous studies were based on pure liquids, we pay
attention to a natural convection induced by microwave energy in
a fluid-saturated porous medium.

Furthermore, all the previous investigations referred did not
account for the effect of variable porosity in the vicinity of the
impermeable wall. A region of higher porosity near the wall that
forms due to the packing of the porous spheres near the column

wall is not as efficient as that away from the wall toward the
column center �12�. Benenati and Brosilow �13� found a distinct
porosity variation with a high porosity region close to the wall in
packed beds. Values of porosity that are highly close to an imper-
meable wall decrease to an asymptotic value at about four to five
sphere diameters away from it �14,15�. Many researchers found
that the variation of porosity might significantly affect flow pat-
terns as well as heat transfer features �13,16–18�. The porosity of
the bed exhibits sinusoidally damping decay especially at loca-
tions near the wall �13�. This phenomenon leads to the channeling
effect that could significantly modify flow patterns �14,19–21�.
Hsiao et al. �17� showed that including the effects of variable
porosity and thermal dispersion on natural convection in the re-
gion of the heated horizontal cylinder in an enclosed porous me-
dium increases the average Nusselt number and reduces the error
between the experimental data and their solutions. Thus, the ef-
fects of porosity variation should be taken into account in practice
�16,17,22,23�.

Therefore, in the present study, we propose a numerical model
for the microwave heating of a saturated porous packed bed in
which the porosity variation is considered. The non-Darcian
boundary and inertial effects are taken into account. Heating char-
acteristic and flow pattern are numerically investigated. The nu-
merical model is validated with experimental data obtained using
a rectangular waveguide operated under the microwave of TE10
mode.

2 Experimental Setup
Figure 1 shows the experiment apparatus for microwave heat-

ing of a saturated porous medium using a rectangular waveguide.
Actual image of the apparatus is shown in Fig. 1�a�. The micro-
wave system is a monochromatic wave of TE10 mode operating at
a frequency of 2.45 GHz. From Fig. 1�b�, magnetron �No. 1�
generates microwaves and transmits them along the z-direction of
the rectangular waveguide �No. 5� with inside cross-sectional di-
mension of 109.2�54.61 mm2 that refers to a testing area
�circled� and a water load �No. 8� that is situated at the end of the
waveguide. On the upstream side of the sample, an isolator is used
to trap any microwaves reflected from the sample to prevent dam-
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age to the magnetron. The powers of incident, reflected, and trans-
mitted waves are measured by a wattmeter using a directional
coupler �No. 6� �Micro Denshi, Saitama, Japan, model DR-5000�.
Fiberoptic probes �No. 7� �Luxtron Fluroptic thermometer �model
790, accurate to �0.5°C�� are employed for temperature mea-
surement. The probes are inserted into the sample and positioned
on the XZ plane at Y =25 mm �see Fig. 2�. Due to the symmetry,
temperatures are only measured on one side of the plane. The
samples are saturated porous packed beds composed of glass
beads and water. The container, with a thickness of 0.75 mm, is
made of polypropylene, which does not absorb microwave energy.

In our present experiment, a glass bead of 0.15 mm in diameter
is examined. The averaged �freestream� porosity of the packed
bed corresponds to 0.385. The dielectric and thermal properties of
water, air, and glass bead are listed in Table 1.

3 Mathematical Formulation

3.1 Analysis of Electromagnetic Field. Electromagnetic
waves are formed with a combination of electric waves and mag-
netic waves. The magnetic and electric fields of an electromag-
netic wave are perpendicular to each other and to the direction of
the wave. Microwave is a part of an electromagnetic spectrum that
has a particular range of wavelengths. Since the electromagnetic
field that is investigated is the microwave field in the TE10 mode,
there is no variation of field in the direction between the broad
faces of the rectangular waveguide and it is uniform in the
y-direction. Consequently, it is assumed that a two-dimensional
heat transfer model in x- and z-directions will be sufficient to
identify the microwave heating phenomena in a rectangular wave-
guide �7�. Further assumptions are as follows.

�1� The absorption of microwaves by air in a rectangular wave-
guide is negligible.

�2� The walls of a rectangular waveguide are perfect conduc-
tors.

�3� The effect of the sample container on the electromagnetic
and temperature fields can be neglected.

The proposed model is considered in the TE10 mode so the
Maxwell’s equations can be written in terms of the electric and
magnetic intensities:

�
�Ey

�t
=

�Hx

�z
−

�Hz

�x
− �Ey �1�

Fig. 1 The microwave heating system with a rectangular waveguide

Fig. 2 Locations of temperature measurement in the sym-
metrical xz plane

Table 1 The electromagnetic and thermophysical properties used in the computations †24‡
Property Water Glass bead

Heat capacity cp �J kg−1 K−1� 4190 800
Thermal conductivity � �W m−1 K−1� 0.609 1.0
Density � �kg m−3� 1000 2500
Dielectric constant,a �r� 88.15−0.414T+ �0.131�10−2�T2− �0.046�10−4�T3 5.1
Loss tangent,a tan � 0.323− �9.499�10−3�T+ �1.27�10−4�T2− �6.13�10−7�T3 0.01

aT is in °C.
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�Hz

�t
= −

�Ey

�x
�2�

	
�Hx

�t
=

�Ey

�z
�3�

where E and H denote electric field intensity and magnetic field
intensity, respectively. Subscripts x, y, and z represent the x-, y-,
and z-components of vectors, respectively. Finally, � is the elec-
trical permittivity, � is the electrical conductivity, and 	 is the
magnetic permeability. These variables can be defined as follows:

� = �0�r �4�

	 = 	0	r �5�

� = 2
f� tan � �6�
The dielectric properties of porous material depend on the tem-

perature in which fractions of fluid and solid are considered based
on porosity � as follows �23�:

�r�T� = �r��T� − j�r��T� �7�

where

�r��T� = ��rf� �T� + �1 − ���rp� �8�

�r��T� = ��rf� �T� + �1 − ���rp� �9�

where �� and �� represent the dielectric constant and the dielectric
loss, respectively.

The loss tangent coefficient can be written as

tan ��T� =
�r��T�
�r��T�

�10�

When the material is heated unilaterally, it is found that as the
dielectric constant and loss tangent coefficient vary, the penetra-
tion depth and the electric field within the dielectric material vary.
Penetration depth is a measure of how deep the electromagnetic
radiation can penetrate into a material. A number of factors can
influence penetration depth including properties of the material,
intensity, and frequency of the electromagnetic wave. The pen-
etration depth is used to denote the depth at which the power
density has decreased to 37% of its initial value at the surface �6�.

Dp =
1

2
f

�

��r���1 + ��r�

�r�
�2

− 1�
2

=
1

2
f

�
��r���1 + �tan ��2 − 1�

2

�11�

where Dp is the penetration depth, �r� is the relative dielectric loss
factor, and � is the microwave speed. The penetration depth of the
microwave power is calculated according to Eq. �11�, which dem-
onstrates how it depends on the dielectric properties of the mate-
rial. It is noted that products of huge dimensions and with high
loss factors may occasionally overheat a considerably thick layer
of the outer surface. To prevent such a phenomenon, the power
density must be chosen so that enough time is provided for the
essential heat transfer between boundary and core. If the thickness
of the material is less than the penetration depth, only a fraction of
the supplied energy will become absorbed. For example, the di-
electric properties of water show that water moderately dissipate
electromagnetic energy into heat. This characteristic depends on
the temperature. The water layer at low temperature typically
shows a slightly greater potential for absorbing microwaves. In
other words, an increase in the temperature typically decreases �r�,

accompanied by a slight increase in Dp.
The boundary conditions for the TE10 mode can be formulated

as follows.

�1� Perfectly conducting boundary. Boundary conditions on the
inner wall surface of waveguide are given by Faraday’s law
and Gauss’s theorem:

E	 = 0, H� = 0 �12�

where subscripts 	 and � denote the components of tangen-
tial and normal directions, respectively.

�2� Continuity boundary condition. Boundary conditions along
the interface between sample and air are given by Ampere’s
law and Gauss’s theorem:

E	 = E	�, H	 = H	� �13�
�3� The first-order absorbing boundary condition applied at

both ends of rectangular waveguide:

�Ey

�t
= � �

�Ey

�z
�14�

where � represents forward and backward directions and �
is the velocity of the wave.

�4� The incident wave due to magnetron is given in Ref. �7�,
showing an oscillation of the electric and magnetic intensi-
ties by the magnetron:

Ey = Eyin
sin�
x

Lx
�sin�2
ft� �15�

Hx =
Eyin

ZH
sin�
x

Lx
�sin�2
ft� �16�

where Eyin
is the input value of electric field intensity, Lx is

the length of the rectangular waveguide in the x-direction,
and ZH is the wave impedance defined as

ZH =
�gZl

�
=

�g

�
�	

�
�17�

Here, Zl is the intrinsic impedance dependent on the prop-
erties of the material and � and �g are the wavelengths of
microwaves in free space and the rectangular waveguide,
respectively.

The power flux associated with a propagating electromagnetic
wave is expressed by the Poynting vector:

s =
1

2
Re�E � H�� �18�

The Poynting theorem allows the evaluation of the microwave
power input, which is represented as

Pin =

A

SdA =
A

4ZH
Eyin

2 �19�

3.2 Analysis of Temperature Profile and Flow Field. The
physical problem and coordinate system are depicted in Fig. 3.
The microwave is propagating to the xy plane while the transport
phenomena on the xz plane are currently investigated. To reduce
the complexity of the problem, several assumptions have been
offered into the flow and energy equations.

�1� Corresponding to the electromagnetic field, the flow and
temperature fields can be assumed to be a two-dimensional
plane.

�2� The effect of the phase change is neglected.
�3� Boussinesq approximation is used to account for the effect

of the density variation on the buoyancy force.
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�4� The surroundings of the porous packed bed are insulated
except at the upper surface where energy exchanges with
the ambient air.

3.2.1 Flow Field Equation. The porous medium is assumed to
be homogeneous and thermally isotropic. The saturated fluid
within the medium is in a local thermodynamic equilibrium �LTE�
with the solid matrix �25–27�. The validity regime of local thermal
equilibrium assumption has been established �28�. The fluid flow
is unsteady, laminar, and incompressible. The pressure work and
viscous dissipation are all assumed to be negligible. The thermo-
physical properties of the porous medium are taken to be constant;
however, the Boussinesq approximation takes into account the
effect of density variation on the buoyancy force. The Darcy–
Forchheimer–Brinkman model was used to represent the fluid
transport within the porous medium �28,29�. The Brinkman’s and
the Forchheimer’s extensions treat the viscous stresses at the
bounding walls and the nonlinear drag effect due to the solid
matrix, respectively �29�. Furthermore, the solid matrix is made
up of spherical particles, while the porosity and permeability of
the medium are varied depending on the distance from the wall.
Using standard symbols, the governing equations describing the
heat transfer phenomenon are given as follows.

Continuity equation:

�u

�x
+

�w

�z
= 0 �20�

Momentum equations:

1

�

�u

�t
+

u

�2

�u

�x
+

w

�2

�u

�z
= −

1

� f

�p

�x
+

�

�
� �2u

�x2 +
�2u

�z2� −
	u

� f

− F�u2

+ w2�1/2 �21�

1

�

�w

�t
+

u

�2

�w

�x
+

w

�2

�w

�z
= −

1

� f

�p

�z
+

�

�
� �2w

�x2 +
�2w

�z2 � −
w	

� f

− F�u2

+ w2�1/2 + g��T − T0� �22�

where �, �, and � are the porosity, kinematics viscosity, and co-
efficient of thermal expansion of the water layer, respectively. The
permeability 
 and geometric F function are �16,30�


 =
dp

2�3

175�1 − ��2 �23�

F =
1.75�1 − ��

dp�3 �24�

The porosity is assumed to vary exponentially with the distance
from the wall �13,15,21�. Based on these previous studies, we
proposed the variation of porosity within three confined walls of
the bed: a bottom wall and two lateral walls. The expression that
considers the variation of porosity in two directions in the xz plane
is given by

� = �s�1 + b�exp�−
bx

dp
� + exp�−

b�W − x�
dp

� + exp�−
bz

dp
�
�

�25�

where dp is the diameter of glass beads, �s known as the
freestream porosity is the porosity far away from the walls, W is
the width of the packed bed, and b and c are empirical constants.
The dependencies of b and c to the ratio of the bed to bead
diameter are small, and b and c were suggested to be 0.98 and 1.0,
respectively �14�.

3.2.2 Heat Transfer Equation. The temperature of the liquid
layer exposed to the incident wave is obtained by solving the
conventional heat transport equation with the microwave power
absorbed included as a local electromagnetic heat generation term:

�
�T

�t
+ u

�T

�x
+ w

�T

�z
= �� �2T

�x2 +
�2T

�z2 � + Q �26�

where the specific heat ratio �= ����cp� f + �1−����cp�s� / ��cp� f and
�=ke / ��cp� f is the thermal diffusivity.

The local electromagnetic heat generation term that is a func-
tion of the electric field is defined as

Q = 2
f�0�r� tan ��Ey�2 �27�
Boundary and initial conditions for these equations. Since the

walls of the container are rigid, the velocities are zero. At the
interface between the liquid layer and the walls of the container,
zero slip boundary conditions are used for the momentum equa-
tions.

�1� At the upper surface, the velocity in the normal direction
�w� and the shear stress in the horizontal direction are as-
sumed to be zero, where the influence of Marangoni flow
�7� can be applied:

�
�u

�z
= −

d�

dT

�T

�x
�28�

�2� The walls, except for the top wall, are insulated so no heat
or mass exchanges:

�T

�x
=

�T

�z
= 0 �29�

�3� Heat is lost from the surface via natural convection and
radiation:

− �
�T

�z
= hc�T − T�� + �rad�rad�T4 − T�

4 � �30�

�4� The initial condition of a medium is defined as

T = T0 at t = 0 �31�

4 Numerical Procedure
The description of heat transport and flow pattern of liquid

layer equations �20�–�24� and �26� requires specification of tem-
perature �T�, velocity components �u ,w�, and pressure �p�. These
equations are coupled to the Maxwell’s equations �Eqs. �1�–�3��
by Eq. �27�, which represents the heating effect of the microwaves
in the liquid-container domain.

4.1 Electromagnetic Equations and FDTD Discretization.
The electromagnetic equations are solved by using the finite dif-
ference time domain �FDTD� method. With this method, the elec-
tric field components �E� are stored halfway between the basic
nodes while the magnetic field components �H� are stored at the
center. Thus, they are calculated at alternating half-time steps. E
and H field components are discretized by a central difference
method �second-order accurate� in both spatial and time domains.

Fig. 3 Schematic of the physical problem
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4.2 Fluid Flow and Heat Transport Equations and Finite
Control Volume Discretization. Equations �20�–�24� are solved
numerically by using the finite control volume along with the
semi-implicit method for pressure-linked equations �SIMPLE� al-
gorithm developed by Patankar. The reason for using this method
is the advantage provided by the flux conservation that avoids the
generation of a parasitic source. The basic strategy of the finite
control volume discretization method is to divide the calculated
domain into a number of control volumes and then integrate the
conservation equations over this control volume and over an in-
terval of time �t , t+�t�. At the boundaries of the calculated do-
main, the conservation equations are discretized by integrating
over half the control volume, taking into account the boundary
conditions. At the corners of the calculated domain, we used a
quarter of the control volume. The fully Euler implicit time dis-
cretization finite difference scheme is used to arrive at the solution
in time. Additionally, the details about numerical discretization of
this method can be found in the recent literature.

4.2.1 The Stability and Accuracy of Calculation. The choice
of spatial and temporal resolutions is motivated by reasons of
stability and accuracy. To ensure stability of the time stepping
algorithm, �t must be chosen to satisfy the Courant stability con-
dition and is defined as

�t �
���x�2 + ��z�2

�
�32�

and the spatial resolution of each cell is defined as

�x,�z �
�g

10��r

�33�

Corresponding to Eqs. �32� and �33�, the calculation conditions
are as follows.

�1� Grid resolution is 100�x��200�z�.
�2� Grid size: �x=1.0922 mm and �z=1.0000 mm.
�3� Time steps: �t=2�10−12 s and �t=0.01 s are used corre-

sponding to the electromagnetic field and temperature field
calculations, respectively.

�4� Relative error in the iteration procedures of 10−6 was
chosen.

The mesh of 100�200 was found to be sufficient for the simu-
lations carried out in the present study. Independence of the solu-
tions on the grid size was examined through a number of test
cases. The results indicate that negligible difference of solutions
was achieved above the resolution of 80�160 �7�.

4.2.2 The Iterative Computational Schemes. Since the dielec-
tric properties of liquid layer samples are temperature dependent,
to understand the influence of the electromagnetic fields on the
microwave heating of a liquid layer, it is necessary to consider the
coupling between electric field and temperature and fluid flow
fields. For this reason, iterative computational schemes are re-
quired to resolve the coupled nonlinear Maxwell’s equations, mo-
mentum, and heat transport equations.

The computational scheme is to first compute a local heat gen-
eration term by running an electromagnetic calculation with uni-
form properties determined from initial temperature data. The
electromagnetic calculation is performed until a sufficient period
is reached in which the representative average root mean square
�rms� of the electric field at each point is computed and used to
solve the time dependent temperature and velocity field. Using
these temperatures, new values of the dielectric properties are
calculated and used to recalculate the electromagnetic fields and
then the microwave power absorption. All the steps are repeated
until the required heating time is reached.

5 Results and Discussion
In the current simulations, the formulation that computes the

variation of porosity in two directions given by Eq. �25� is em-
ployed to describe the two-dimensional porosity variation. The
glass bead diameters of 1.0 mm and 3.0 mm are examined with
which the freestream porosity is 0.385. The resulting calculations
are illustrated in Fig. 4 on the x-z plane. Variations of the bed
porosity were considered since it was proved that the porosity
decayed from the wall �13,14�. As is clearly seen in the figure, the
porosity is high in the vicinity of an impermeable boundary and
reduces to a freestream value at about four to five bead diameters
from the boundary �15�. The computed porosities vary according
to the distances from the walls in two directions. Porosities are
largest at the corners because it is not efficient to pack spherical
beads at bed corners. The gradients of porosity are found to be
lower with larger particle diameters.

To examine the validity of the mathematical model, the numeri-
cal results were compared with the experimental data. The de-
scription with regard to the experimental setup and associated

Fig. 5 The temperature distributions taken at 30 s are shown
to compare the numerical solutions with the experimental
result

Fig. 4 Porosity distributions with the bead diameters: „a… 1
mm and „b… 3 mm
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parameters is given in Sec. 2. The diameter of glass beads and the
freestream porosity are 0.15 mm and 0.385, respectively. With
respect to the model simulation, the computed data for both uni-
form and nonuniform �variable� cases were extracted at 30 s and

50 s. The comparisons of temperature distributions on the x-z
plane at the horizontal line z=21 mm are shown in Figs. 5 and 6
at 30 s and 50 s, respectively. The results show an appreciably
improved agreement when the variation of porosity within the
packed bed is considered. For the uniform case, the peak tempera-
ture is about 40°C at 30 s and reaches 50°C at a later time, while
the temperatures are lower in the case of variable porosity. How-
ever, it is clear in both the figures that the temperature is highest at
the middle location since the density of the electric field in the
TE10 mode is high around the center region in the waveguide.

Figure 7 displays temperature contours as a function of time of
the two cases, which exhibit a wavy behavior corresponding to the
resonance of electric field. For the nonuniform porosity, the heat-
ing rate is noticeably slower than that for the uniform porosity.
The reason behind this is that in the nonuniform-porosity medium,
greater water content exists near the bottom wall attributed to a
higher water-filled pore density. Since water is very lossy, large
amounts of energy can be absorbed as both the incoming waves
and the reflected waves particularly attenuate at the bottom area.
This occurrence results in a resonance of a weaker standing wave
with smaller amplitude throughout the packed bed. The weaker
standing wave dissipates less energy, which is in turn converted
into less thermal energy, giving a relatively slow heating rate. This
explains why nonuniform porosity gives an overall lower tem-
perature. Furthermore, a greater amount of water present in the

Fig. 6 The temperature distributions taken at 50 s are shown
to compare the numerical solutions with the experimental
result

Fig. 7 Time evolutions of temperature contour „°C… within the porous bed at 20 s, 40 s, and 60 s for uniform case „„a…–„c……
and nonuniform case „„d…–„f……
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nonuniform medium causes a smaller depth of penetration since
water has relatively high values of dielectric constant and a high
loss tangent. Figure 8 shows variations of centerline temperature
vertically along the z axis at the different times of the two bed
types. The resulting plots confirm the wavy behavior shown in
Fig. 7. Moreover, it is obvious that the bed temperature is higher
in the uniform-porosity porous bed.

In terms of flow characteristic, the instantaneous velocity vec-
tors at 60 s are displayed in Fig. 9. The fluid flows as it is driven
by the effect of buoyancy that overcomes the retarding viscous
force. The nonuniform temperature distribution evident in Fig. 7
leads to an unstable condition. Temperature gradients, which exist
in both transverse and axial directions, result in circulated flows.
The velocities are higher close to the top boundary since there
exist higher temperature gradients, thereby higher density gradi-

ents leading to stronger buoyancy-induced flows. It is seen that
flow velocities in the variable-porosity medium are lower than
those in the uniform-porosity medium. This result is attributed to
higher porosities near walls in the nonuniform case. Higher po-
rosity media correspond to higher permeability, which allows
greater flow velocity due to smaller boundary and inertial effects.
The difference is clear in the vicinity of walls where high veloci-
ties carry energy from the wall toward the inner area.

To gain further insight in flow phenomena, the centerline ve-
locity magnitudes along the x-direction are depicted in Fig. 10. It
is clear that the nonuniform porosity gives larger magnitudes. Two
peaks are seen spatially in both the cases. The peak values are at
the same locations, as observed in Fig. 9. More importantly, the
gradient of magnitude is larger in the nonuniform case due to the
presence of porosity gradients. It is worthwhile comparing a
u-component velocity shown in Fig. 11 along the x axis. The sign
of the value reflects the direction of flow along the x axis. Rela-
tively cold fluid flows toward the center domain from both sides
to replace a hot fluid portion that expands toward the top bound-
ary. This result is consistent with the flow behaviors depicted in
Fig. 9.

6 Conclusions
The microwave heating of a porous medium with a nonuniform

�variable� porosity is carried out based on the proposed numerical
model. The two-dimensional variation of porosity of the medium
is considered to be a function of the distance from the bed walls.
Transient Maxwell’s equations are employed to solve for the de-
scription of the electromagnetic field in the waveguide and me-
dium. The generalized non-Darcian model that takes into account

Fig. 8 Centerline temperature along the z axis for uniform
„dashed line… and nonuniform „solid line… porous packed beds

Fig. 9 Velocity vectors from the two cases of porous medium:
„a… nonuniform and „b… uniform

Fig. 10 Variations of velocity magnitudes along the x axis for
uniform „dashed line… and nonuniform „solid line… porous
packed beds

Fig. 11 Variations of u-component velocity along the x axis for
uniform „dashed line… and nonuniform „solid line… porous
packed beds
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the presence of a solid drag and the inertial effect is included. The
numerical results are in good agreement with the experimental
data. In addition to the effect on the convective flow velocity that
is larger in the nonuniform case, it is found that the variation of
porosity near the wall has an important influence on the dielectric
properties of the porous packed bed and markedly affects the heat-
ing process.
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Nomenclature
cp � specific heat capacity �J/�kg K�
E � electric field intensity �V/m�
f � frequency of incident wave �Hz�
g � gravitational constant �m /s2�
H � magnetic field intensity �A/m�
P � power �W�
p � pressure �Pa�
Q � local electromagnetic heat generation term

�W /m3�
s � Poynting vector �W /m2�
T � temperature �°C�
t � time �s�

tan � � dielectric loss coefficient ���
u ,w � velocity component �m/s�

ZH � wave impedance ���
Zl � intrinsic impedance ���

Greek Letters
� � porosity �m3 /m3�
� � thermal diffusivity �m2 /s�
� � coefficient of thermal expansion �1/K�
� � absolute viscosity �Pa s�
� � permittivity �F/m�

�� � dielectric constant �F/m�
�� � dielectric loss factor �F/m�
� � wavelength �m�
	 � magnetic permeability �H/m�
� � velocity of propagation �m/s�
� � kinematics viscosity �m2 /s�
� � density �kg /m3�
� � electric conductivity �S/m�
� � angular frequency �rad/s�
� � surface tension �N/m�

Subscripts
0 � free space
� � ambient condition
a � air
f � fluid
j � layer number

in � input
p � particle
r � relative
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In this paper the energy and exergy analyses in drying process of porous media using hot air was
investigated. Drying experiments were conducted to find the effects of particle size and thermodynamics
conditions on energy and exergy profiles. An energy analyses was performed to estimate the energy
utilization by applying the first law of thermodynamics. An exergy analyses was performed to determine the
exergy inlet, exergy outlet, exergy losses and efficiency during the drying process by applying the second law
of thermodynamics. The results show that energy utilization ratio (EUR) and exergy efficiency depend on the
particle size as well as hydrodynamic properties. Furthermore, the results of energy and exergy presented
here can be applied to other porous drying processes which concern effect of porosity as well as grain size.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Drying is widely used to preserve porous medium products. It is a
complicated process involving heat and mass transfer between the
material surface and its surroundings [1]. Thermal drying in solids
might be regarded as a result from two simultaneous actions: a heat
transfer process by which the moisture content of the solid is reduced
and amass transfer process that implies fluid displacement within the
structure of the solid towards its surface. Such motion depends on
medium structure, moisture content and characteristics of the
material. Furthermore the separation of vapor from solid substrate
depends also on external pressure and temperature distribution on
the total area of solid surface and the moisture content of drying air.
Provided that thermal drying occurs in slow rate at ambient
conditions, thus drying plants are designed and developed in order
to accelerate appropriate drying rates for example, to supply the
product is more heat those of ambient conditions [2]. Transferring in
porous media is an important research subject that can be applied to
various industrial applications, such as chemical reactors, heat
exchangers, thermal insulations, electronic cooling and etc. Two
distinguish approaches are taken into consideration to study transfer
mechanisms in porous media [3]. One of the main goals in designing
and optimizing of industrial drying processes is to use as little to
reduce moisture from the product to the desired value. Consequently,

energy quantity and quality as well as heat and mass transfer should
be investigated throughout progressive drying process [4]. The
concepts of exergy destruction, exergy consumption, irreversibility,
and lost work are importance. Exergy is a measurement of the
maximum useful work that can be done by a system interacting with
an environment at a constant pressure and temperature. The simplest
is that of a reservoir with heat source of infinite capacity and
invariable temperature. The maximum efficiency of heat withdrawal
from a reservoir that can be converted into work is called the Carnot
efficiency [5].

The features of exergy are identified to highlight its importance in
a wide range of applications [6]. Exergy analysis has been increasingly
as a useful tool in the design, assessment, optimization and
improvement of energy systems [7]. It can be applied on both system
and component levels. Exergy analysis leads to a better understanding
of the influence of thermodynamic phenomena on effective process,
comparison of the importance of different thermodynamic factors,
and the determination of the most effective ways of improving the
process [8]. As regards the exergy analyses of drying processes, some
work has been carried out in recent years. Dincer and et. al [9]
analyzed a thermodynamic aspect of the fluidized bed drying process
of large particles for optimizing the input and output conditions by
using energy and exergy models. The effects of the hydrodynamic and
thermodynamic conditions were also analyzed such as inlet air
temperature, fluidization velocity and initial moisture content on
energy efficiency and exergy efficiency. Dincer and Sahin [10] used a
model to analyze exergy losses of air drying process. Their work
demonstrated that the usefulness of exergy analysis in thermody-
namic assessments of drying processes and providence the perfor-
mances and efficiencies of these processes. Akpinar [11,12] studied
energy and exergy of the drying of red pepper slices in a convective
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type dryer, with potato slices in a cyclone type dryer and pumpkin
slices in a cyclone type dryer. The type andmagnitude of exergy losses
during drying was calculated. Colak and Hepbasli [13] performed an
exergy analysis of thin layer drying of green olive in a tray dryer. In
Colak's [14] study the effects of the drying air temperature, the mass
flow rate of drying air and olives on the system performance were
discussed. Ceylan et al. [15] carried out energy and exergy analyses
during the drying of two types of timber. The effects of ambient
relative humidity and temperature were taken into account.

The drying of porous media has been interested by many
researchers and become complex, coupled, and multiphase processes
with a wide range of applications in industry. In addition, as a result of
high cost of energy, an operation with a high potential for optimizing
with respect to energy savings has been realized. For many years, it
has been studied experimentally for measuring drying kinetics on the
macro-scale.

Typical applications of non-uniform material include the tertiary
oil recovery process, geothermal analysis, asphalt concrete pavements

process and preservation process of food stuffs. Therefore, knowledge
of heat and mass transfer that occurs during convective drying of
porous materials is necessary to provide a basis for fundamental
understanding of convective drying of non-uniform materials.

The fore mentioned works concerned mainly with, energy and
exergy analyses of drying process. Normally, most of materials in the
drying process are porous materials. In the recent works the authors
were mention about porous materials structure, with are concern
with energy and exergy analyses of drying process.

The objectives of this work are to evaluate (i) the exergy losses of
two operations porous packed bed, (ii) the distributions of the exergy
losses and exergy input of the different drying operations and (iii) the
influences of operating parameters on exergy losses. The knowledge
gained will provide an understanding in porous media and the
parameters which can help to reduce energy consumptions and
losses.

2. Experimental apparatus

Fig. 1(a) shows the experimental convective drying system. The
hot air, generated electrically travels through a duct toward the upper
surfaces of two samples situated inside the test section. The outside
walls of test section are covered with insulation to reduce heat loss to
the ambient. The outlet flow and temperature can be adjusted at a
control panel.

As shown in Fig. 1(b), the samples are unsaturated packed beds
composed of glass beads, water and air. The samples are prepared in
the two configurations: a single-layered packed bed (uniform packed
bed) with bed depth 50 mm (d=0.15 mm (F bed) and d=0.4 mm (C
bed)). The width and total length of all samples used in the
experiments are 50 mm and 100 mm, respectively. The temperature
distributions within the sample are measured using fiberoptic sensors
(LUXTRON Fluroptic Thermometer, Model 790, accurate to 0.5),
which are placed in the center of the sample at inserted into the
packed bed at 5, 15 and 25 mm. form surface in Fig. 2. In each test run,
the weight loss of the sample is measured using a high precision mass
balance.

The uncertainty in the results might come from the variations in
humidity and room temperature. The uncertainty in drying kinetics is
assumed to result from errors in the measuring weight of the sample.
The calculated uncertainties in weight in all tests are less than 2.8%.
The uncertainly in temperature is assumed to result from errors in
adjusting input power, ambient temperature and ambient humidity.
The calculated uncertainty associated with temperature is less than
2.85%.

3. Mathematical formulation of problem

Schematic diagram of the convective drying model for porous
packed bed is shown in Fig. 3. When a packed bed is heated by hot air
flowing over its upper surface, the heat is transferred from the top of
packed bed into the interior. Therefore, the temperature gradient is
formed in the bed, and the liquid phase at the upper surface of packed
bed evaporates by the variation of saturated vapor concentration
corresponding to this temperature gradient as long as the surface
remains wetted. In analysis, the main assumptions involved in the
formulation of the transport model are:

1. The capillary porous material is rigid and no chemical reactions
occur in the sample.

2. Local thermodynamic equilibrium is reached among each phase.
3. The gas phase is ideal in the thermodynamic sense.
4. The process can be modeled as steady-flow.
5. Packed bed sample side wall is perfectly insulated, hence adiabatic.

Nomenclature

cp specific heat, (kJ/kg K)
C̄p mean specific heat, (kJ/kg K)
EUR energy utilization ratio, (%)
Ex exergy, (kJ/kg)
g gravitational acceleration, m/s2

gc constant in Newton's law
h enthalpy, (kJ/kg)
J joule constant
ṁ mass flow rate, (kJ/s)
N number of species
P pressure, (kPa)
Q net heat, (kJ/s)
Qu useful energy given by heater, (kJ/s)
s specific entropy, (kJ/kg K)
T temperature, (K)
U specific internal energy, (kJ/kg)
v specific volume, m3/s
V velocity, (m/s)
w specific humidity, (g/g)
Ẇ energy utilization, (J/s)
z altitude coordinate, (m)

Subscripts
a air
da drying air
d drying chamber
f fan
i inlet
L loss
mp moisture of product
o outlet
pb porous packed bed
sat saturated
∞ surrounding or ambient

Greek symbols
φ relative humidity, (%)
ηex exergetic efficiency, (%)
μ chemical potencial, (kJ/kg)
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6. In a macroscopic sense, the packed bed is assumed to be
homogeneous and isotropic, and liquid water is not bound to the
solid matrix.

7. A dry layer (evaporation front) is formed immediately after water
saturation approaches the irreducible value.

By energy and exergy analyses in drying process of single-layered
packed bed using hot air, the main basic equations are given as
follows:

3.1. Energy analysis

The traditional methods of thermal system analysis are based on
the first law of thermodynamics. These methods use an energy
balance on the system to determine heat transfer between the system
and its environment. The first law of thermodynamics introduces the

concept of energy conservation, which states that energy entering a
thermal system with fuel, electricity, flowing streams of matter, and
so on is conserved and cannot be destroyed. In general, energy
balances provide no Information on the quality or grades of energy
crossing the thermal system boundary and no information about
internal losses (Fig. 4).

The drying process includes the process of heating, cooling and
humidification. The process can be modeled as steady-flow processes
by applying the steady-flow conservation ofmass (for both dry air and

Fig. 3. Configuration of porous packed bed.Fig. 2. The positions of temperature measurement in porous packed bed.

Fig. 1. Schematic of experimental facility: (a) Equipment setup; (b) Porous packed beds of different particle sizes (sample).
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moisture) and conservation of energy principles. General equation of
mass conservation of drying air:

∑ṁai =∑ṁao ð1Þ

General equation of mass conservation of moisture:

∑ ṁwi + ṁmp

� �
=∑ṁwo

or

∑ ṁaiwi + ṁmp

� �
=∑ṁaiwo

ð2Þ

General equation of energy conservation:

Q̇−Ẇ =∑ṁo ho +
V2
0

2

 !
−∑ṁi hi +

V2
i

2

 !
ð3Þ

where the changes in kinetic energy of the fan were taken into
consideration while the potential and kinetic energy in other parts of
the process were neglected. During the energy and exergy analyses of
packed bed drying process, the following equations were used to
compute the enthalpy of drying air.

h = cpdaT + whsat@T ð4Þ

The enthalpy equation of the fan outlet was obtained Bejan [16]
using Eq. (5) as below:

hfo = Ẇ f−
V2
fo

2*1000

 !
1

ṁda

	 
" #
+ hfi ð5Þ

where, hfi characterizes the enthalpy of drying air at the inlet of the
fan, hfo the enthalpy at the outlet of the fan, Vfo the drying air velocity
at the outlet of the fan,Wf fan energy andṁda mass flow of drying air.
Considering the values of dry bulb temperature and enthalpy from
Eq. (5), the specific and relative humidity of drying air at the outlet of
the fan were determined Akpinar [11]. The inlet conditions of the
heater were assumed to be equal to the outlet conditions of the fan.
The useful energy gained from the heater enters the drying chamber
as the convection heat source, which was defined as:

Q̇u = ṁdacpda Tho−Thið Þ ð6Þ

where Tho, Thi are the outlet and inlet temperature of air at the heating
section. The inlet conditions of the drying chamber were determined
depending on the inlet temperatures and specific humidity of drying
air. It was considered that the mass flow rate of drying air was equally
passed throughout the chamber. The specific humidity at the outlet of
the chamber can be defined as:

wpbo = wpbi +
ṁwpb

ṁda
ð7Þ

where ẇdci denotes the specific humidity at the inlet of the chamber,
ṁwpb the mass flow rate of the moisture removed from packed bed
samples. The heat utilized during the humidification process at the
chamber, can be estimated by

Q̇pb = ṁda hpbi@T−hpbo@T

� �
ð8Þ

h = cpdaT + whsat@T ð9Þ

wherewpbo is the amount of productmoisture evaporated. The energy
utilization ratio for the drying chamber can be obtained using the
following expression Akpinar [11]:

EURdc =
ṁda hdci@T−hdco@Tð Þ
ṁdacpds Tho−Thið Þ ð10Þ

4. Exergy analysis

The second law of thermodynamics introduces the useful concept of
exergy in the analysis of thermal systems. As known, exergy analysis
evaluates the available energy at different points in a system. Exergy is a
measurementof thequality or gradeof energy and it canbedestroyed in
the thermal system. The second law states that part of the exergy
entering a thermal system with fuel, electricity, flowing streams of
matter, or other sources is destroyed within the system due to
irreversibilities. The second law of thermodynamics uses an exergy
balance for the analysis and the design of thermal systems. In the scope
of the second law analysis of thermodynamics, total exergy of inflow,
outflow and losses of the drying chamber were estimated. The basic
procedure for exergy analysis of the chamber is to determine the exergy
values at steady-state points and the reason of exergy variation for the
process. The exergy values are calculated by using the characteristics of
the working medium from a first law energy balance. For this purpose,
themathematical formulations used to carry out the exergy balance are
as show below Ahern [17].

Exergy = u−u∞ð Þ−T∞ s−s∞ð Þ + P∞
J

v−v∞ð Þ + V2

2g J
+ z−z∞ð Þ g

gc J

internal entropy work momentum gravity

energy

+ ∑
c
μ c−μ∞ð ÞNc + EiAiFi 3T 4−T 4

∞−4T∞T
3

� �
+ ::::::::::::::

chemical radiation emission

ð11Þ

The subscript ∞ denotes the reference conditions. In the exergy
analyses of many systems, only some of the terms shown in Eq. (11)
are used but not all. Since exergy is energy available from any source,
it can be developed using electrical current flow, magnetic fields, and
diffusion flow ofmaterials. One common simplification is to substitute
enthalpy for the internal energy and PV terms that are applicable for
steady-flow systems. Eq. (11) is often used under conditions where
the gravitational and momentum terms are neglected. In addition to
these, the pressure changes in the system are also neglected because
of v≅v∞, hence Eq. (11) is reduced as

Exergy = cp T−T∞ð Þ−T∞ ln
T
T∞

� �
ð12Þ

The inflow and outflow of exergy can be found using the above
expression depending on the inlet and outlet temperatures of the
drying chamber. Hence, the exergy loss is determined as:Exergy

Fig. 4. Properties of porous packed bed in drying chamber.
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loss=Exergy inflow−Exergy outflow

∑ExL =∑Exi−∑Exo ð13Þ

The exergy inflow for the chamber is stated as below

Exdci = Expbi = cpda
Tdci−T∞ð Þ−T∞ ln

Tdci
T∞

� �
ð14Þ

The exergy outflow for the drying chamber is stated as:

Exdco = Expbo = cpda Tdco−T∞ð Þ−T∞ ln
Tdco
T∞

� �
ð15Þ

The exergetic efficiency can be defined as the ratio of the product
exergy to exergy inflow for the chamber as outlined below:

ExergyEfficiency =
Exergy inf low−Exergyloss

Exergy inf low
ð16Þ

ηEx = 1− ExL
Exi

ð17Þ

5. Results and discussions

Drying experiments were conducted by varying operating para-
meters which are temperature, air velocity, packed beds thickness and
air humidity. For porous packed beds of two different sizes, 0.15 and
0.45 mm. drying air temperatures 50 °C and air velocities 2.5 m/s,
energy and exergy analyses were carried out.

It is observed that at the early stage of the drying process the
temperature profiles in both cases are nearly the same. As drying
progresses, the temperature increases. This is because the latent heat
transfer due to evaporation is retained due to the decline of the mass
transfer rate together with the decreasing of average moisture
content. Nevertheless, the temperature profile in F bed rises at a
higher rate than that in the C bed. This is because the dry layer formed
earlier in the F bed and an abrupt temperature rise occurs as the dry
bulb temperature is approached. On the other hand, in the case of the
C bed the temperature increases more slowly in comparison to F bed
due to the late formation of dry layer. The prediction of the formation
of a dry layer estimated from the drop in the surface mass of drying
and rise in the drying temperature is marked in Fig. 5.

In the single-layered packed bed, the moisture content continu-
ously decreases toward the surface. The decrease in surface
saturation, this set up a saturation gradient, which draws liquid
water toward the surface through capillary action while water vapor
moves towards the surface due to a gradient in the vapor partial
pressure. However, the internal moisture transport is mainly
attributable to capillary flow of liquid water through the voids during
the initial stage of drying.

Fig. 6. show the variation of moisture content and drying time. It is
observed that at the early stage of the drying process the moisture
content profiles in both cases are nearly the same. As drying
progresses, the moisture content decreases. The following discussion
is concerned with the effect of particle size on moisture migration
mechanism under the same conditions for the single-layered packed
bed. In Fig. 6, the observed moisture content profiles at the leading
edge of the sample in the case of fine bed (F bed) are higher than those
in the case of coarse bed (C bed). This is because of the fine bed or
small particle size (corresponding to a higher capillary pressure) can
cause moisture to reach the surface at a higher rate than in the case of

Fig. 5. The temperature profiles with respect to time.

Fig. 6. The variation of moisture content with respect to time.

Fig. 7. Variation of energy utilization and drying time with different packed bed.

Fig. 8. Variation of energy utilization ratio with different packed bed.
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the coarse bed, i.e., large particle size. On the other hand, in the case of
coarse bed, the moisture profiles at the leading edge of the sample are
always lower as compared with the small particle size due to the
lower capillary pressure inside the sample and the gravitational effect.
Continued drying eventually causes the average moisture level inside
the packed bed to decrease, especially at the leading edge of the upper
layer (Fig. 6). When the moisture content at the upper surface
(surface saturation) approaches the irreducible where the liquid
water becomes discontinuous (pendular state), the liquid water
supply to the surface by capillary action becomes insufficient to
replace the liquid being evaporated. The latter arises from the fact that
the dry layer takes place over small effective surface or on a front
retreating from the surface into the interior of the sample dividing it
into two layers, a dry layer and a two-phase layer. The discontinuity of
the temperature gradient close to the drying front is a result of heat
flux necessary for evaporation Pakdee and Rattanadecho [18]. In
addition the effective thermal conductivity falls considerably result-
ing in a resistance of the heat flow rate. A further consequence of
premature drying of the outer dry layer is that the local temperature
of the sample will reach that of drying medium (hot air).

Fig. 7. shows the variation of energy utilization as a function of
drying time for different particle sizes of particle and drying time. The
energy utilization was high and getting higher at the beginning of
drying process due to the high moisture of the sample while it quickly
decreased because of the low moisture content of the samples
towards the end of the process.

Fig. 8. shows the variation of energy utilization ratio (EUR) as a
function of drying time for F bed and C bed. Energy balance analysis
was carried to estimate the Energy Utilization Ratio (EUR). The values
of the energy utilization in the drying chamber were calculated using
Eq. (10). From the results it is observed that for a given particular air
velocity during packed beds drying the EUR increases as particle size
of packed bed decreases. These variations were more at the beginning
of the drying and gradually the difference reduced Ratanadecho, Aoki
and Akahori [19], this is because the large raise in particle size of
packed bed significantly influences drying rate, hence at elevated
particle size the EUR decreases with drying time. Consequently it was
noticed that the EUR of drying chamber decreases with increase of
drying time, it is because during the drying process the moisture
content of the product decreases for the same energy input.
Furthermore, at the beginning of the drying process, the energy
efficiencies were observed to be higher than at the final stage and
were found to be very low at the end of drying process.

Exergy analysis was carried to find the exergetic efficiency of the
drying process Lampinen [20] by varying the drying parameters. The
exergy inflow rates were calculated using Eq. (15) depending on the
ambient and inlet temperatures. The exergy inflow during the drying
of packed bed depending on drying particle size of packed bed. The
exergy outflows were calculated using Eq. (16) and during the

experiments which varied. It was observed that the exergy outflow
from the drying chamber increased slowly with the drying time.

From the results it was noticed that the exergy outflow and the
exergy loss increased with the increase of particle size. The exergetic
efficiency of the drying chamber increased with the increase of drying
time as shown in Fig. 9. This is because during the drying process the
available energy in the drying chamber increases with drying time,
since the amount of moisture decreases with time. Then, the effect of
the other particle size on the drying time as well as the exergy
efficiency of the drying system is presented. Furthermore, the exergy
efficiencies of C-bed were observed to be higher than the F-bed about
10 % after 60 min of drying time with parallel to the end of drying
process.

6. Conclusion

Energy and exergy analysis of the drying process of the packed bed
were carried out in this study. Taking in to considerations the result
from these analyses, the following conclusion may be drawn on
energy utilization, energy utilization ratio and exergy efficiency
decreased with increasing drying time, both energy utilization and
energy utilization ratio increased with large particle size of packed
bed.

The effects of particle sizes on the overall drying kinetics are
clarified. The drying rate in the case of the F bed (fine particles) is
slightly higher than that case of the C bed (coarse particles). This is
because the higher capillary pressure for the F bed results in the
maintenance of a wetted drying surface for a longer period of time.

It is also found that the drying rate depends strongly on the
moisture content at the heating surface.

Our future aim is to validate the investigation of drying process of
multi-layered packed beds. The comparisons of drying source
between hot air and microwave energy.
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a b s t r a c t

This research experimentally investigates the influences of electrical voltage, particle sizes and layer
arrangement on the heat and mass transfer in porous packed bed subjected to electrohydrodynamic dry-
ing. The packed bed consists of a single and double layers of glass beads, water and air. Sizes of glass
beads are 0.125 and 0.38 mm in diameter. Electric fields are applied in the range of 0–15 kV. Average
velocity and temperature of hot airflow are controlled at 0.33 m/s and 60 �C, respectively. The results
show that the convective heat transfer coefficient and drying rate are enhanced considerably with a Cor-
ona wind. In the single-layered case, due to effects of porosity, the packed bed containing small beads has
capillary pressure higher than that with big beads, resulting in higher removal rate of water and higher
rate of heat transfer. Considering the effect of capillary pressure difference, temperature distribution and
removal rate of moisture in the double-layered case appear to be different than those observed in the sin-
gle-layered case. Moreover, in the double-layered case, the fine-coarse packed bed gives drying rate
higher than that given by the coarse–fine packed bed.

� 2010 Elsevier Inc. All rights reserved.

1. Introduction

There has been a continuous effort to achieve a better techno-
logical performance in drying processes, which provide high qual-
ity products and minimize the energy cost. Hot-air drying
technique is widely used in agricultural industries for removing
the moisture content from products. However, its drying period
is long, resulting in large energy consumption. In order to improve
the drying rate, many researchers have paid much attention in a
development of hot-air drying by cooperating the conventional
method with the other methods, e.g., microwave [1–6], infrared
[7–10], and electric fields (Electrohydrodynamics, EHD) [11–13].
In order to increase the removal rate of moisture within materials,
microwave irradiation penetrates in the bulk of material, and cre-
ates a heat source at a certain location. However, microwave dry-
ing is known to result in a poor quality product if it is not
properly applied [2,3]. To heat the surface region, infrared radia-
tion is transmitted through water at a short wavelength, while it
is absorbed on the surface at a long wavelength [8]. This way of
drying process is suitable to dry thin layers of material with large
surface exposed to radiation. In electrohydrodynamic drying, high-
intensity electric field is applied to airflow in order to induce the
secondary flow or circulating flow, so-called Corona wind. The
net effect of this secondary flow is additional mixing of fluids

and destabilization of boundary layer, therefore leading to a sub-
stantial increase in mass transfer coefficients [11].

Due to simultaneous heat and mass transfer taking place during
drying process, mechanisms of drying in porous materials are com-
plicated, and still have been investigated by many researchers.
Schröder et al. [14] measured heat transfer between particles and
nitrogen gas flow in packed bed. They reported that increasing
gas flow led to higher heat transport coefficient. Alem-Rajabif
and Lai [11] experimentally investigated the drying rate of partially
wetted glass bead subjected to electric field. In their experiments, a
wire electrode and a copper plate were located on the upper and
lower of a packed bed, respectively. The results showed that EHD
drying was most effective at the surface of the packed bed. In addi-
tion, the rate of drying with the positive Corona was generally
greater than that with the negative Corona. This result was consis-
tent with the experimental setup by Alem-Rajabif and Lai [11], Lai
and Lai [12] who examined the influence of electric field parame-
ters on the drying rate of a packed bed. Their results showed that
drying rate depended on the strength of the electric field and the
velocity of the cross flow. Without cross flow, the drying rate in-
creased linearly with the applied voltage, while the influence of
Corona wind was suppressed by high cross-flow velocity.

To explain the drying mechanisms, Ratanadecho et al. [4] exper-
imentally and numerically studied the microwave drying in unsat-
urated material with different porosities. They found that packed
bed with a small bead size had capillary forces and drying rate
higher than that with a big bead size. From the above literatures,
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only the researches by Ratanadecho et al. [4–6] had studied the
mechanisms of heat and mass transfer in the packed bed. However,
behaviour of microwave heating is different from hot-air heating.
To get further understanding in the mechanisms of drying with
surface heating, this study experimentally investigates and ana-
lyzes the heat and mass transfer within single- and double-layered
porous packed bed subjected to hot-air flow and electric fields.
Moreover, effects of particle sizes and layered arrangement are also
examined.

2. Theory

2.1. Drying enhancement with Corona wind

For drying with hot-air flow, the idea of heat-and-mass transfer
enhancement by utilizing EHD is shown in Fig. 1. When hot-air
flow exposes to high-voltage electric fields, the flow is circulated.
Then this secondary flow enhances the convective heat transfer
and depresses the influence of boundary layer on the packed-bed
surface. This causes much of moisture on surface to vaporize to-
wards the hot-air flow, and allows larger amount of heat to transfer
into the packed bed. Consequently, the drying rate is substantially
enhanced.

2.2. Related equations

Water saturation (S) of a porous medium with respect to a par-
ticular fluid is defined as

S ¼ Volume of fluid
Total volume of voids

¼ Vwater

Vvoid
ð1Þ

Moisture content (X) in porous material is the ratio of total mass
of water (Mw) to total mass of dry solid (Ms), i.e.

X ¼ Mw

Ms
ð2Þ

Eq. (2) can be written in term of water saturation as,

X ¼ /qw

ð1� /Þqs
S ð3Þ

where / is porosity of material (m3/m3), qw and qs are density of
water and solid (kg/m3), respectively.

From Fourier’s law, heat flux through porous material is com-
puted by

q ¼ �keffrT ð4Þ

where keff is effective thermal conductivity (W/m K), andrT is tem-
perature gradient in packed bed (�C/m).

Based on the experimental results of Aoki et al. [15], the effec-
tive thermal conductivity is further assumed to be a function of
water saturation and is defined as

keff ¼ 0:8
1þ 3:7e�5:95S ð5Þ

Exchange of energy at surface of packed bed exposed to airflow
can be calculated by

keff
@T
@z

¼ �hcðTa � TsurÞ þ _mwhv ð6Þ

where hc is convective heat transfer coefficient (W/m2 K), _mw is
mass flux of evaporation (kg/m2 s) or rate of weight loss of water
from porous media, hv is latent heat of vaporization (J/kg), Tsur is
temperature on material surface (�C), and Ta is air-flow temperature
(�C).

Nomenclature

C coarse bead
d diameter of glass bead (mm)
Dh hydraulic diameter (m)
F fine bead
hc convective heat transfer coefficient (W/m2 K)
hv latent heat of vaporization (J/kg)
K permeability (m2)
M mass (kg)
_m mass flux of evaporation (kg/m2 s)
p pressure (Pa)
Re Reynolds number
S saturation
Seff effective water saturation associated with the irreduc-

ible water saturation
T temperature (�C)
rT temperature gradient in packed bed (�C)
V volume (m3)
X moisture content
z distance from surface of packed bed

Greek letters
d depth of packed bed (mm)
keff the effective thermal conductivity (W/m K)
l viscosity (Pa s)
/ porosity (m3/m3)
q density (kg/m3)
r surface tension (Pa m)

Subscripts
a air
c capillary
eff effective
EHD air with electric fields
free free air
g gas
l liquid
s solid
sur surface
w water

Hot-air flow
Flow of neutral

molecules
+

Ground

Anode

Drift of ions

Heat

Vapor diffusion &
Capillary pressure

Fig. 1. Idea of enhancement of heat and mass transfer with corona wind.
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The relationship between the capillary pressure (pc) and the
water saturation is defined by using Leverett functions JðSeff Þ
[2,3], i.e.

pc ¼ pg � pl ¼
rffiffiffiffiffiffiffiffiffi
K=/

p JðSeff Þ ð7Þ

where Seff is effective water saturation associated with the irreduc-
ible water saturation, K is permeability (m2), and r is surface ten-
sion (Pa m). Subscripts of g and l denote as gas and liquid phases,
respectively.

3. Experimental setup and apparatus

Schematic diagram of experimental setup is shown in Fig. 2. The
rig is an open system. Air is supplied from a blower and its temper-
ature is increased by an electric heater. In order to control temper-
ature of hot air, a thermocouple sensor (TC) is placed in front of the
test section, where the cross-sectional area is 15 � 15 cm2. The
high voltage power supply (LEYBOLD 521721) is used to create
high-voltage electric fields.

As shown in Fig. 3, electrode wires are comprised of four copper
positive discharge electrodes and a copper ground electrode. The
discharge electrode wires are suspended from the top wall and
are placed in the front of packed bed. Diameter of each discharge
electrode is 0.025 mm and the space between each wire is
26 mm. Ground electrode is suspended horizontally across the test
section, and its diameter is 0.25 mm.

Fig. 4 shows the configuration of the packed beds composed of
glass bead, water and air. As shown in Fig. 4, the samples are pre-
pared in the two configurations in the: a single-layered packed bed
(uniform packed bed) with bed depth d = 60 mm (d = 0.125 (F bed)
and d = 0.38 (C) bed), and a double-layered packed bed, respec-
tively. The double-layered packed beds are arranged in different
configurations in the: F–C bed (fine beads (d = 0.125, d = 30 mm)
overlaying the coarse beads (d = 0.38 mm, d = 30 mm)), and C–F
(coarse beads (d = 0.38 mm, d = 30 mm) overlaying the fine beads
(d = 0.125, d = 30 mm)), respectively. The width and total length
of all samples used in the experiments are 35 mm and 120 mm,
respectively. The container of glass beads is made of acrylic plate
with a thickness of 0.5 mm. Moreover, to control heat transfer from
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BlowerStraightener

HV power 
supply

Load cell

Data loggerComputer

RS232

TC

TC

TC
Air flow

Fig. 2. Schematic diagram of experimental setup.
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Fig. 3. Dimensions of packed bed and locations of electrodes.
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Fig. 4. Configuration of packed bed: (a) and (b) single layer, (c) F–C layer, and (d) C–F layer.
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hot air towards only the upper surface of packed bed, other sides
are insulated by rubber sheet.

Temperature distribution within the sample are measured
using fiber optic sensors (LUXTRON Fluroptic Thermometer, Model
790, Santa Clara, Canada, accurate to ±0.5 �C), which are placed in
the middle plane of the sample at depth z = 0, 2, and 4 cm, which
are measured away from the surface of the packed bed. In each test
run, the weight loss of the sample is measured by a load cell.

In the experiments, the maximum electrical voltage is tested so
that breakdown voltage will not occur. The details of testing condi-
tions and characteristics of water transport in porous media are
shown in Tables 1 and 2, respectively.

4. Results and discussion

In measuring the temperature in the packed bed, it is assumed
that temperature is in state of thermodynamic equilibrium, thus
temperatures of all phases, i.e. solid, liquid, and gas, are same.
The average temperature of hot air measured at the front of test
section is approximately 60 �C. Reynolds number (Re = UbDh/) of
airflow is 3049.

4.1. Effects of EHD on air flow

In order to observe the motion of airflow subjected to the elec-
tric fields, this study utilizes the incense smoke technique. A spot-
light of 500 W is placed at the outlet of channel, and the light
direction is opposite to the flow direction. Due to high speed of
flow, the bulk mean velocity is reduced to 0.1 m/s. In addition,
the motion of flow is continuously captured by a digital video cam-
era recorder (SONY DCR-PC108/PC109E). As shown in Fig. 5, under
the influence of EHD, airflow neighboring electrodes is induced by
electric fields, and is circulated near the ground electrode. More-
over, it is observed that strength of vortex is proportional to the
magnitude of electrical voltage applied.

4.2. Effects of heat and mass transfer on packed bed

Figs. 6 and 7 show the influence of EHD on temperature in
packed bed with 0.125-mm bead at z = 0 and 4 cm, respectively.
Clearly, when electric fields are applied, the temperature in packed
bed increases faster. In addition, higher voltage applied gives rise
to higher temperature. Moreover, EHD influences the surface tem-
perature more than the inside. This is because EHD induces a sec-

Table 1
Testing conditions.

Condition Symbol Value

Initial moisture Xdb,i 22–38%db
Drying temperature T 50–60 �C
Ambient temperature Ta 25 �C
Mean air velocity Ub 0.33 m/s
Applied voltage V 0, 10, 15 kV
Drying time t 24–48 h
Glass beads d 0.125, 0.38 mm

Table 2
Characteristics of water transport in porous media.

Diameter, d (mm) Porosity, / Permeability, K (m2)

0.125 	0.385 	8.41 � 10�12

0.38 	0.371 	3.52 � 10�11

Flow

Ground

Electrode

(a)
Flow

Ground

Electrode

Flow

Ground

Electrode

(a)

(b)

Fig. 5. Motion of air flow: (a) without electric fields, and (b) with electric fields at V = 10 kV.
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ondary flow, so-called Corona wind. The effect of this Corona wind
circulating above packed bed enhances the mass transfer, and
destabilizes the boundary layer on the surface. Consequently, con-
vective heat transfer coefficient is enhanced, and then heat from
hot-air flow can much transfers into packed bed. Therefore, the
temperature of the cases with EHD is higher than that without
EHD.

In this study, the augmentation of heat transfer due to EHD is
defined as the ratio convective heat transfer coefficient with EHD
to convective heat transfer coefficient with free air, i.e.
hc;EHD=hc;free. As shown in Fig. 8, in warm-up period, this ratio in-
creases rapidly. In addition, in constant drying period (constant
surface temperature), the ratios are about 2 and 3 for cases with
V = 10 and 15 kV, respectively.

As shown in Fig. 9, with voltage applied, water saturation in
packed bed is much more reduced, due to enhancement of mass
transfer. In constant rate of drying period, the drying rate with
EHD approximately being 2–2.5 higher than that with hot-air flow
only, as shown in Fig. 10.

Heat transfer in packed bed with big beads (0.38 mm) is
shown in Fig. 11. Without EHD, difference of temperature be-
tween surface and inside is very small. Due to the influence of
EHD, temperature difference is clearly observed. In addition, an
increase in temperatures is much higher than that in the case
without electric fields.
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Fig. 10. Enhancement of rate of mass transfer in case of packed bed with 0.125-mm
bead.

60

50

40

30

20

10

0

Te
m

pe
ra

tu
re

 [
C

]

2520151050
Time [hr]

15 kV, z = 0 cm

15 kV, z = 4 cm

0 kV, z = 0 cm0 kV, z = 4 cm

Fig. 11. Temperature of packed bead with 0.38-mm bead in various voltages at z = 0
and 4 cm.

60

50

40

30

20

10

0

Te
m

pe
ra

tu
re

 [
C

]

403020100
Time [hr]

15 kV 10 kV

0 kV

Fig. 7. Temperature of packed bed with 0.125-mm bead at z = 4 cm.

10

8

6

4

2

0

h c,
E

H
D

/h
c,

fr
ee

403020100
Time [hr]

15 kV

10 kV

Fig. 8. Enhancement of heat transfer coefficient in case of packed bed with 0.125-
mm bead.

1.0

0.8

0.6

0.4

0.2

Sa
tu

ra
ti

on

403020100
Time [hr]

0 kV

10 kV

15 kV

Fig. 9. Comparison on water saturation of packed bed with 0.125-mm bead in
various voltages.

60

50

40

30

20

10

0

Te
m

pe
ra

tu
re

 [
C

]

2520151050
Time [hr]

0.38, 15 kV

0.125 kV

0.125, 0 kV

Fig. 12. Comparison on surface temperature (z = 0 cm) of packed bead with 0.38-
mm and 0.125-mm beads.

C. Chaktranond, P. Rattanadecho / Experimental Thermal and Fluid Science 34 (2010) 1049–1056 1053



4.3. Effect of glass bead size

In the case of a single-layered packed bed, the moisture content
continuously decreases towards the surface. The decrease in sur-
face saturation leads to a saturation gradient, which draws liquid
water towards the surface through capillary action while water va-
por moves towards the surface due to a gradient in the vapor par-
tial pressure.

The following results are concerned with the effect of particle
size on moisture migration mechanism and heat transfer under
the same conditions for the single-layered packed bed. As shown
in Fig. 12, after a constant rate of drying period, surface tempera-
ture in packed bed with small bead (0.125 mm) rapidly increases,
while the case in packed bed with big bead (0.38 mm), tempera-
ture gradually increases. As clearly seen in Fig. 13, saturation in
small bead case decreases faster than that in big bead case. In addi-
tion, high rate of drying in small bead case remains longer than
that in big bead case, as shown in Fig 14. This is because effect of
capillary pressure in small bead case is higher than that in the
big bead case. As shown in Table 2, porosity of packed bed with
small bead is larger than that of packed bed with big bead. In addi-
tion, from Eq. (7), if (r J(Seff))fine 	 (r J(Seff))coarse then pc,fine > pc,-
coarse. It means that in the case of same saturation, a smaller
particle size corresponds to a higher capillary pressure. With high-
er capillary pressure, it can cause moisture to reach the surface at a
higher rate. Therefore, more moisture is transferred from inside
packed bed towards the surface.

In fact, in drying period, heat flux from hot-air flow transfers to
water in packed bed for evaporation. If packed bed contains a high
saturation level, then an increase of its temperature will be slow.
This causes temperature in big bead case to be lower than that in
small bead case.

4.4. Effects of layered arrangement

In case of double-layered packed bed, in order to measure the
temperature on the interface layer, one more fiber optic wire is
placed at z = 3 cm.

Temperature distributions in the case of double-layered packed
bed (F–C bed and C–F bed) are quite different from the results in
single-layered cases. Figs. 15 and 16 show temperature in packed
bead of F–C case. As shown in Fig. 15, in the warm-up period, all
temperatures in this packed bed rise up steadily. Later, they remain
constant, and the surface temperature of packed bed is lowest. Un-
til a certain time, the temperature on surface increases rapidly, and
is higher than temperature in the other layers due to the effect of
capillary pressure difference. From the above discussion, capillary
pressure in small bead case is higher than that in big bead case.
In the initial period, if both layers have the same amount of satu-
ration, then there will be the difference of capillary pressure.
Therefore, effect of capillary action in the fine bead layer (upper
layer) will induce the moisture from the coarse bead layer (the
lower layer) to the fine bead layer. This causes void in the lower
layer to be filled with more of the vapor phase. Therefore, with a
same heat flux, temperature in the lower layer becomes higher.
As moisture evaporating process proceeds, temperatures of porous
packed are constant, while heat is used for changing phase. Until a
certain time, the surface becomes dry as heat will mainly transfer
with conduction. Consequently, temperature in the upper layer
rises up again when drying zone starts to appear, and the temper-
ature of surface layer is higher than the other layers. Effect of volt-
age applied on heat transfer in F–C packed bed is shown in Fig. 16.
With higher voltage, surface temperature of packed bed reaches a
certain temperature faster.
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Figs. 17 and 18 show the results when coarse beads overlay fine
beads. Unlike F–C case, without and with electric fields, the tem-
perature in each depth is not much different. In addition, the sur-
face temperature is highest. This is because moisture in the coarse
layer (the upper layer) slowly transfers to the surface, and this ef-
fect retards the moisture transfer from the lower layer towards the
upper.

It is evidenced in Fig. 19 that when the drying process reaches a
certain time, moisture content in F–C packed bed is in low level,
while the moisture content in C–F packed bed is still high. In other
words, the moisture removed from C–F cases is much lower than
that from F–C cases. As mentioned above, effect of capillary pres-
sure difference suppresses a certain amount of moisture in C–F

cases to transfer toward the surface. With influence of EHD, the
drying rate is increased. In addition, rate of drying of F–C cases is
about 3.13–3.67 times higher than that of C–F case. Moreover, with
voltage applied, the drying rate is improved about 1.5–1.97 times.

5. Conclusions

Effect of electrical voltage, particle sizes, and layered arrange-
ment on heat and mass transfer in the porous packed beds are
experimentally investigated and analyzed in this paper. The fol-
lowing paragraph summarizes the conclusions of this study:

1. Effects of Corona wind circulating above packed bed enhance
the convective heat transfer coefficient and evaporation rate
on the packed-bed surface exposed to hot-air flow, resulting
in enhancement of heat and mass transfer in the packed bed.
In addition, the degree of enhancement of heat and mass trans-
fer is dependent on the magnitude of voltage applied.

2. The effects of particle size are clarified. The drying rate in the
small bead case is higher than that in the big bead case. This
is because of the higher capillary pressure for the packed bed
with small bead: moisture in packed bed can be substantially
removed towards the material surface.

3. Due to the effect of capillary pressure difference, heat and mass
transfer in double-layered case and the single-layered case
behave differently. With retarding effect on moisture motion
to the upper layer of the C–F case, relatively small amount of
moisture moves to the upper layer, resulting in a low tempera-
ture. In F–C cases, effect of capillary pressure difference
enhances moisture in the lower layers to move towards the
upper layers. With voltage applied, the drying rate is improved
about 1.5–1.97 times. In addition, the drying rate of F–C cases is
about 3.13–3.67 higher than that of C–F cases.
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