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Spatial Market Integration of Cassava Market and Causal Relationship in Thailand

Abstract This paper investigated cassava marketing efficiency via spatial market integration
using directed acyclic graph (DAG) with Johansen multivariate cointegration procedure to test
the law of one price (LOP) for regional cassava markets in Thailand. The empirical evidence
indicates that the LOP is satisfied by only some markets even though most cassava markets in
the seven provinces are integrated. Results of DAG indicated that the largest production
province implying largest market played dominant roles in price transmission. Cassava markets
that share the same provincial borders exhibited a significantly higher degree of price linkages
in the long run due to cost advantages. The recent growth in production and thus high market
concentration evidently worsened market integration. This calls for effective measures for
information dissemination and promotion of investment and competition in large production
areas.

Keywords: spatial market integration, law of one price, directed acyclic graph, market

efficiency, cassava.
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1. Introduction

Thailand has been the largest cassava exporting country, with a 70% share of export
quantities for many years. Despite of price instability in the past two decades, and frequent
losses incurred to growers, cassava production and export are expected to grow continuously.
The problem of price instability called for intervention policies such as pledging policy, and
export quotas to cope with price volatility. Theoretically, intervention policies distort market
mechanism and thus induces market inefficiency which essentially affect for resources
allocation.

Studies of market efficiency in the context of price efficiency are common. Researchers
adopt the frame work of price transmission along a supply chain and concern with function of
agents in each market level as information processors, for example, Vavra and Goodwin (2005);
Zhou and Buongiorno (2005); Serra and Goodwin (2003). Another framework in the context of
market integration, emphasizing on the spatial dimension and often used to assess effects of
price intervention on price and farmers’ income as well as the influence on market efficiency,
such as in Ravallion (1986); McNew (1996); Onyuma et al. (2006); Asche et al. (2004); Lohano
and Mari (2006) etc. The underlying theory of these frame works is “law of one price” (LOP).
Among others, Ardeni (1989); Yang et al. (2000); and Nanang (2000); Liu and Wang (2003) test
price efficiency in the context of spatial market integration based on the LOP. If market
integration does not exist, these policies are potentially effective, since price levels may respond
accordingly. On the contrary, such policies are ineffective if market integration is strong because
price levels can be affected marginally. Empirical evidences in Thailand show that the pledging
programs could not effectively raise prices of cassava and rice (Pongpoorsakorn, et al. , 2000;
Sriboonchitta, 2000).

Spatial (horizontal) market integration studies of Thailand was found in various
agricultural product such as pig (Lapboonruang, 2004), rice (Trakulphonnimit, 2002),
banana (Visansirikul, 2003), fruit (Issariyathip, 2002), feed corn (Kuntum, 2003), and palm
(Kaewchuey, 2007) etc., but not in cassava. Previous studies on cassava market in Thailand
focused on price transmission along supply chain of various cassava products include Sittikul
(1997); Sanguanchur (2002); Apihakit (2004); Poomprasert (2005) and Punkla (2008). These
studies employed cointegration approach based on Engle and Granger framework with Granger
causality. To our knowledge, this study is the first attempt to test for spatial market integration of
cassava in Thailand.

In recent studies, the measurement of pricing efficiency in agricultural commodity
markets has overcome methodological flaws due to spurious relationship and heteroscedasticity

residuals in the regression. For example, Ravallion (1986) proposed a dynamic model of spatial
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price differentials, Timmer (1987), suggested the index of market connection (IMC) which based
on Ravallion’s model and other approaches, such as Switching Regime Model (Fackler, 1996).
A growing body of the spatial market integration literature has emphasized the importance of
transfer cost, such that the Parity Bounds Model (PBM) developed by Sexton et al. (1991) and
Baulch (1997) explicitly take into account of the non-linear price relationship in spatially
distributed markets that is caused by transfer cost.

Most recently researchers use the cointegration approach as the empirical method for
investigating a long run equilibrium relationship. If two spatially separated price series are
cointegrated, there is a tendency for them to co-move in the long run according to a linear
relationship. In the short run, the prices may deviate, as shocks in one market may not be
instantaneously transmitted to other markets or due to delays in shipping, however, regional
trading opportunities ensure that these divergences from the underlying long run relationship are
transitory and not permanent (Rapsomanikis et al. 2003). The recent research works are based
on Engle and Granger (1987) method of cointegration, for example, Alexander and Wyeth et al.
(1991). Although the Engle and Granger (1987) procedure is easily implemented, it does have
several important defectives i.e. the procedure is sensitive to the choice of the variable selected
for normalization and this problem is obviously compounded when using three or more variables
since any of variables can be selected as an endogenous variable. If there may be more than
one cointegrating vector, this method has no systematic procedure for the separate estimation
of the multiple cointegrating vectors including other defectives (Enders, 2004: pp.370-372). The
Johansen and Juselius (1990) maximum likelihood estimator overcomes the use of two step
estimators of Engle and Granger (1987) and can test for the presence of multiple cointegrating
vectors. Furthermore, this test allows the researcher to test restricted versions of cointegrating
vectors, speed of adjustment parameters and it is possible to verify a theory by testing
restrictions on the magnitudes of the estimated coefficients (Enders, 2004). Alternatively, the
directed acyclic graph (DAG), a data-determining approach has been adopted to identify
directional relationship among markets (Bessler et al. 2003; Awokuse, 2007)

This study investigated cassava spatial market integration using DAG with Johansen
multivariate cointegration procedure to test the law of one price (LOP) for seven provincial
markets of 3 regions of major producing cassava markets.

The rest of the paper is organized as follows: next 2 sections describe conceptual
framework and description of the data and back ground, sections 4 and 5 report the empirical

results and conclusions and implications.
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2. Conceptual framework

Market efficiency has been very popular in both theoretical and empirical research.
Market efficiency can be considered in the context of either operational efficiency or price
efficiency. For the latter, the approach that uses market integration to measure market efficiency
is based on the concept by Bessler and King (1970) that an efficient commodity market will
establish prices that are interrelated spatially by transaction cost, intertemporally by storage
costs and in terms of form by processing cost. In spatially integrated markets, competition
among arbitragers will ensure that a unique equilibrium is achieved where local prices in
regional markets differ by no more than transfer cost. Information of spatial market integration,
thus, provides indication of competitiveness, the effectiveness of arbitrage, and the efficiency of
pricing. In theory, markets are said inefficient if profitable arbitrage opportunities persist. Thus,
spatial price determination models suggest that, if two markets are linked by trade in a free
market regime, excess demand or supply shocks in one market will have and equal impact on
price in both markets and thus these prices move up and down together. This is called the law
of one price, it has been the basic for test of market efficiency and market integration (Tomek
with Robinson, 2003: 168; Rapsomanikis et al. 2003). Factors that prevent the existence of
efficient agricultural markets or decrease market integration degree are poor infrastructure,
intervention policies, non-competitive behavior of traders (oligopoly and collusion), and high
transfer cost and marketing margin. (Rapsomanikis et al. 2003; He, 2003; Onyuma et al. 2006).
Spatial market integration could be investigated via the transmission of price shocks from one
regional market to other horizontally related markets.

There are three forms in which the efficient market hypothesis is stated: weak form,
semi-strong form and strong form. The weak form of the LOP of market efficiency is more
commonly observed in the real world than the strong form. This concept for spatial arbitrage
relationship between regions X and Y shown in eq.(1), represents the strong form if o =, =0
and represents the weak form when this restriction is removed. The parameter f, =1lindicates

perfect transmission of a price change in one market to the second market for both forms.
PX, = 0o +B,Py, +B,Z +e, (1)

Where Px; and Py, are prices for homogenous goods at time t in markets X and Y, Qtis
transfer costs between markets X and Y and Z; denotes non-stochastic factors. Most of recent
works employ cointegration modeling to capture long run price relationship and to avoid problem
of spurious relationship due to nonstationarity of prices series (Bessler et al., 2003; Awokuse,

2007). This study adopted the approach outlined by Awokuse (2007) and Bessler et al. (2003)
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for investigating spatial market integration and causal analysis with directed acyclic graphs
(DAG).

To investigate market integration as modeled in equation (1) the procedure of this study
takes 5 steps as follow: 1) test for structural change using recursive residual developed by
Brown et al. (1975) and Chow test 2) test for seasonal unit roots for each series, using
procedure developed by Beaulieu and Miron (1993) under structural change 3) test for
Johansen’s multivariate cointegration 4) conduct innovation accounting analysis (impulse
response function and forecast error variance decomposition) and 5) investigate of causal
relationships among seven markets using directed acyclic graph (DAG). The analysis process in
step 1) to 5) employ Eviews 6, and causality test by DAG, uses Tetrad IV. All of variables are in
logarithms. It is hypothesized that relative to other markets, contiguous cassava producing
provinces engaged in arbitrage should exhibit a higher degree of market integration due to
effect of relative lower transportation costs, and better access to information. Econometric
formulation for essential tests for Johansen’s cointegration and DAG procedure are briefly

presented below.

2.1 Johansen’s cointegration test

The main advantage of the Johansen approach in testing for market integration and the
law of one price (LOP) is that it allows hypothesis testing on the coefficients of both acand
using likelihood ratio test. The Johansen cointegration test is based on a vector autoregression
(VAR) system. Given a price vector Pt, VAR is carried out using eq. (2) and short term

adjustment be written in vector error correction form (VEC) as eq. (3)

R=AP,+APR,+.+AR, +¢ (2)
AP =u+STAP +TIP +¢,, t=1,., T (3)
i=1

where F=—[I —;Aj} and Hz—[l —gA}

P is (nxn) column vector of m variables, [ is an (nx1) vector of constant terms, I"and
IT represent coefficient matrices, A is a difference operator, k denotes the lag length, and €,
is independently and identically distributed (i.i.d.). The coefficient matrix II is known as the
impact matrix, and it contains information about the long run relationships. The following three
relevant hypotheses are rank test for number of cointegrating vectors, test of LOP for perfect

market and test for weak version of LOP of eq.(1).



unii 1 wadIuIae 7

1) Cointegration rank (r) test

Rank of IT , r determines the number of stationary linear combinations of P;, There are
three possibilities: (1) if r = n, the price variables are stationary in level, (2) if r = 0, there exists
no linear combination of P, that are stationary, and (3) O< r <n, there exists r stationary linear
combinations of P;. A rank of r = n -1 in a multivariate system with n price series would imply
that there is only one stochastic trend driving the behavior of prices in the system. Cointegration
rank test under hypothesis H :II=af'. There are two alternative tests that used to identify
the number of significant cointegrating vector r, the trace test (Ktrace) and maximum

eigenvalue test (Amax ) @s in eq.(4) and (5).

> nat
MTrace =_T_ z Inl-) @

i=r+1

Trace test(A hypothesis is Hy: cointegration vector <r

trace )

H,: cointegration vector > r
Amax =T |n(1_}h) ()

Maximum eigenvalue test (Ayax) hypothesis is Hy: cointegration vector = r

H,: cointegration vector = r+1

2) Test of the law of one price (LOP)

Testing for the law of one price (LOP), restrictions R'can be placed and tested on the
parameters in the 3 matrix under hypothesis Hq :R'B =0. If rank of the multivariate system is
n-1, the LOP test becomes a test of whether the row in the B matrix sum to zero. The
hypothesis that the LOP holds for all prices simultaneously is determined by the rank of the
system. If r = n (full rank), then the LOP holds for all prices simultaneously. If r < n, then the
LOP is rejected for all prices simultaneously, in which case, the second testable hypothesis is

that the LOP holds between any two prices (Nanang, 2000)

3) Weak exogeneity test

Adjustment parameters are related to the concept of weak exogeneity. If all adjustment
parameters for one variable are zero, then this variable is said to be weakly exogenous to the
long run parameters in the remaining equations. This implies that the coefficients on the levels
of the remaining price series in the system is zero in this particular equation which would mean

other price variables are not influencing this variable in the long run. The null hypothesis is that
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each variable does not respond to shock or disequilibrium in the long run relationship
(Ho:B'a=0), the i" row of the TI matrix is zero. That is the i row of o has its element

equal to zero. (Bessler et al., 2003)

2.2 Directed acyclic graph (DAG)

The majority of past investigations of causal relationships among economic variables
use the Granger causality framework that builds on the knowledge that a cause precedes its
associated effect thus an effect does not precede its cause. Recently, Spirtes et al. (2000) and
Pearl (2000) proposed DAG, which based on a non-time sequence asymmetry in causal
relations. DAG represents a conditional independence relationship (for details application of
DAG to VAR see Awokuse and Bessler, 2003) as given by the recursive decomposition as eq.

(6) Awokuse et al. (2009)
Pr(vl,vz,vs,...,vn):HPr(vi|pai) (6)
i=1

Where Pr (.) is the joint probability of variables v1,vo,v3,...,v,; and pa; represents
some subsets of the variables that precede (come before in a causal sense) v;in order
(V1,V2,v3,...,vp). DAG employed PC algorithms, that proceeds step wise testing. The
process of causal determination begins with a complete undirected graph which shows an
undirected edge between variables in the system, then remove edges between variables and
the assign causal flows on the remaining edges. Fisher’s z is used to test whether conditional

correlations are significantly different from zero, Fisher's z show as eq. (7) (Bessler, 2004).

. 1 L+p(i, k)
z[p(l, i k)’n]:[z‘/m}ln{l—p(i,jk)} (7)
Where n is the number of observations used to estimate the correlations, p(i, j|k) is the
population correlation between series i and j conditional on series k (removing the influence of
series k on each i and j), and |k| is the number of variables in k. If i, j, and k are normally
distribution of z[p(i, jk), n]— Z[r (i, jlk), n] is standard normal.
MIM, Tetrad and WinMine are alternative software for DAG estimation to identify the
causal flow among the variables. Although each package uses a different algorithm, the results
are to some extent similar. All three packages are free and easy to use (Haughton, et al., 2006).

This study use Tetrad IV which located on the internet at www.phil.cmu.edu/projects/tetrad/.
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3. Data and Background

The data used for analysis are monthly farm prices during January 1989 - March 2009
obtained from Office of Agricultural Economics (OEA), Ministry of Agriculture and Agricultural
Cooperatives (MAAC). Prices were deflated by CPI to reflect real price received by growers.
Seven provinces were selected to represent major markets of 3 regions (northeast, east and
west) on the basis of their production areas and availability of data. Nakronrachasima (Nak),
Chaiyapoom (Cha) and Konkhaen (Kon), are 3 top rank of the northeastern region which rank 1,
3 and 12 of the country. Nak is apparently the largest market both for cassava and processed
products of the whole kingdom. Chacheongsao (Cha), Chonburi (Cho) and Rayong (Ray) rank
5, 7 and 10 of the country production representing the eastern region and Kanchanaburi (Kan)
represents central-western region as it holds the sixth largest production of the country.

The average market absorption of cassava drying place-merchants (merchants who own
drying compound and transform cassava to dry chips) ranged from 7,028 rai (1acre=6.25 rai) of
production area in Cha to 30,580 rai in Ray. These capacities of absorption can somewhat
reflect the local competition in individual provinces. Apparently merchants in Nak are relatively
large (absorption capacity = 22,482 rai) and likely to have higher market power. The overall
picture of cassava prices in 7 provinces seems to move in concert to each other (Figure 1).
However, the average prices, maximum and minimum prices of Nak appeared to lay above all
others while all price statistics of Kan were found the least.

“Insert Table | Here”.

Historically, cassava was used almost entirely for feed. Only in the past 3 years (2008)
when all economies faced with high visa in oil price, cassava has been shared for bio fuel
production. Cassava as raw material for feed still has dominated the total demand since Europe
was Thailand’s largest market during 1980’s and 1990’s. Due to the Common Agricultural Policy
(CAP policy) and CAP reform (1992), European’s demand for pellets drastically declined and
obviously affected prices paid to cassava growers. To reduce risk and restore volume of export,
Thailand export markets have been diverted. As the consequent, China recently became the
largest market for chip. The Thai-China free trade agreement (October 2003) boosted export of
chips which compensated for decline of pellets export to other market). Furthermore, domestic
demand for cassava in biofuel has gradually expanded in 2008.

Despite of positive trend in market demand, cassava prices after 1998 on average were
relatively lower than the past (Figure 1). As being a major cash crop, frequent market
intervention policies were implemented for export expansion and presentation of price falls.
More specifically, the pledging policy was employed to reduce price volatility and to maintain

desirable farm price levels. In contrast to the past, the most recent income guarantee program
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(2009) has allowed market mechanism to operate freely while the certain level of farm income
has been ensured. Although previous research did not confirm the success of price intervention
programs, we employ test for structural change to ensure the presence of a single pattern of
price series. The recursive residual test procedure for structural break suggested by Brown et al.
(1975) was applied to the price series of Nak (the largest market).

The null hypothesis of no structural change was rejected at .05 and this result was
confirmed by Chow test. The existence of structural break appears around January 2003.
Hereafter, all prices analyses are applied to 2 sub periods (i.e. 1989: 01 — 2002: 12 and 2003:
01-2009: 06). Before moving to the next section, we applied Beaulieu and Miron (1993)
procedure at the known break points. The results indicate existence of non-stationary in all

seven series in both sub periods. Thus the seasonal differencing filter is applied to the series.
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Figure 1

4. Empirical Result

Johansen cointegration test and the LOP test

The results of standard rank tests using Atpace(@nd Apay) reveal 6 (and 2)
cointegration vectors in sub period 1 and only vector normalized by Ray was selected for further
analysis (based on AIC and SIC criteria). For sub period 2, both Atrace @nd Ay indicate
existence of only one stable long run equilibrium relation in the series.

For sub period 1, the estimation results of cointegrating vector () and adjustment
parameter (o ) after normalization for each period are shown (in Table Il) that 4 markets (Kan,
Cho, Cha, Nak) determine price in Ray and having long term relationship. As implied by 3,
(0.23 to 1.00) the market exhibit poor to high degree of integration. In sub period 2, most
markets are moderately integrated (3 range from 0.35 to 0.7). Surprisingly Nak, the largest
market did not determine the price in Ray as did in the sub period 1.

“Insert Table Il Here”.

The test for the LOP (p'a =0)of cointegration equation in sub period 1 can not be
rejected for all of pairs while sub period 2, the LOP hold for some pairs (pkon-pkan and pkon-
pcha) but multivariate test for the LOP, shows that LOP hold for all market except Ray (pray)
and Nak market (pnak).

“Insert Table Il Here”.
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Results of testing hypothesis H( :'a = 0 for weak exogeneity of ain sub period 1 and 2
are summarized in Table Ill. In sub period 1, a,,a,,0, are significantly different from zero,
indicated that only Ray (high concentrated market) Cho (closet to the port) and Nak (largest
market) responded to shock in the long run relationship (cointegrating vector). In sub period 2,

only Kon (the smallest market) and Cho market that responded to perturbations in the long run

relations.

Result of causality test using directed acyclic graph (DAG)
To visualize the dynamic price relationship among 7 provincial markets, the DAG was
employed. Based on innovations from error correction model, the correlation matrices for

periods 1 and 2 are presented in Figure 2. The DAG depicts casual flows among the set of

markets based on observed correlation.

pkon pray pkan pcho pcha pchi pnak

[1.00 |
0.51 1.00
0.33 0.35 1.00

COIT gub1 = 0.55 0.86 0.39 1.00
0.40 0.45 0.37 041 1.00
0.44 052 048 053 0.40 1.00
1050 0.52 057 053 0.44 0.88 1.00
pkon pray pkan pcho pcha pchi pnak
[1.00 ]
0.27 1.00
0.12 0.36 1.00

COIT gup2 = 0.20 0.59 044 1.00

033 0.69 035 0.76 1.00
0.70 0.31 0.10 0.33 0.47 1.00
1047 056 021 040 0.50 0.60 1.00 ]

Panel as in Figure 2 shows complete undirected graph. In sub period 1 (panel b), the
general findings indicate integration between cassava markets within the same region
(especially, market in contiguous provinces) implied the causal link from a larger to the other
smaller markets. In the Northeast region, Nak sends instantaneous price information to Chi
(pchi), and Kon (pkon). Similarly to markets in Eastern region showing causal flow of price
information Cho (pcho) to Ray (pray) and ambiguous relationship between Ray (pray) and Cha

(pcha) in sub period 1. The cross regional appears strongly for Nak and Kan and less from Cho
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to Kan. In sub period 2 (panel c), in the eastern region, Ray, the highest concentrated market,
sent out signals to Cha (the largest market and least concentrated) which in turn signaled price
to Cho (smallest market/closet to the port). The causality with in the northeastern markets
became stronger in period 2. Furthermore, there exists a close link between northeastern and
eastern regions (Nak-Ray).

This analysis revealed the dominant position of the Nakhonratchasrima (the largest
cassava producing province) in cassava trade. It was sends instantaneous price information to
all other provincial cassava markets in each period, except Cho (pcho) and Cha (pcha). This
empirical evidence suggests that markets in contiguous provinces (province that share same
border) exhibit instantaneous transmission of price information. Close geographical proximity of

cassava markets could be assumed to be raising trade as it relatively lowers transactions costs.

PKAN PKAN
PNAK PCHA PNAK
TR
S
PCHI PCHO PCHI \
PKON PRAY PKON
at 5 % level —r—r= at 10 % level
(a) Complete undirected graph (b) DAG (1989:01-2002:12) (c) DAG (2003:01-2009:06)

Figure 2 Causality test by directed acyclic graphs (DAGSs)

Source: Analyze by Tetrad IV

5. Conclusion and policy implication

The empirical evidence indicates existence of structural break around 2003 when export
of pellets switched to chips and starch and the free trade agreement between Thailand and
China began. The findings reveal cointegrating vectors in periods 1 and 2 can not reject the
multivariate test for law of one price in periods 1 and 2. However, the pair wise tests in period 2
can reject Hy of LOP only for 2 out of 6 pairs. Causal direction results from DAG clearly indicate
that the largest market (Nak) with relatively high market concentration is the price leader and
plays dominant roles in price transmission not only to within the region but possibly to major
markets of other regions. The geographical proximity among contiguous provinces and between
each province to the main port exhibit significant price links. A possible reason is relative lower
transportation costs allow trades of fresh cassava and dry chips among contiguous provincial
markets. The recent market structure change has reduced market intervention. The growth of

cassava production and business expansion of merchants owning drying places (chip
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processors) lead to high market concentration and market power. Proximity to the main port no
longer has information and cost advantages. It is possible that these advantages were
dominated and offset by market power.

Generally, spatial market integration analysis has been widely used for assessing the
effectiveness of government policies (especially, intervention policies) in developing countries.
For this empirical result, intervention policy for cassava market of Thailand (pledging policy)
found not to impede market integration. The income guarantee program by itself generates
compensation to growers based on prevailing market price and thus the program has no effect
on price distortion. Evidently, the concentrated (Ray) and/or large (Nak) markets as well as Cho
(close to the main port) responded to price perturbation in period 1 but not in period 2. Only the
small markets (Kon and Cho) adapted to respond to price shock in period 2. This further
confirms existence of significant role of large markets.

To reinforce spatial market integration and pricing efficiency among producing provinces,
it require investment promotion for more drying places-merchants (or chip processors) as well
as other intermediate processing. The existing information of futures price of chip in the relevant
form should be made available widely to growers in all provinces. The government should
closely monitor marketing practices of merchants in large markets especially Nak to improve
price information distribution and their pricing strategies. Because transportation costs were not
available, distance among markets should be served as proxy exogenous variable. Lastly,
response to perturbations of each market should be presented to identify direction and

magnitude of response such that specific policy implications could be drawn.
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Appendix

Table I: Price statistics and characteristics of the selected provinces

Northeast East West
Stat. Nak Chi Kon Cha Cho Ray Kan
mean 1,309.4 1,251.4 1,257.4 1,179.5 1,183.3 1,200.5 1,117.4
median 1,256.0 1,204.6 1,197.6 1,091.8 1,134.3 1,124.2 1,071.3
maximum 2,539.3 2,442.6 2,386.4 2,430.5 2,043.5 2,206.2 2,054.3
minimum 677.0 617.6 574.6 654.5 704.8 664.9 563.6
Production area
1 3 12 5 7 10 6
country rank
Absorption
2 4 3 7 5 1 6
rank*
(22,482) (12,469) (20,514) (7,028) (8,619) (30,580) (8,066)
(rai/merchant)
Proximity to
4 6 7 2 1 3 5
pert rank

Note * Absorption capacity = total production area = number of merchants.

Table Il: Normalized cointegrating vectors (B) and short run adjustment parameter (. ) from

unrestricted cointegration model

Sub period 1 (1989:01-2002:12) Sub period 2 (2003:01-2009:06)
variables cointegration equation (normalized by Pray) cointegration equation (normalized by Pkon)
p a B o
Pkon 0 0.044 1 -1.009***
Pray 1 0.121 0.066 0.552*
Pkan 0.478*** 0.412+** 0.695*** 0.185
Pcho 1.048*** 0.363*** 0.630*** 1.069***
Pcha 0.234*** 0.152 0.711** 0.467*
Pchi 0.095 -0.138 0.352+** -0.140
Pnak 0.737*** -0.223* 0.039 0.193
constant 0.015 - - -

Note: *,**,*** indicates significance at 10% 5% and 1% level

Source: Analysis by Eviews 6
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Table lll: Test of hypotheses for sub period 1 and sub period 2

hypothesis X2 statistic result

Test of hypotheses of LOP and weak exogeneity test in sub period 1

H,: test of market integration hypothesis or LOP (H, : R'B = 0)

B, +B, =0 [pray=1, pkan= -1] 4.60 F
B,+B,=0 [pray=1, pcho= -1] 0.10 F
B, +Bs =0 [pray=1, pcha= -1] 4.064 F
B,+B,=0 [pray=1, pchi= -1] 3.13 F
B,+PB, =0 [pray=1, pnak= -1] 7.16 F
ﬂ2+ﬂ3+ﬂ4+ﬂe+ﬂ7:O’ﬂ1:ﬂ5:ﬂ7zo 8.33 F
H,: test of weak exogeneity of adjustment coefficients (Hg : "o = 0)

0qj=0 forj=1,2 (oig = pkon) 4.76 F
0pj=0 forj=1,2 (oo = pray) 10.22 R
a3j=0 forj=1,2 (a3 = pkan) 5.48 F
04j=0 forj=1,2 (ou4 =pcho) 10.18 R
agj=0 forj=1,2 (a5 =pcha) 4.80 F
ogj=0forj=1,2 (o = pchi) 7.038 F
a7j=0forj=1,2 (a7 = pnak) 10.49145 R

Note: R = rejection of the null hypothesis, and F = failure to reject the null hypothesis

Source: Analysis by Eviews 6
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Table Ill: continued

hypothesis X2 statistic result

Test of hypothesis Hp : R'B=0 and Hg :'ct =0in sub period 2

H,: test of market integration hypothesis (Hq : R'B = 0)

B11+P13 =0 [pkon=1, pkan= -1] 2.897311 F
B11+PB12 =0 [pkon=1, pray= -1] 13.66343 R
B11+PB14 =0 [pkon=1, pcho= -1] 17.82320 R
B11+PB15=0 [pkon=1, pcha= -1] 1.142098 F
B11+PB1 =0 [pkon=1, pchi= -1] 19.33641 R
B11+PB17 =0 [pkon=1, pnak= -1] 17.39124 R
P11+ P13 + P14 + P15 + P16 =0, P12 =P17 =0 9.902597 F
Ho: test of weak exogeneity of adjustment coefficients (Hq : B'ol = 0)

0qj =0 forj=1 (oig = pkon) 14.64515 R
0pj =0 forj=1 (op = pray) 4.321000 F
agj=0 forj=1 (o3 = pkan) 0.559749 F
ogj =0 forj=1 (o4 = pcho) 9.918984 R
agj=0 forj= 1 (o = pcha) 3.807929 F
ogj =0 forj= 1 (og =pchi) 0.184414 F
a7j=0forj= 1 (o7 = pnak) 0.447487 F

Note: R = rejection of the null hypothesis, and F = failure to reject the null hypothesis

Source: Analysis by Eviews 6
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o &
AP
d
T AN
T, 0
7, V1
T
T3, 7Ty >
2r
g, TTq 3
z
T, 74 3
Y4
gy g o
=
T, Typ 6
A
Ty Ty TOs TCg TTq T Tl Ty Ty, T nnANuh

LaNINTUINANIINARAL seasonal unit root L& meudﬁa%lahiﬁﬁq unit root ez
seasonal unit root 8131301 y, lwnIUTzu MUY PINHANIINARA LWL ?Tagavl,sjﬁ
. = . v A o o ' o [ o o '
unit root W@X seasonal unit root °11agamzm"l,ﬂsl‘*ﬁﬂszmmmuuumaamaaﬂsﬂmglugﬂ
(A)Y, uaztawudn Tayailusd unit root weilaisl seasonal unit root diaslsuliaglugd Ay,
Tunstszunmauuuiiand wdtTayalng unit root LAz seasonal unit root iagaﬁazﬁﬂﬂl%

dasdiuliagluzl A,A,,)Y,
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2.3 NINARDLY cointegration @N3DVe9 Johansen
ﬂqiﬂﬂaaﬂﬂjqwé‘llﬁqu%G(ﬁlaﬂﬂ’]W'§$El$En'J@nlﬁ%°ﬂ8\1 Johansen Lﬂ%ﬂWSﬂ@ﬁaUI(ﬂﬂa%ﬁﬁ
LLUU%"madm&mm’Jmlugﬂ reduced rank regression LazU3zN14A1G28 maximum likelihood 1

WUUS1R8Y cointegration WaN8AILLT lasBInULUUINIREY VAR LFAIAIRNNNT (1)

i P llauaanainauns (3.7) nsasdneesldasauns (2)

1 (A; - P, UINIILRZALBANNINYNVBVBIRNNIT (2) azldasauns (3)
AP, =(A, —NAP_, +(A,+A - P, +AP ,+..+AP_, +¢ (3)

Yinda ldawdi k lag agldaunis @)

k-1
AP, =p+ El AP +11P,_;, +¢, (4)
A A [ Aa o ° . @
Wa P, fa column vector Va6 UINN N ALY F1UIH T A1FILNA VU@ Nx1
mn A LALABsUBIAAIN (constant term) YW@ nx1

- e a £ . ,
[,I1 @8 wnsnduaddauds=and (coefficient matrices)
k fa $S1uIUAUEN (lag length)

a A

A Aa a A [ 4
&t fa error term NUNINITINBAIUNG Vetaduvinnuguwy uazanuulsan
AN [g; ~ N(0,X)]

a { A Y ) { o
lag IT \duinindiuaasfananszny  (impact matix) F9usznavlddrodayainaaiy
Q QI 6 A I ) 3 £ 1 v a a 6
ANURUNUSIzEze las rank (r) 284 IT Jandusiwiwduuin 81 r < n ugasindasliuning
[ Aaa < A ' a 6 =S [ s g; ¢ﬂl 3 1
29000 B YWaNE nxr Buda I1=af laswning o wxastam Ui lusznzauinaitng
@Mmmewn (adjustment parameter) fAnLnIng BLLﬁmﬁd cointegrating vectors Tu
ECM lag linear combination a9 B'P, 68y stationary uai1 P, azlal stationary i@y ¥1n rank
(r) LYi’]ﬁ"LIfJIuET ]UNIT (4) naulduaun1s VAR ninasay cointegration @NNATV84 Johansen
Uiznaualg 4 Tuaaune
FUN 1: NAFDUWITIUIW lag NANITEN LHBIINNTAIABATIUIN lag FHAGEANNEINITO LY
M3aTUNENaANTINTINAIaT Telunsanstazldi’ AIC SC FPE uaz HQC lunsaadu
woday lasidan lag M1lWen AIC, SC, FPE, HQC dfiga



UNii 1 HaIIUI98 26

TN 2: YTLNNUALUUI88ILATAN cointegrating vectors 32319l Id@14 9 Twuuudnaes las

] a [ A A o % o ¢ o 6
A15UsENNUAT rank VBILANSAS [T T9nAe wInaNUFUAUTITazoeIa LT IuaIaes
PAIFUNT (4) sDanlTnageulsznaudls trace test (A,,,) W8z maximal eigenvalue test

(A ) MIFUNNT (B) LT (6) AUENAL

Y nat
Mrace ==T £ InL-4) (5)

i=r+1

a&lwag’]um“ﬁﬂ@aau Trace test(A, ) R HO: cointegrating vector <r

trace

Hl: cointegrating vector > r

Amax =—T |n(1—5h) (6)
ﬁuuagﬁuﬁiﬁ'ﬁ@aau Maximum eigenvalue test (Amay) A8 H,: cointegrating vector = r

H. : cointegrating vector = r+1

(Y '
o A

(% a £ . . { > [
N 3: dszunmaluuuinasd VEC (8NUsz8ndual cointegrating vector (s) NUTLUAD

™ a Qs’ = > ™ .
(normalized) waraNUTERNIVRInNNTIlUnTUTUAD (speed of adjustment))

YN 4: innovation accounting 1Junsld stochastic disturbance term aMnKUUd1889 VEC w38
VAR 4183 U18HIBNNTNAREUNIIADLAWEIUBIAIULT (impulse response function, IRFs) LLaz

NIugN&IBYITNaUVaIANNLLTUIIU (variance decomposition)

24 maaungﬂmlﬁm (law of one price, LOP)

MINARAUNYINALALI (LOP) i laeanisnasaulddasinalu beta matrix (B) nold
suufAgiunan H,:R'B=0n1sldlas1na (1, -1) NU cointegrating vector (N3t 2 Gautls)
fRTUNIHAABAILLT (multivariate) HATINVBIAMNFNNUT (cointegrating vector) 1 ladad
whaugud auydiifiansanaaianinae n aa1a n)INANALITRRINAANRIITIUNIRNG
a J { o J v Qs é =3 1 v IQI
aduiliananlunnaaiagnitwuaduwiaunu Senfensdl full rank (r = n) udnindayaluiie

A o A o [ o ° ' A a £ [y [ =
uazdanwusafanlldranuuas nsinuwanailundszaaafiiaduwsaunu oduldarung
Maud7) 2l ldgegariiny n1 aaa (r=n-1) wdnan r < n-1 ud? Nzl iaTng
a J v Qs g: 1 g a { U
aduniauruzasgananinue lunsdhaul suuduiamansanasauldnfe n1smasaung
NANALIT=NIS 2 auslala (Nanang, 2000)

2.5 nagauaNNdunanszuy (weak exogeneity)

& A & = o o i A o o o a

o 1 Juw1nleasNuaadinIn1IlIuaa (adjustment parameter) TIFUNBINLUWIAAAIY

\unanszuu (weak exogeneity) t1 adjustment parameter (o) M9nNAVaIGINU W G Tugud

uaasinandswniiu weak exogeneity aaswITALaesluszazen (@udsnulilaidninada
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WAeesiwzuzen) minasauanNidunenszuuri ldlasnasevladaiinaluiuning o

muldzuu@gnunan H, :p'o=0(Bessler et al., 2003)

3. 2ayafilglumsdnm
o A = & & Y o o X o € &
Toyafilflunsfnsatsidsznaudie Tayamardilnadoidad m Wisuinwaing
v c..;, s {d‘ @ e A‘f dq’ 1 v
(PF) 31019 WL RSIRA 3N 1391401 ATRAITUTD t AANannY. (PW) WaeTIATa218829%10
aaazailn (PC) iutayanuifiauaiud January 1999 - June 2012 ArafidAuguiadnyad
Toyausailua13en 1 uazillefansanansazmnafenlnizesmandnlnadsidaing 3 ame
\ & a A PN a [ \ AR A
WU 10119 3 asaiimsiaden b lUluianmadoinuaseatisnafdns (Awh 1)

P aa v A o
A13N 1: ﬁﬂ@l‘llﬂ&lﬂﬂl‘ﬁﬂﬂﬂ:ﬂ

u

auyy AGIFD @h@‘i"]qﬂ Anad damﬁmmumm@m
farm price (Baht/Kg.) 9.30 3.52 5.74 1.68
wholesale price (Baht/Kg.) 10.58 4.00 6.50 1.96
F.O.B price (Baht/Kg.) 11.29 4.00 6.74 2.09

Chicago futures market price (Baht/Kg.) 8.94 2.81 4.69 1.64
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12

Price ( Baht/Kg.)

Jan-99
Jul-99 7
Jan-00 1
Jul-00 7
Jan-01 1
Jul-01 7
Jan-02 1
Jul-02 7
Jan-03
Jul-03 1
Jan-04
Jul-04 7
Jan-05
Jul-05 7
Jan-06
Jul-06 1
Jan-07
Jul-07 7
Jan-08
Jul-08 1
Jan-09 7
Jul-09 7
Jul-10 7
Jan-11 1
Jul-11 7
Jan-12

o
i
c
]
S

Farm price —#—Wholesale price —&—F.0.B. —Xx—Chicago futures market price

AN 1 MTLARWIRIVBITIANT I INAL R LIS LTI A aUINTIAN 1999 — fnwien 2012

4. HANNIANE

4.1 mimaaugmﬂﬁﬂﬂmaﬁw

ﬂ’]i“ﬂ@mam}@Lﬂgﬂuiﬂida§ﬁdﬁ383§ recursive residual ANULLIAAVDI Brown et al.
(1975) mﬂlﬁauuagmﬁﬁﬂ'ﬁ'h Lifnsasuudsmislaseadis (@1 AeasiiaiasnIn
lasNa13m131nn 1N CUSUM waz CUSUM square LLﬂ:Lﬁaﬁﬁ]’lim’IEUﬂi’]W Alawuin ﬁaga
i lnadesdad o Wisunsasns PF) et lneassdaialssnuemssaiiuge o

AANANNY. (PW) TIAN&988n (PFOB) LWazaTasiaadininaaiadailn (PC) lusae January
1A A ¥ Aa &/ A
1999 - June 2012 lifinsasuudainislassanaiodu (nw 2)
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40 1.2

30+ 1.0

20 |
0.8 4

0
0.64

0.4
10

2204 "'““"x»x\‘n_\ 0-2*’/,/'/

-30 77;”"““‘7“670“ :

B T L B LI B o o S N
99 00 01 02 03 04 05 06 07 08 09 10 11 12

0.2 b e
99 00 01 02 03 04 05 06 07 08 09 10 11 12

—— CUSUM of Squares ---— 5% Significance

(a) (b)

AN 2 NamaauqmLﬂﬁwimméfwaﬁm%% recursive residual

4.2 NMINAFAU unit root LAY seasonal unit root

(2
a e 6

%é’amﬂwmaug@Lﬂﬁﬂuiﬂsoa%ﬁawmw ﬁa;&aﬁmﬁmﬁn‘[wwLamam w WIS
LNEAINT (PF) 1091 AR IFAS R399 weIMSEASTUDe m Aananny. (PW) 31@&da8an
(PFOB) wazsendenssswinasadeanln (PC) lugr9ifauuninan 1999 — fnguwiew 2012 1aid
msiasuudasmalassanaindu igu@]au@iavl,ﬂﬁamsmaaummﬁwaa{l’a;&mﬁmﬁg\a 4 9819
ENINA&aU Unit Root aNNAD Augmented Dicky-Fuller (ADF) test L8z seasonal unit root 914
39289 Franses

WANIINARAY unit root

mwaaaummﬁwaaﬁaga@hUmsmaa‘u unit root @1NAT Augmented Dicky-Fuller
(ADF) test lagidSauiiiaunata ADF test #il& fuein MacKinnon Critical Value §1eina@ia ADF
test l& fieunninen MacKinnon Critical Value wanufis MILANTURNNAZININY FeaFunnle
M ﬁaa‘ﬂaﬁ unit root %%a‘ﬂ’aﬂaﬁé/ﬂﬂmzvmﬁd (non-stationary)

%

HAN1INAFAL unit root L3zl level Wud1 daudimndisaniusuadzining iy
WHRIAT 10% UEAII faﬂaiﬂﬂﬁﬁt\‘] 4 aanad unit root wiaflanwalaifte (non-stationary) §9sin
ﬁdﬁaaﬁﬂmmﬂaﬁagﬂﬂﬂﬂﬂimwa@ms:ﬁuﬁ 1 (first difference) U§IMAROL unit root BNASY

HANTINAREL unit root lu3za first difference Wud1 dudImannaaaljiasauadzin
Jufiszauinddn 1% uaasin ﬁa;&mwmﬁgﬂ 4 aaaldd unit root wadisnwasiie (stationary)

wunaNgaNN Tayasans 4 aanadl integration of order 1 v38 X, ~ 1 (1) (M131499 2)



unii 1 uad 1398 30

AN3197 2: NANIINARDY unit root

Augmented Dickey-Fuller Test PF PW PFOB PC
level
- with intercept and trend -2.93 -2.68 -2.92 -2.38
- with intercept -1.0052 -0.66 -0.82 -1.11
- without intercept and trend 0.80 1.041 1.0054 0.49

first difference

- with intercept and trend -9.25%** -8.62*** -9.23*** -10.15%**
- with intercept -9.27*** -8.63*** -9.25%** -10.17**
- without intercept and trend -9.25%** -8.59*** -9.20*** -10.16***

Notes: ***, ** and * indicates that the seasonal unit root null hypothesis is rejected at 1% 5% and 10% statistical level.

NAN1INaRaY seasonal unit root

NMINaRaU seasonal unit root Aa NMINAREURLEIAYVEINITTLIADSIUIUNITIE @2t
mim@mammuﬁwé’aaaaﬁiaﬂﬁq@ (ordinary least square: OLS) a4fdsznavluaunissie
Usznaudie saudstae (auxiliary variables) wazduiiiln deterministic term leun dndaun
(intercept) é’aLLﬂiﬁuLﬁmﬁ'ﬁquma (seasonal dummies) 11 @7 lawA S;,S,,...,.S¢ BazAIULs

w2l (time trend)

@ (I—) Yor = Y1 Yo T 3Y50, ¥, Ya0 Y Y400
t oY T Y50 T Ysra T Yero T 0 Yera

+ n.ll y7,t-2 + 7T12 y7,t-1 + lul + 81

NNINAFAL season unit root LFAIAIANIINN 3 NANIINAFAL WU T1A1T1IWALRLIRAT

)

a A a 2 5
o WISNINEaINS (PF) Ufiasn13% seasonal unit root t A2 w1 0, (7), (i—ﬂ), (z), (+—7Z

3 37 6

72- dll % aa a a . 1 dl dll U
uas (— ) tlanagaudusda t wazUfjLasn134) seasonal unit root NNgANND Lilanasaueae
§06 F ugaddn Mendnalwaidossad o wrsuineasns il unit root LuuuIaIgIUMIaNaMNd 0

Wz i seasonal unit root IWINANTIIINALRIRAINLIIIIHOIWITRATIUTD Db ARIANNY.

3; 1 a = dl 2
(PW) %huwNUN mmiﬂﬂg]l,aﬁmnl seasonal unit root t AdUA (1), (i%), (i?ﬂ), (%), (

57[ 71. dl o v aa a = .
i?) LR (_E) LBNINIINARDUMIURDA t LLGZﬁ’W&J’]iﬂﬂg]Lﬁﬁﬂ'Ti&l seasonal unit root Ylﬂ

' a A v aa a Y v =g o &d @ o &
Qﬂ’ﬂ&lﬂ WANARUAILRDG F E’Jﬁ‘lJ’]Ele(ﬂ’)’] i’]ﬂ’]"ll’]’)I‘IN(ﬂLﬂUdﬁ@]’)ﬂiﬁx‘]dﬁuﬂ’]ﬁ’liﬁ@]’ﬁiﬂsﬁa 123

ANIANYVIY. WU unit root WLUNIAIFIUNTENAND 0 ue LT seasonal unit root &11TUIIAN
. 2 . a - _ < V4 2w
®3988n (PFOB) BWWLIN mmmﬂgmﬁmm seasonal unit root @ AUD (7), (iE), (i?), (

) Wanaraueuana t LaztNanagaualIuaia F wudn a1n13nUiasnis

[N

57 s
+=° v (=2
) (£ 5 ) WRe (

20

seasonal unit root TuNNgANND WaAI71 TNAEI88NE nit root LDLNIAIZIURIANAND O



UNii 1 HaIIuI98 31

el 13 seasonal unit root LTWAY LAZLUaNINTHINANIINARAUIIAND VY NRUEIAAIATA LN

). (

v aa 1 a . A T 27[
(PC) anawna t WulN mmmﬂgmﬁmiﬁ seasonal unit root tw AUD (1), (E), (i?

57[ 72. a a . 1 ci dl' v aa
i?) 183} (_E) LLazmminﬂgLaﬁmim seasonal unit root lunﬂﬂﬂj’mn ENARAUAILRNG

F ugadd1 s1adaisaniiaaiaderlnuud unit root uuumasgIunsanaud 0 uelad

seasonal unit root LEWLALINUIIAN U (ANT197 3)
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AN3197 3: NANIINARDLU seasonal unit root

Null Hypotheses Frequencies PF (1) PW (1) PFOB (1) PC (1)
T, =0 0 -3.75* -3.22 -3.15 -2.10
T, =0 T -5.36** -4.58** -4.68** -5.76**
T
;=0 E 0.37 -3.024** -2.20** -2.77*
T
T, =0 -— -2.94 -4.89** -3.96** -2.96
2
2r
Ts=0 ? -5.0010** -4.63* -5.53** -6.32**
2r
T =0 -— -4.80** -4 52% -5.65** -5.13*
3
T
T, =0 — -2.50** -2.81* -2.60** 0.17
3
T
Tg =0 -— -0.15 -0.13 -0.060 -2.80
3
o
Ty =0 ? -5.66** -3.54** -4.89** -3.50**
57[ * % *% *% Jk
Tyy=0 ? -3.39 -5.57 -4.78 -4.25
T
T, =0 — 0.78 0.12 0.17 0.37
6
T
Ty,=0 -— -4.57* -4.74* -4.22** -4.75*
6
T
M, =T, =0 iE 4.63 16.52** 9.92** 8.038**
2r
Ts=T=0 i? 13.063** 11.33* 16.98** 20.46**
T
T, = T = 15 24 .54* 26.27* 22.81* 14.89**
oS
Tly= Ty =0 i? 17.49* 18.47* 18.67* 12.19**
T
T, =T, =0 ig 12.36* 14.999** 11.90** 13.83*
Ty =..= M =0 all frequencies 20.67* 24.10* 21.998** 15.63**

Notes: 1. ** indicate that the seasonal unit root null hypothesis is rejected at 5% statistical level.

2. Numbers in parentheses denote the number of lagged values of the dependent variable.
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4.3 MINaFaUANNFNRUTLTIgasN wluIzzen (cointegration)

INHANMINAKBL unit root LA seasonal unit root LXASIALARTN ﬁayaswmﬁ'& 3 aana 'kl
i seasonal unit root LazAan¥MHINITAULALINY AD 2@ first difference ®WI881INAN AN
v A . A o & = ) [ o 6
TQHNN integration of order 1 38 Xt ~ |(1) ANUUBIIRINTNIIDUINTINARBURTIAITU TN NWUDICHUSEN
(cointegration) 'l¢ lunsAnaTeftlen1Inasay cointegration Mu35U89 Johansen wiasannilln
ATELIBNNINARALN MALLLLS 180N T@udTNINNI1 2 @2 a9aunns (7) lasaning IT (Jw

a 6 . . dl U ' [ a A€ . .
LUNINTHANIENY (impact matrix) Nusznavaay of’ laagNyse@ns B luguny cointegration
uwsaatanMubantuluszozen (long-run elasticity) uazluniang o usainianiadiudluszozau
(short run adjustment) TuudazaNuauNwS (cointegration relations)
k-1

Apt = ].,l+ ZFIAPt_l +HPt_1 + St (7)
i=1

lugufinageuninue 3 suudginlaun

1) MNAF2UNN cointegration rank (r) IMNFNNIT (a) nwlﬁauwagm Ho:II=ap'

2) ﬂ@am_mg‘i’]ml,am (law of one price, LOP) mouminasaulatadinelu beta matrix
(B) muldsua@giunan Hy:R'B=0

3) naxauaNNdunanszuy (weak exogeneity) Munsladadine b alpha matrix (o)

muldsundgunan Hg:p'a=0

NNINARDU cointegration @adUTzUIMANLLLINADY VAR LA ANARATIWINANURT
WANNERN LABRINITMIININAN LR test statistic, Final prediction error (FPE), Akaike information
criterion (AIC), Schwarz information criterion (SC) ka2 Hannan-Quinn information criterion (HQ)
LLaztﬁamLuué’maaﬁmmzaw lagRa13131nAN Akaike information criterion (AIC) ez Schwarz
information criterion (SC) WUL18a97ANnzaNAe WULSI8a97iTAT AIC uaz SC ﬁaﬂﬁq@
duaoudelUie nInasaURITIWIL cointegrating vector lagNINTUNANNARDA trace test (
ktrace

WAZ$1WIU cointegrating  vector NLRNNTFULAY Twaauda lfa n1TdseunmwALLLUd1Iad

) WAz maximal eigenvalue test (A ) 18 l@3UIUANNEARNIZRY LU RBINRNNZEN

max
cointegration

LanaNTW191nAN Final prediction error (FPE), Akaike information criterion (AIC),
Schwarz information criterion (SC) &2 Hannan-Quinn information criterion (HQ) WU 31173%

lag MANNZEN A 2 (A13197 4)
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= A oA =
AN 4: HANTNARBULNBLAAN lag NLRNITRY

Lag LogL LR FPE AIC SC HQ
0 673.03 NA 1.98e-09 -8.69 -8.61 -8.66
1 1141.22 905.98 5.58e-12 -14.56 -14.17* -14.40
2 1177.71 68.71* 4.27e-12* -14.83* -14.12 -14.54*
3 1185.51 14.28 4.76e-12 -14.72 -13.70 -14.30
4 1199.97 25.73 4.87e-12 -14.70 -13.36 -14.16
5 1206.62 11.48 5.51e-12 -14.58 -12.92 -13.91
6 1218.33 19.63 5.85e-12 -14.52 -12.55 -13.72
7 1225.89 12.26 6.58e-12 -14.41 -12.13 -13.48
8 1237.91 18.90 6.99e-12 -14.36 -11.76 -13.31

Notes: * indicates lag order selected by the criterion.
LR is sequential modified LR test statistic (each test at 5% level).
FPE is Final prediction error.
AIC is Akaike information criterion
SC is Schwarz information criterion.

HQ is Hannan-Quinn information criterion.

flaldan lag fmanzanldud Tuaaudalfiamnianuuudassfimnzasuasmium
cointegrating vector mﬂmi’mﬁ 5 Waad AR LLﬂJﬂJﬁﬁmadﬁ 1 (no intercept or trends) a1 AIC
uaz SC ﬁaﬂﬁqﬂ GInULLUSIARITIRANZEN f0 LuLReaf 1 tude LLuuﬁmaaﬁvl,aJ'aJi’mg
Anafinazuma liuian nkuinnIImasaunIiuIL cointegrating vector lag#ianImnan

A8 trace test (A Waz maximal eigenvalue test (A, ) uazilafiansoneadans 2 T

trace)
@139 6 WU ANEDA trace test LAz maximal eigenvalue test 1991 WULS1R0INLANIZENAIT
il 2 cointegrating vectors Tu¢ia liIunsUszunmauuudiaesn1aldd1uin cointegrating vector
Mmanzan (lwnvdififa 2 cointegrating vectors) LwavnmMsnagaungandanazanuiidunan

1 Y o o a € o . A 3 o a [ e
szuy (ladasnaluiuning B uaz o) uaziin residual NledanuUUIIRIBTUIEAMUTNNUS
JerIeaaulIAEMINagauNTLENaInUTEnauveInnuLLILUIIU (forecast error variance
decomposition) WAZNIITATIERANINTUNNITABUAKEIABAINNULTUTIU (impulse  response

A L
function) S9aziinaunaludiuda i

@197197 5: @1 Akaike Information Criteria (AIC) L& Schwarz Criteria (SC) 2adlULS1889N9 5

3uuy
Model AIC SC
1. no intercept or trends -14.53 -13.58
2. restricted intercepts, no trends -14.50 -13.54
3. unrestricted intercepts, no trends -14.48 -13.48
4. unrestricted intercepts, restricted trends -14.52 -13.48
5. unrestricted intercepts, unrestricted trends -14.50 -13.41
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ANT19N 6: NANTTNAROURITIHIN cointegrating vector

H, H, Trace Statistic Critical Value H, H, Max-Eigen Statistic Critical Value

r=0 r>1 77.252** 47.856 r=0 r=1 38.028** 27.584
r<1 r>2 39.224** 29.797 r=1 r=2 25.796** 21.132
r<2 >3 13.428 15.495 r=2  r=3 12.008 14.265
r<3 r>4 1.419 3.841 r=3 r=4 1.419 3.841

Notes: ** indicate that the seasonal unit root null hypothesis is rejected at 5% statistical level.

4.4 miﬂ@aamgﬁmlﬁm (law of one price, LOP) uaza NN wnanIzuy (weak
exogeneity)

N&W@ﬁaﬂngﬁmﬁm (law of one price, LOP)

HANAFALNZ LAY drpnsnagaulatasinalu beta matix (B) muldauudignunan
H,:R'B=0 Wan1snagauwyin m’mf,%'uﬁuﬁi:mwﬁmfﬁﬁﬂwaLﬁ?mz%'@{vlﬂ@;mmz%'uﬁuﬁ’
mmmﬂg’jLaﬁﬁmm@gm%é’nﬁmaaungﬁmLﬁm FaaBunelain nneaNuFNNUTIzRITa Y
4 mm@ﬁ?uvlmﬂuvlﬂmwngﬂmtﬁm (LOP) 1% ANNRNABTIZAINITIAN b WISNVBILNBATAT
(PF) fumandnInaidssdainlsnuemsdaiode m amanna. PW) lddwldarwngsan
L83 (LOP) H3aaNnuaNnuiiznineman m Wasuaaainsasny (PF) nunaiadaan (PFOB) 'lu
Wwldawngaendas (LOP) trwnw (@197 7)

@139 7: HANINAFBUNZINALALT (Law of One Price, LOP)

hypothesis (H,=R'$=0) x? test statistic
B+ B, =0 (PF+PW=0) 1514
B, + B3 =0 (PF+PFOB=0) 22.74***
B+ B, =0 (PF+PC=0) 21.46™*
B, + B, =0 (PW+PFOB=0) 21.73
B, + B, =0 (PW+PC=0) 2221
B+ B, =0 (PFOB+PC=0) 15.43***

Notes: ***, ** and * indicates that the seasonal unit root null hypothesis is rejected at 1% 5% and 10% statistical level.

wanagaunMuLnkanIzUy (weak exogeneity)

nagauanuidunanszuuaisnisladedinalu alpha matix (o) Moldauufgan

f 1 v a‘i‘ o 6 g; a a o A
Hp:B'a=0 nanagauwuin 1101973 lnalfedgaing 4 aanal Lassuufisiunan 59813130
atunled1 a1 Inaldassgal m WiSueNBaTNT TIANNTIUIRITFAISUTE S1A0
f908NLAZIIANTaU8aWRUIaaaTa lnnuldntnada et lne w NrsuvasnuasnIle
J2HzE17 (AN319N 8)
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A & .
13197 8: NanarauANNLDWUaNIZUY (weak exogeneity)

H,: test of weak exogeneity ( H 0 ;,B'a =0) ;(2 test statistic
a,; =0 O = 0 4.26**
ay=0 a,=0 18.56**
N :O, oy, =0 6.87**
a41:0, a,,=0 7 13+

Notes: 1. ***, ** and * indicates that the seasonal unit root null hypothesis is rejected at 1% 5% and 10% statistical level.
2. 0;; = adjustment parameters e i WRAIRaUUIT i (= 1-4) §I% | URAITIANMNFNWRT (cointegrating vectors) 7 j (j

=1-2)

WAIINUIZNUAMLUTINBILATNAFOUNHTIANALINUAMNTUUENIZULUAT TUADK
g lUidun153n residual  ALUUINIRBIENNNITIBBTUNEANNFNABTTZRINIG MU TA8AT
nagauNITWENaIAUIzNaUVaIANNLWLTUIIN (forecast error variance decomposition, FEVD)

LAZMTAATZANIRTUN T URMEIAaANLUTUTIU (impulse response function, IRF)

45 nInasaunIsuenadndsznauvedInnuulsUsin (forecast error  variance
decomposition, FEVD)

Aanfazrinn1InagauNTUENasIflIznauvasnuLl TR s iludainasay
WWHUIAWVBILULIIRIAEN TWULINRI LNTLED ST NLEINANITNAREUNNTLENBIRUTEnaL
299AN UL TIUUAZ NN T ATEE RIS TUNN T aUanaIdannuudsUswinaz liaunsald 1
managautadasnniitldlagfansond root 289 AR 21nLULE1889 D9 inverse roots of AR
characteristic polynomial &893 roots 713 modulus Ho&n31 1 Lm:ﬁma%ﬂmqnawﬁmmg (lie
inside the unit circle) Nan1INaFaULFAIIHLANIN LUUd1aeR ldruliaRosnIw (stability) uaz

FNNTANAFAUNTHENadAUTznaUTaIANULY TUTIRLAEANTI AN AW IS TUNI TR UAKEIGE
anuudstsnld (wn 3)
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Inverse Roots of AR Characteristic Polynomial
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Month | S.E. PF PwW PFOB PC Month | S.E. PF PW PFOB PC

PF PW
0.047 100.000 0.000 0.000  0.000

—_
—

0.048 62.148 37.852 0.000 0.000

2 0.082 83.226 13.141 1.488 2.145 2 0.084 57.232 40.677 0.252 1.839
3 0.109 69.728 23.116 1.272  5.883 3 0.111 49.112 44107 0480 6.301
4 0.130 58.852 30.332 1.554  9.262 4 0.132 42.548 46.537 1.245 9.670
5 0.147 51.106 35.435 2.405 11.054 5 0.149 37.693 48.303 2.663 11.341
6 0.161 45,528 39.046 3.703 11.722 6 0.164 34.072 49.605 4.321 12.003
7 0.173 41364 41659 5111 11.865 7 0.177 31.287 50.612 5.869 12.232
8 0.184 38.162 43.618 6.415 11.805 8 0.190 29.105 51.419 7.193 12.282
9 0.194 35.638 45.142 7.546 11.673 9 0.201 27.375 52.074 8.300 12.251
10 0.204 33.609 46.369 8.499 11.523 10 0.211 25,986 52.610 9.219 12.185

11 0.213 31945 47.382 9.295 11.379 11 0.221 24.855 53.052 9.981 12.112
12 0.222 30.556 48.234 9.960 11.250 12 0.231 23.919 53.422 10.616 12.043

PFOB PC
1 0.050 59.025 21.695 19.280 0.000 1 0.069 2.104 3.752 1946 92.198

2 0.085 55.083 30.867 12.014 2.037 2 0.109 1.308 2.807 1.524 94.362
3 0.112 47.235 37.271 9.112  6.382 3 0.143 0910 2922 2115 94.054
4 0.132 40482 41.682 8.332 9.504 4 0.170 0.678 3.433 2674 93.215
5 0.150 35.618 44.718 8.705 10.959 5 0.195 0.521 3.965 3.097 92.418
6 0.165 32.103 46.842 9.530 11.525 6 0.216 0.430 4.388 3.424 91.758
7 0.178 29.477 48.377 10.413 11.733 7 0.236 0.386 4.691 3.711  91.211
8 0.191 27.461 49.529 11.215 11.794 8 0.254 0.368 4904 3.969 90.759
9 0.202 25.884 50.422 11.906 11.789 9 0.270 0.359 5057 4.194 90.390
10 0.213 24.627 51.133 12485 11.754 10 0.285 0.353 5169 4.383 90.094
11 0.224 23.609 51.714 12965 11.712 1" 0.300 0.349 5256 4.540 89.855
12 0.233 22.768 52.197 13.362 11.673 12 0.314 0.345 5325 4.668 89.661
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46 MINATTAWIRTUNITAALFUBIRBANNLYTUTIN (impulse response functions:
IRFs)
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Response to Generalized One S.D. Innov ations

Response of LOG(PF) to LOG(PF) Response of LOG(PF) to LOG(PW) Response of LOG(PF)to LOG(PFOB) Response of LOG(PF)to LOG(PCHI)
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(3}

) mg]
Ao ¢ A a & A o g o ¢ '

U‘nmmmmqﬂs:mmwmmﬁ:‘mmmmaﬂﬂwaammmﬂwaLamams:mwoﬂm W
WATUVAILNBATNT I1AINLTITHANRITFAITUTE Db ARIANNN. INAIRIDANUAZINANT DU Y
aransaaraganln lasldniInesey cointegration ax3TUad Johansen WANIINAFBLWLIN

o A ~ A ° AV ' A o A
wuudnaednnanzaNigane LmumaaagﬂLLuuw"lwﬂsﬁﬂgmﬂmLLazLLquunm azitia
RNIWHANAFALNYTIAUABINLT ngaNuFuRusznitmadlnaduidainwinues
LNEATNT 31077 139911 WIIRAT LT T1A1RI00NLAZINANTaUNUENRIIaa1aTAN N TuLTw
duldarungmeden saunanmsmasauanuduuanszuougaslfiiuin mendalwadassad
N9 4 AaNANANTNAGAINIATNITUVAILNHATNTIIZHZE1 LA aNINTMINANIINAFALNITULYN

& & \ o g o & & o

2961320 U 03N VLLUTUTIRIBAN LI T101T1 INALREITAT W1TNYBINBATNINNAAUA
mﬂmmﬁuwfmluéf’uauﬂu%é'ﬂlmaauu,iﬂLLazgﬂﬁmmmﬂmmﬁummaaswmﬁiiomu

g 6 s ﬁg‘ v 1 =} 1 1 Q’ dl
TWNIRAITUTD Y9882 13-48 THT19 2-12 LAaWAANT FIWAMUNBRIBVAITIANNIIHDINT
éf@f%‘u%aLLa:mmﬁummaaﬁmdaaaﬂﬁfugﬂﬁ’mu@mnm’mﬁumusluﬁ’uauﬂuﬂﬁﬂmam
PIIR1 12 LADY LLazgﬂﬁ’mmmﬂmmﬁuwmmaaﬂm*’ﬁniwwL‘é‘mﬁmf % WITUVAILNBATAT
TUs29 1-2 16WUIN LTWLALING ELumm:ﬁmwcTumumaaﬁm‘%amUéad%ﬁmm@%miﬂﬁfugﬂ
ARUAINAMURWHIW AL T WAEN Naﬁnﬂmiﬁﬂma%‘aﬁmmmagﬂvl,éﬁﬁ anuLTanlasvad
TN INALREIFATIENIN93107 b WASHVDILNHATNT 107N LI UANWITRATTUTD T AAIA

NNY. TIANEIADNLASIIANTAVNLRWNRINNAIATATNIN TINIRINARIANNAMNULToN L8INWIbwA



UNii 1 HaIIUI9E 41

AT INALREIFATIENIN93107 oh WISUVDILNHATAT TIANN LTI WANTRIIRATIUDD D AAIA
NN, LAZIIANEIADN AIBINHATNIIIAITNTIILWI ITuNSIURswuasTan luaruaana
dananihnnusloususzananhomiainsaniglandnlnainssdaizesizuialunmms

a A = Y o & o ed a &
BEHWNTINRALNBRAAINY Lammmﬁmmﬂ‘wm LRENRAINBND Lﬂ@]T%VL@ﬂuitiltﬂ’]'l

6. ussmw&nsu

Aguirre, A., (2000). Testing for seasonal unit roots using monthly data. Textos para Discussao
Cedeplar-UFMG, Cedeplar, Universidade Federal de Minas Gerais. (online).
http://www.cedeplar.ufmg.br/pesquisas/td/TD%20139.doc.

Beaulieu, J.J. and J.A. Miron, (1993). Seasonal unit roots in aggregate U.S. data. Journal of
Econometrics, 55, 305-328.

Bessler D.A., J. Yang and W. Metha., (2003), “Price dynamics in the international wheat market:
modeling with error correction and directed acyclic graphs”, Journal of Regional Science,
vol. 43, no. 1, pp. 1-33. (online). http://www.blackwell- synergy.com
/doi/abs/10.1111/1467-9787.00287.

Enders, W. (1995). Applied Econometric Time Series. New York: John Wiley & Sons. Inc.

Franses, P.H., (1991). Seasonality, nonstationarity and the forecasting of monthly time series.
International Journal of Forecasting, 7, 199-208.

Gujarati, D. (2003). Basic Econometrics. 4th ed. New York: McGraw-Hill.

Maddala, G.S. and I.M. Kim, (1998) Unit Roots, Cointegration and Structural Change.
Cambridge University Press, Cambridge.

Nanang, D. M., (2000), “A multivariate cointegration test of the law of one price for Canadian
softwood lumber markets”, Forest and Policy and Economics, 1, pp. 347-355. (online).
http://www.Elsevier.nl/locate/forpol.

Office of Agricultural Economics, (2011), “Basic information 2010”. (online).

http://www.oae.go.th/download/download_journal/fundamation-2553.PDF.



UNii 1 HaIIuIE 42

A
UnAINN 3

Predicting price of palm oil using Extreme Value Theory

Kantaporn Chuangchid
Faculty of Economics, Chiang Mai University, Chiang Mai, Thailand.

Aree Wiboonpongse

Faculty of Agriculture, Chiang Mai University, Chiang Mai, Thailand.

Sanzidur Rahman

School of Geography, Earth and Environmental Sciences, University of Plymouth, UK.

Yaovarate Chaovanapoonphol

Faculty of Agriculture, Chiang Mai University, Chiang Mai, Thailand.

Songsak Sriboonchitta
Faculty of Economics, Chiang Mai University, Chiang Mai, Thailand.

December 2011



UNii 1 HaIIuI9E 43

Predicting price of palm oil using Extreme Value Theory
Abstract

This paper uses the extreme value theory focusing on the Block Maxima (BM) and Peak-
Over-Threshold (POT) modeling to predict extreme price events and forecast extreme value of
palm oil price in the future. We fit the Generalized Extreme Value (GEV) and Generalized Pareto
Distribution (GPD) models to examine growth in the price of palm oil for 25 years (mid-1986 to
mid-2011). Both GEV and GPD methods revealed that palm oil price will peak at an incremental
rate in the next 5, 10, 25, 50 and 100 year periods. The BM and POT models are two effective
approaches for predicting prices caused by extreme events. The results could be useful to the
government as well as the buyers (e.g. exporter) and sellers (e.g. farmers) in the palm oil industry
for future strategic planning.
Keyword: Extreme Value theory, Block Maxima, Peak-Over-Threshold, Generalized Extreme

Value, Generalized Pareto Distribution.

1. Introduction

The last few years have seen an increase in the production of renewable fuels because
of rising crude oil prices, limited supplies of fossil fuel and increased concern about global
warming. The increase in the oil price has caused many countries to consider using alternative
renewable energy from agricultural sector, particularly vegetable oils such as soybean,
rapeseed, sugarcane, corn and palm oil. This increase in production reflects the rising global
demand for vegetable oils, and palm oil production is the dominant one as compared with other
vegetable oils (Carter, 2007). However, there are regional distinctions in the choice of vegetable
oils for conversion to biodiesel output. For example, in Europe, the primary production of
biodiesel is based on the use of rapeseed oil; in Brazil and the USA, the base is soybean oil,
and in Malaysia, palm oil is main source for biodiesel production (Yu et al., 2006).

Palm oil is a type of fatty vegetable oil derived from the fruit of the palm tree. It is used
for both food and non-food consumption. Palm oil is a highly efficient and high yielding source
of food and fuel. Approximately 80% of the palm oil is used for food such as cooking oils,
margarines, noodles, baked goods, etc. (World Growth, 2011). In addition, palm oil is used as
an ingredient in non-edible products such as biofuels, soaps, detergents and pharmaceuticals.
With such a high range of versatile use, the global demand for palm oil is expected to grow
further in the future (USDA, 2011).

Many countries plant oil palm to produce oil to fulfill their local consumption. World trade
in palm oil has increased significantly due to increase in global demand. The world production of

palm oil has increased rapidly during the last 30 years as a result of the fast expansion of oil
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palm plantation in the south-east Asian countries. The world palm oil production was 13.01
million tons in 1992 which has increased to 50.26 million tons in 2011, a 286% increase in 19
years (USDA, 2011).

The major world producers and exporters of palm oil are Malaysia and Indonesia. For
these countries, palm oil production for export purposes is found to be highly viable, and oil
palm has become a favorite cash crop to replace other traditional crops such as rubber.
However, high yield of the palm throughout the year is essential to achieve viability for the
export market (MPOB, 2010). Indonesia is the largest exporter of palm oil in the world, exporting
around 19.55 million tons a year during 2008-2011 (USDA, 2011). Malaysia is the second
largest exporter. In the past until 2007, Malaysia was the largest exporter of palm oil in the
world, producing about 15 million tons of palm oil a year. Malaysia has been playing an
important role to accomplish the needs and to stay competitive in the world’s oils and fats
market (World Growth, 2011).

The main consumer and business market for the palm oil commodity is the food
industry. The major importers of palm oil are India, China and the European Union. India is the
largest and leading consumer of palm oil worldwide importing about 7.8 million tons in 2011.
China is the second largest importer of palm oil, importing about 6.65 million tons in 2011
(USDA, 2011). World production of palm oil is expected to increase by 32% to almost 60 million
tons by 2020 (FAPRI, 2010).

In the international market, the expanding trade, continuous demand and supply, and
other relevant factors of palm oil have made the prices of palm oil to fluctuate. Figure 1
presents the fluctuation in Malaysia palm oil futures price over the past 25 years (1986 — 2011).
The price was $182.00 per metric ton in July 1986 which has increased to $1,033.57 per metric
ton in July 2011, an increase of 468%.

Palm oil price can be significantly affected in two ways, fluctuation in nature and world
demand (OECD, 2008). Since nature is unpredictable, thus the main source of palm oil price
fluctuation is mainly changing from its demand. However, world demand of palm oil depends on
food demand as well as demand for biofuel in the industrial sector. These two types of demand
are currently decreasing due to small share of palm oil in food as well as a decline in biofuel
usage. Therefore, the price of palm oil remains uncertain in the future.

Instability of palm oil price can create significant risks to producers, suppliers,
consumers, and other stakeholders. In risky conditions and between price instability, forecasting
is very important in helping to make informed decisions. Forecasting price is quite a challenging

effort as its behavior is very unpredictable in nature (MPOB, 2010).



UNii 1 HaIIuI98 45

Forecasting of agricultural price has traditionally been carried out by applying an
econometric model such as Autoregressive Integrated Moving Average (ARIMA), Autoregressive
Conditional  Heteroscedastic (ARCH) and Generalized Autoregressive  Conditional
Heteroscedastic (GARCH) (Assis et al., 2010) based on historical data. The general linear
regression analysis used in the aforementioned models assumes normality of the distribution
and, therefore, predicting future prices using such approach ignores the possibility of extreme
events. We believe that the palm oil price prediction involves determining the probability of
extreme events. And the Extreme Value Theory enables us to describe the performance of the
heavy-tail properties of the high frequency time series data (e.g. financial, weather disasters).
The extreme value theory can describe the behavior of random variables both at extremely high
or low levels.

Since we believe that the palm oil price prediction involves recognition of extreme
events, we apply the Extreme Value Theory (EVT) to predict future prices of palm oil. Our
modeling approach focuses on the Block Maxima (BM) and Peak-Over-Threshold (POT)
methods to analyze the extreme price events and forecast the extreme values of palm oil price
in the future, for example, in the next 5, 10, 25, 50 and 100 year periods. Forecasting future
prices of palm oil using the most accurate method can help the government, the buyers (e.g.
exporter) as well as the sellers (e.g. farmers) of the palm oil industry to plan strategically for the
future.

The structure of the paper is as follows. Section 2 presents a brief review of the
literature. Section 3 introduces the extreme value theory and the application of the BM and POT

model. Section 4 presents the empirical results. The final section concludes.

2. Literature Review

A number of studies exist on forecasting palm oil prices using various techniques. Alias
and Tang (2005) have analyzed the supply response of the Malaysian palm oil market using
Engle and Granger (1987) cointegration and error correction approach. Abdullah et al., (2007)
studied the impact of palm oil based biodiesel demand on palm oil price. They included
biodiesel demand in the price equation by using time varying parameter. Fatimah and Roslan
(1986) used a univariate ARIMA model developed by Box-Jenkins to forecast the short-run
monthly price of crude palm oil. In addition, Rangsan and Titida (2006) applied ARIMA model to
forecast three types of palm oil price to estimate the minimum of Mean Absolute Percentage
Error (MAPE).

Simple regression and/or moving average technique works better in forecasting if the
data is stationary. For non-stationary data, ARIMA is preferred. But both these approaches

assume normality of the distribution of the data. All of the above studies, therefore, suffer from
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this weakness of normality assumption since the price of palm oil is assumed to have a non-
normal distribution. This is because palm oil price is characterized by a high degree of volatility
and involves occurrance of extreme events (see Figure 1). Therefore, we have decided to apply
the EVT to forecast palm oil price which overcomes the limitations inherent in all of the
aforementioned studies.

EVT provides a strong theoretical basis with which we can construct statistical models
that are capable of describing extreme events (Manfred and Evis, 2003). Extreme value
methods were used in environmental science, hydrology, insurance and finance. EVT became a
popular method to forecast extreme financial risks. For example, Bensalah (2000) applied EVT
to a series of exchange rates of Canadian/U.S. Dollars. Silva and Mendes (2003) used EVT to
compute Value at Risk (VaR) estimates and compared with normal VaR for ten Asian stocks.
Bekiros and Georgoutsos (2004) conducted a comparative evaluation of the predictive
performance of various VaR models using EVT that allowed accurate forecasts of extreme
losses with a very high confidence levels. Zuo-xiang et al., (2005) studied forecasting results of
the compound index of Shanghai Stock Exchange by applying EVT and GARCH models. They
concluded that EVT method is superior to GARCH models in estimating and predicting VaR.

In disaster studies, Li-Hau and Pei-Hsuan (2005) used EVT to evaluate the
appropriateness of the upper tail of the data of agricultural output loss due to natural disasters
in Taiwan. Xu and Zhang (2010) applied EVT to analyze and evaluate the agricultural
catastrophic risk of extreme rainfall in Jilin Province, China.

In general, the work mentioned above used the EVT to analyze and evaluate VaR in
finance sector and losses in the agricultural output due to disasters, but not applied to predict
agricultural prices. We believe that palm oil price prediction involves determining the probability
of extreme events. Therefore, in this paper, we examine the distribution of palm oil price under
extreme condition. We look for the existence of heavy-tail in the distribution of palm oil price
using original data, and then evaluate the parameters of best fit using the Generalized Extreme

Value (GEV) and Generalized Pareto Distribution (GPD).

3. Methodology
3.1 The Extreme Value Theory (EVT)

EVT is a method for modeling extreme values. The main idea of this theory is the
concept of modeling and measuring extreme events which occur with very small probability (Erik
and Claudia, 2006). It provides methods for quantifying such events and their consequences

statistically. Generally, there are two principal approaches to identify extremes in real data. The
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BM and POT are central for the statistical analysis of maxima or minima and of exceedances
over a higher or lower threshold (Li-Hau and Pei-Hsuan, 2005).
3.2 Block Maxima Model (BM)

The BM studies the statistical behavior of the largest or the smallest value in a
sequence of independent random variables (Xu and Zhang, 2010). One approach to working
with extreme value data is to group the data into blocks of equal length and fit the data to the
maximums of each block: assuming we have identified n blocks let Z; (i=1,...,n) denote
maximum observation in each block(Coles, 2001). Z,, is normalized to obtain a non-degenerated
limiting distribution. The BM is closely associated with the use of Generalized Extreme Value

(GEV) distribution with c.d.f:

G(2) = exp {{“ g(z; ﬂﬂ% }

where L, G > 0 and % are location, scale and shape parameter respectively. Note that & >0

is called Frechet distribution, E_, < 0 is called Fisher-Tippet or Weibull distribution and é =0is
called Gumble or double-exponential distribution. Under the assumption that Z,, ..., Z, are
independent variables having the GEV distribution, the log-likelihood for the GEV parameters
when (Z 75 0 is (Coles, 2001) is given by:

L& . 0) = -nlog G- (1+1/§) gmg[“ e{ %H an[lw{ uﬂ%

i=1 o

Zi—H

provided that 1+ 5(
o

] > 0, fori=1,....,n

The case & = 0 requires separate treatment using the Gumbel limit of the GEV distribution
(Coles, 2001). The log-likelihood in that case is:

€. 6 = g - Zn:(zia—ﬂj_ iZil:exp{—(zi —ﬂj}

i=1 (o3

The maximization of this equation with respect to the parameter vector (L, O, &) leads to the
maximum likelihood estimate with respect to the entire GEV family (Coles 2001)
3.3 Peaks-Over-Threshold Model (POT)

The POT approach is based on the Generalized Pareto Distribution (GPD) introduced by
Pickands (1975) (cited in Xu and Zhang, 2010). These are models for all large observations
that exceed a high threshold. It deals with the distribution of excess over a given threshold
wherein the modeling is to understand the behavior of the excess loss once a high threshold
(loss) is reached. Previous studies have shown that if the block maxima has an approximate
distribution of GEV (Li and Pei, 2005, Xu and Zhang, 2010), then for large enough threshold, u,

the distribution function of (X-u), conditional on X > u, is approximately
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H(y) = 1- (1+§j%
(@)

5]

defined on {y: y > 0 and (1+—j > 0}, where y (growth rate price exceeds) is random variable,
o

O (O > 0) and é (-00 < i < +00) are scale and shape parameters, respectively. The family of
distributions defined by this equation is called the GPD family. Having determined a threshold,
the parameters of GPD can be estimated by log-likelihood.

Suppose that the values Y,,...., Y, are the n excesses of a threshold u. For i 75 0 the

log-likelihood is (Coles 2001)
Lo, &) = -nlogo - (1+1/§) anlog(1+ &,10)
i=1

provided that (1+Cy,/G) > 0 for i=1,...,n
The maximum likelihood procedures can also be utilized to estimate the GPD parameters, given

the threshold (Xu and Zhang, 2010).

4. Empirical results
4.1 The results from the BM model

The data in this study are 300 observations on Malaysia Palm Qil Futures price. In the
case of BM model, we focus on the statistical behavior of block maximum data. This analysis is
based on the series of annual maximum palm oil price growth rate (PPGR) covering a 25 year
period (Jul, 1986 to Jul, 2011). Therefore, the source data is a set of 26 records of maximum
annual PPGR. Figure 2 shows the scatter plot of annual maximum PPGR. We model these data
as independent observations from the GEV distribution.

Maximization of the GEV log-likelihood for these data provides the following estimates of

the necessary parameters: ;E= 0.2106, 8—= 4.5000, ;t= 9.6435. Figure 3 shows the various
diagnostic plots for assessing the accuracy of the GEV model fitted to the PPGR data. The
plotted points of the probability plot and the quantile plot are nearly-linear and the return level
curve converges asymptotically to a finite level as a consequence of the positive estimate,
although the estimate is close to zero and the respective estimated curve is close to a straight
line. The density plot estimate seems consistent with the histogram of the data. Therefore all
four diagnostic plots give support to the fitted GEV model.

In Table 1 we present T-year return levels based on GEV model for the 25 year period
to forecast the extreme values in the PPGR for the next 5, 10, 25, 50 and 100 year in the
future. We provide the probability of 95% confidence interval for future 5-, 10-, 25-, 50-, 100-
years return levels based on profile likelihood method. Empirical results show that the extreme

values of the PPGR will increase in the future. Under the assumption of our model, in the future
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year-5, the extreme value of PPGR will be 17.58% overall with the minimum extreme value of
PPGR to be 14.05% and the maximum to be 24.43 %. In year-10 the extreme value of PPGR
will be 22.59% (min 17.51, max 37.59). In year-25 the extreme value figures are 30.18% (min
21.86, max 67.37). Similarly, in year-50, the extreme value figures are 36.87% (min 24.96, max
105.35). And finally, in year-100, the extreme value figures for PPGR are 44.57% (min 27.86,
max165.68). These figures reveal that the PPGR values are going to be incrementally higher
further in the future. For instance, the value of PPGR rising from 17.58% in year-5 to 44.57% in
year-100.

4.2 The results from the POT model

In this section, we use the same data, but the model focuses on the statistical behavior
of exceeds over a higher threshold. We analyze the data by modeling exceedances of individual
observations over a threshold according to the following method. The scatter plot of PPGR data
is presented in Figure 4 and the mean residual life plot is presented in Figure 5. In POT model,
the selection of a threshold is a critical problem. If the threshold is too low, the asymptotic basis
of the model will be violated and the result will be biased. If the threshold is too high, it will
generate few observations to estimate the parameters of the tail distribution function, leading to
high variance (Eric and Richard, 2005). We make use of the fact that GPD is asymptotically the
correct model for all the exceedances. The mean residual life plot for these data suggested a
threshold of u=6. Vertical lines in Figure 6 show 95% confidence intervals for correct choice of
the threshold value u= 6. This gives 61 records of PPGR. We can estimate the parameters of
GPD using MLE approach with threshold value of u =6. The parameters of GPD are estimated
at O =6.0619 and é = -0.0435. Figure 7 shows the diagnostic plots for GPD fit to the PPGR
data. Neither the probability plot nor the quantile plot presents any doubt on the validity of the
fitted model.

In table 2, we provide the probability of 95% confidence intervals based on profile
likelihood method to forecast the extreme value of growth rate of palm oil price for the next 5,
10, 25, 50 and 100 years into the future. Table 2 exhibits T-year return level based on GPD
model. In the future year-5, the extreme value of PPGR will be 37.62% (min 27.86, max
117.14). In year-10 the extreme value figures are 40.82 % (min 29.35, max 154.66). In year-25
the extreme value figures are 44.91% (min 30.98, max 222.65). In year-50 the extreme value
figures are 47.89% (min 32.00, max 292.85). And finally, in year-100 the extreme value of
PPGR are 50.78% (min 32.99, max 384.80). Again the value of PPGR increases at an
incremental rate further into the future. For example, the value of PPGR increasing from 37.6%

in year-5 to 50.78% in year-100.
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5. Conclusion

The aim of this study is to predict extreme events in the price of palm oil in the future
using the best possible method that overcomes previous shortcomings in the literature dealing
with palm oil price predictions. To do this, the paper applies the EVT approach to examine the
tail of the growth rate of palm oil price distribution and identified that it possesses a heavy-talil
which implies that the distribution is non-normal. Using BM and POT approaches of extreme
value modeling technique, we fit GEV and GPD models to the growth rate of the palm oil price
covering a 25 year period (Jul, 1986 to Jul, 2011). Both GEV and GPD found that palm oil price
will have higher extremes in the next 5, 10, 25, 50 and 100 year period with acceleration in
values towards longer future periods. Both BM and POT models are two effective approaches
for predicting prices caused by extreme events. We believe that our results will be useful for the
government as well as the buyers (e.g. exporter) and sellers (e.g. farmers) involved in the palm
oil industry as it will enable them to undertake better strategic planning and mitigate against risk

and instability.

6. Acknowledgements
We wish to express particular thanks to Prof. Nader Tajvidi and Dr.Chukiat Chaiboonsri for their

helpful suggestions and comments.

7. Reference

Abdullah, R., Abas, R., and Ayatollah, K. (2007). Impact of Palm Oil-based Biodiesel Demand
on Palm Oil Price. Oil Palm Industry Economic Journal, 7(2), 19-27.

Alias, M.H and Tang, T.C. (2005). Supply Response of Malaysian Palm Oil Producers: Impact of
Interest Rate Variations. Oil Palm Industry Economic Journal, 5(2), 11-22.

Assis, K., Amran, A., and Remali, Y. (2010). Forecasting cocoa bean prices using univariate
time series models. Journal of Arts Science & Commerce, 1(1), October.

Bekiros, S.D. and Georgoutsos, D.A. (2004). Estimation of Value-at-Risk by extreme value and
conventional methods: a comparative evaluation of their predictive performance.
Journal of International Financial Markets, Institutions & Money, 15, 209-228.

Bensalah Y. (2000). Step in Applying Extreme Value Theory to finance: A Review Bank of
Canada Working Paper, No. 2000-20.

Carter, C., Finley, W., Fry, J., Jackson, D., and Willis, L. (2007). Palm oil markets and future
supply. European Journal of Lipid Science and Technology. 109(4), 307-314.

Coles, S. (2001). An introduction to statistical modeling of extreme values. Springer-Verlag

London Limited.



UNii 1 HaIIUI98 51

Erick, B. and Claudia, K. (2006). Extreme Value Theory in Finance. Encyclopedia of Quantitative
Risk Analysis and Assessment.

Ericc G. and Richard, W. (2005). Extremes Toolkit (extremes): Weather And Climate
Applications of Extreme Value Statistics.

Fatimah, A. and Roslam, G. (1986). Crude Palm Oil Price Forecasting : Box-Jenkins Approach.
PERTANIKA, 9(3), 359-367

Food and Agricultural Policy Research Institute. (2010). U.S. and World Agricultural Outlook.
FARPI, lowa. Available at:

http://www .fapri.iastate.edu/outlook/2010/, accessed in September 2010

Indexmundi company, (2011). Palm Oil Monthly Price Accessible at: www.indexmundi.com

Li-Hua, L. and Pei-Hsuan, W. (2005). An Extreme Value Analysis of Taiwan’'s Agriculture
Natural Disaster loss data. National Kaohsiung First University of Science and
Technology.

Malaysian Palm Oil Board (MPOB). (2010). World Palm oil supply, demand, price, and
prospects: Focus on Malaysian and Indonesian Palm oil industry, Malaysia.

Manfred, G., and Evis, K. (2003). An Application of Extreme Value Theory for Measuring Risk.
Preprint submitted to Elsevier Science. Feb, 8.

Organisation for Economic Co-operation and Development(OECD). (2008). Rising food prices:
causes and consequences.

Rangsan, N., and Titida, N. (2006). ARIMA Model for forecasting oil palm price. Proceeding of
the 2" IMT-GT Regional Conference on Mathematics, Statistics and Applications
Universiti Sains Malaysia, Penang, June 13-15.

Silva, A.C.& Mendes B.V. (2003). Value-at-risk and Extreme Returns in Asian Stock

Markets. International Journal of Business, 8(1).

United States Department of Agriculture, Foreign Agricultural Service (USDA). (2011). Oilseeds:
World Markets and Trade, Circular Series FOP 05-11, May.

World Growth. (2011). The Economic Benefit of palm oil to Indonesia accessible at:

http://www.worldgrowth.org/assets/files/WG_Indonesia_Palm_oil_Benefits_report 2_11.pdf

Xu, L. and Zhang, Q. (2010). Modeling Agricultural Catastrophic Risk. Agriculture and
Agricultural Science Procedia. 1, 251-257.

Yu, T., Bessler, A, and Fuller S. (2006). Cointegration and Causality Analysis of World
Vegetable Oil and Crude Oil Prices. Selected Paper prepared for presentation at the
American Agricultural Economics Association Annual Meeting, Long Beach, CA, July

23-26.



UNii 1 HaIIuI98 52

Zuo-xiang, P., Shi, L. and Hao, P. (2005). Comparison of Extreme Value Theory and GARCH

models on Estimating and predicting of Value-at-Risk. Project of Southwestern

University of finance & economics.

Price of palm oil
c
o
|_
2]
2 =
(]
=
5 —e— Price
o
1=
s
°
[a]
[%2]
Dmr\oocaoﬁmwm@r\oocno‘—uc\lmvwr\ooc»oﬂ
TP DB PP PSPPSR RSPIQSLILSQO G
= > C ] c = > C I c
2 98588 8885755398382 838885 7S5
T W O ZAa» UL =< =S L n»n O Z A~ uw =< s
time

Source: www.indexmundi.com
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Table 1 T-year return level based on GEV model
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Item GEV fit 95%

1 0.2106

o 4.5000

i 9.6435
Year-5 17.5810 (14.0515,24.4286)
Year-10 22.5982 (17.5190,37.5984)
Year-25 30.1837 (21.8648,67.3767)
Year-50 36.8748 (24.9560,105.3495)
Year-100 44.5726 (27.8615,165.6797)

Table 2 T-year return level based on GPD model

ltem GPD fit 95 %

1 -0.0435

o 6.0619
Year-5 37.6226 (29.1853,76.9672)
Year-10 40.8219 (30.7610,94.3344)
Year-25 44.9058 (32.4901,122.6481)
Year-50 47.8887 (33.5656,149.0050)
Year-100 50.7830 (34.4789,180.5439)
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An Application of EVT to Analyze US Corn Market

Abstract

Corn is not only a food source, but also used for ethanol production, and livestock feed.
The corn market has been volatile in the last three decades, with price reaching USD 770 per
bushel on June 2011. The volatility of corn return is of great importance to the farmers, policy
makers and even consumers. Safeguarding them from the risk of volatile corn return is
important. In this paper, we apply extreme value theory to predict US corn return series. Two
unconditional methods mmmwmweard
used. We use BMM to estimate the return level, and POT to calculate the static Value at Risk
(VaR) and Expected Shortfall (ES). We also use GARCH (1, 1)-EVT (conditional-EVT) method
to estimate dynamic VaR. The results show that compared with the normal-GARCH model and

t-GARCH model, the dynamic EVT-GARCH performs better.
Keywords: US Corn Market, Value at Risk, Risk analysis

1. Introduction

Nowadays corn is not only a staple food crop in many regions of the world (Nweke,
2005)1, but is also used for ethanol production (USAD, 2007)2 and livestock feed (Leibtag,
2008)3. Due to this variety of usages, corn became a very important commodity around the
world. As in U.S, corn accounts for over 85 percent of total U.S. feed grain production. The
fluctuations of corn price influence everyone’s daily life, higher corn prices motivated farmers to
plant corn instead of other crops, such as soybeans, cotton and wheat, therefore raising the
their prices as weII.3 Moreover, since corn is the main source of livestock feed, higher feed
makes the meat and poultry prices, even all food prices rise.

USA is the largest producer of corn representing about 40 percent of global production,
and also the largest exporter of corn, with a world market share over 70 percent in the last
decades.4 The higher corn price will benefit to the domestic famers but hurt the poor and hungry
people, in particular the urban poor in low-income countries which import the corn. Therefore,
predicting the corn volatility, and measuring the risk of corn is a principal concern for the US
farmers, low-income consumers, and both policymakers.

This price spike in corn market is due to a series of factors, including US energy policy,
weather conditions such as droughts, and increased use of feedstock to produce biofuels.4 The

US energy Policy Act can date back to 1992, this policy aims to reduce the US dependence on
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imported petroleum and improving air quality by alternative energy to replace the crude oil, coal
and other traditional energy.5 Since then, as a main raw material of biofuel, corn price kept
increasing and went to a peak in July 15.1996. Later another amendment of energy policy act
published in 2005, accompanying with the natural disaster, extreme draught threatens the
planting, the corn raised to highest price on July 4 2008.6 Recently the oil price rose and due to
the promotion of biofuels in the USA, the corn price jumped to 770 dollars/bushel on June 9
2011. Also, the trend for the corn price is going up and remains fairly volatile.

Accordingly, farmers, consumers and also governments should be aware of corn market
dynamics and apply an effective theory to measure the unexpected risk of corn price. Extreme
Value Theory (EVT) has been applied in many fields of economics. Such as the finance (Gilli,
KAellezi, 2006)7, energy market 8(Marimoutou, Raggad and Trabelsi, 2009), and
insurance 9(Vandewalle, Beirlant, 2006). Unlike the traditional theory measure the risk as the
standard deviation of returns, EVT is an essential more useful theory to the risk management

since it focuses directly on the tail of the return distribution. (Liow, 2008)10

To predict
unexpected extreme price movements in the corn market, theoretically the EVT could perform
better.

In this study we implement several tools based on extreme value theory to manage the
risk of corn market. The first one is return level estimation, which calculates the return period of
the occurrence of the extreme event and predict its magnitude. It answers the question such as
to what degree the extreme events will happen again in next few decades. The second one is
Value at Risk (VaR), it illustrates how much we can lose with a given probability over a certain
time horizon.( Marimoutou.el, 2009)11 The third tool, Expected Shortfall, also named CVAR
which overcome several shortcomings of the VaR and answers how large the expected value of
the tail.

In this paper, we will apply three techniques related to the EVT: BMM, POT and GARCH
(1,1)-POT method to measure the risk. We call the first two methods unconditional EVT, while
the last one is the conditional EVT approachm(McNeiI, Frey, 2000). Backtesting criteria are
implemented to test the statistical accuracy of the conditional EVT model with the other kinds of
dynamic models, such as GARCH-normal, and GARCH-t models.

The paper is organized as follows: Section 2 presents a brief review. Section 3

discusses various EVT methods that we apply in order to forecast risk measures. Section 4

provides our empirical results and Section 5 concludes the paper.

2. Brief Review of Literature
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Within the agricultural products markets, implementing a risk measurement methodology
based on the statistical theory of extremes is an important issue. There is a large amount of
literatures which successfully use the EVT to estimate market risks. However these literatures
only focused on finance, energy and futures markets. Bekiros and Georgoutsos(2005)13 used
two methods in EVT, namely BMM and POT to calculate the VaR of three indices: USD-
denominated, daily returns of the Dow Jones Industrial Average (DJIA) and the Cyprus Stock
Exchange (CSE). After comparing the results with traditional methods on three different
markets, they concluded that EVT-based method produces the most accurate forecasts of
extreme losses. McNeil and Frey(2000)12 first proposed GARCH-EVT models to estimate the
conditional quintiles(VaR) and conditional expected shortfalls. Using backtesting by the data of
stock market, exchange rate and gold futures price, they concluded that their Garch-EVT two
steps procedure gives better estimates than methods which ignore the heavy tails of the
innovations (Garch-normal model)or the stochastive nature of the volatility(EVT method).
Bystrom(2OO4)7 suggested that Garch-EVT models give particularly accurate VaR measures
with the data of two different stock indices, the Swedish AFF, and the DOW index.

For the energy market, Marimoutou, Raggad and Trabelsi(2009)8 applied the Garch-EVT
model in the oil market, modeled VaR for long and short trading positions by applying both
unconditional and conditional EVT models(Garch-EVT model) to forecast VaR. However the
conditional EVT models are not superior to the others. Chan and Gray (2009)14 suggested that
the proposed EVT-based model was a useful technique in forecasting VaR in electricity
markets.

Although there has been an extensive research on Extreme value theory to investigate
the market risks, the main focus has been on stock and energy markets, with few applications
to investigate the agricultural field. Ozaki eI(2010)16 estimated the Brazil agricultural yield data
for the insurers with extreme values theory, calculated the probability of loss by modeling the
left tail of the chosen distribution. He also compared the results with the values estimated under
the normality assumption which commonly used by the Brazilian insurers. The results showed
that under the inaccurate assumption, the insurance companies overpricing the risk, therefore
increased adverse selection problem happened. Xu and Zhang(2010)17 used EVT to analyze the
agricultural catastrophic risk illustrated by extreme rainfall in Jinlin Province, China.

Though the literature on agriculture is extensive, no formal analyzes have been

conducted on the agricultural price return, especial the corn return. Cotter el (2008)15 applied
POT based on EVT to estimate the extreme financial risk measures for corn and soybean US
futures market, three tools were used: VaR, ES,and Spectral Risk Measures (SPMs). They

compared the estimated risk measures in terms of their size and precision, and find that they
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are all considerably higher than normal estimates. However they only use the extreme value
theory in static context. The conditional VaR was not adopted in their research.

Since the importance to manage corn return risks, this paper adopts both unconditional
EVT and conditional EVT methods to evaluate several indices of risk measures in the corn
return, and compare the results. Furthermore we will give suggestions for the policymakers of

U.S Agriculture and importers from low-income countries.

3. Extreme Value Theory and Extreme Risk Modeling

Extreme value theory has emerged as one of the most important statistical disciplines
over the decades. This theory provides asymptotic models which model the tails of a distribution
and helps to reveal the extreme behavior information from the return data. There are two kinds
of techniques widely used in extreme value theory, namely Block Maxima Method (BMM) and
Peaks over Threshold (POT). The BMM method, divides the return data into N blocks, each
block has m observations, exacts the largest increases (decreases) to form a maximal (minimal)
series, these series could be used to model both tails of the sample return distribution.

According to the Jenkinson (1955)18

, these series, in any case, would converge in distribution
to a random variable with a Generalized Extreme Value (GEV) distribution. However the POT
method is considered as a more efficient method, which collects all large return beyond a
certain threshold to create a series, and fit this series to the Generalized Pareto Distribution
(GPD) (Pickands, 1975).19 Both methods are under the assumption that the series are
independent random data. However, when applied to the return data, it is usually unrealistic
since the extremes would tend to cluster, therefore we introduce the declustering method to
overcome data dependent problem. Several references will be adopted in following subsection
when discuss the EVT methods.; Allen el.(2011)° , McNeil and Frey (2000)':

3.1 Block Maxima Method (BMM)

As stated above, BMM method extract the maxima and minima from each block and
collect all the observations to create a series, then fit the series into a limiting distribution,
according to the Fisher and Tippett (1928)22, Coles (2001)20, there are at least three limiting
distribution alternatives to characterize the distribution of extreme returns, namely Gumbel,
Frechet and Weibull distribution. All Three of them can be combined into a single family of

models having distribution functions of the form, namely, Generalized Extreme Value(GEV)

EPAS
G(z) =exp —{1+§(—ﬂj }
o

distribution:
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{z:1+&(z—p)l o >0} —0< p <o

Defined on the set , Where the parameters satisfy

O'>0, _°O<98<°O. The difference for the three specific type of distribution is the shape
parameter (&), which determines the tail shape of the distribution. For the Grumbel, Frechet
and Weibull distribution, the shape parameter is equal, less, and greater than zero, respectively.
The Frechet distribution (&£ < 0), which represents the fat-tail shape, was suggested the best fit
in the financial series. (Liow, 2008'', Pavel et al., 2011°")

The BMM method based on EVT has following two steps:

First step, we divide the return data into blocks of equal length (such as yearly, quarterly or
monthly), and then fit the GEV to the set of block maxima (minima).

Second step, estimate the parameters for the GEV fit (g:,[z,c% )by maximum likelihood
estimation (MLE) method, the confidence interval can be estimated for the parameters are
estimated by profile likelihood estimation.

3.2 Peaks over Threshold (POT)

While the traditional method BMM is proper for the large observations of return sample
in consecutive periods, the POT method is generally a more efficient way to model the extreme
values even the observations are not large. (Coles, 2001)20 The main idea of the POT is to
gather all the large observations over a certain high threshold, since it is not constraint to collect
one maxima (minima) from each block, it is considered to draw more information from the tail.
POT method require the individual excesses were independent, but in financial return data it is
usually not that case, the maxima(minima) extremes return tend to cluster. An approach,
namely, declustering is adopted in our study, which filter the dependent returns to obtain a set
of threshold excesses that are approximately independent.

Let us define the excess distribution over a threshold u:
F(y+u)-F(u) FX)-F(u)
1-F(u) 1-F(u)

F(Y)=P(X-u<y|X>u)=

P 0<y <X -u =X=U "F, is the conditional

<
Fo where Xp S0 is the right endpoint of F and y
excess distribution function.
It can be shown that the Generalized Pareto distribution (GPD) is the limiting distribution

for the F,(y). The GPD is as followed:
-1/¢&
&y
H =1-|1+=2=
) ( &0

Defined on{y:y>0 and (1+%j >0}, where &6=0+&(U— u)
0

The steps for the declustering method as below:

First step, we find a rule to define independent clusters;
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Second step, extract the maximum from each cluster;
Third step fit GPD to clustered maxima.

3.2.2 Return level, Value at Risk (VaR) and Expected Shortfall (ES)

(1) Return Level
When return data are blocked into sequences of observations of lengths n, for some large value
of n, generating a series of block maxima, M, 4,..., M, ,, then the GEV distribution can be fitted.
Estimates of extreme quantiles of the annual maximum distribution are obtained by inverting

equation:

o _
. u—E{L%—me—M}ﬂ E#20

u-clogl-loga-p)}  ° "

Where Glz,)=1- p, Here is the return level associated with return period 1/p, the level z,

is expected to be exceeded on average once every 1/p period. We can estimate the return level

given a certain p, or estimate the return period for a given return level.

Value at Risk (VaR) is the maximum loss that will be incurred on the portfolio with a given level
of confidence over a specified period. The VaR of a long position over a given time horizon t
and probability p, while p is one minus the VaR confidence level, VaR (X) = F'(p).

For the GPD modeling, we fix a sufficiently high threshold u. Let Y,...Y, be the excesses above

Y, =X, -u

this threshold where ! . If there is an extreme distribution F with right endpoint xg, we

F()=G,, (0 o 0<x<x -u

can assume that and SE and O'>0, obtained from

equation above:
F(x) = (1-F(u))G;, (y)+F(u)
And the function F(u) can be estimated non-parametrically using the empirical c.d.f:

Euy=""MN
n

1
F(x) :1_&(“ (ED :
n o

Where S and o are estimates of S and O, respectively, which can be obtained by the

The estimate of F(x)

method of maximum likelihood.
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VaR, can be obtained by the equation above:

0 =&
(N—u - p)j -1

Where u is a threshold, &is the estimated scale parameter, 9 is the estimated shape

VaR, =0+

Lnm|Q>

parameter.[slightly revise sth.]

&<l

For the estimated ES is given by

N VaR —
ES, = ['q,(F)dx=—p 4 2 ¢U
1-p°r 1-& 11—

Q>
N

N AN

The main advantage of unconditional GPD approach is that it focuses attention directly on the
tail of the distribution. However, even we apply the declustering method, the result will depend

on the “r" we choose, as some paper suggest [add reference, the result varied with the..]

3.3 Conditional EVT (Garch-EVT) Method

In order to overcome the shortcomings of unconditional approach which require the data
is i.i.d, and the traditional approach (GARCH modeling) focues on the whole return distribution
but not only on the tail part.

We introduce a new conditional EVT method to estimate the VaR. Let R; the return at

time t be defined by the following stochastic volatility (SV) model
R =u+oZ
y7 o, . - Z . .
Where 't is the expected return on day t and ! is the volatility and ! is the noise

variable with a distribution FZ(Z) (commonly assumed to be standard normal). We assume that

R; is a stationary process.
To estimate the volatility, we accept an autoregressive GARCH(1,1) process given by
2 2 2
o =agaE, +po;,

Where &, =R _,—u_,, . =AR |, a,, a,, >0, B+a, <1 and |/1|<1

The combined approach, denoted conditional EVT approach constitutes of the following two

steps:
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-step 1 (GARCH(1,1)): Fit a GARCH model to the return data by quasi-maximum likelihood.

Estimate 41 and 1 from the fitted model and extract the residuals Z;.

-step 2 (EVT method): Consider the standardized residuals and a constant choice of threshold
u, use POT method to estimate VaR(Z), and ES(Z), to calculate the risk measures.

We will apply the above methods in to yellow corn return data to predict the corn market risk,

the data is from the U.S. Agricultural Department(USAD).

4. Empirical results and discussions

4.1 Description of Data

The corn market is one of the largest agricultural products market and USA is the
largest producer of corn representing about 40 percent of global production. Therefore we chose
corn prices: corn U.S No.2 yellow for our analysis. This quotation is the leading benchmark
price reported by the USDA on Fridays of each week. The data set contains prices from 15t
January 1979 to 29th September 2011 all in U.S. dollar per Bushel. To get a stationary data, we
transform the price into the return (logP.4/P;). The returns are measured in percentage. We plot

it in the following:
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Fig.1 price
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il |y

Fig.2 return in percentage

No. of observations Min

Median

Mean

Max

Std. Dev

1% quantile

5% quantile

95% quantile

Corn_US 8542 -5.3444

0

0.00507

4.72857

0.72029

-2.1096

-1.1329

1.105392

Table 1: Summary Statistics of Data

4.2 The Block Maxima Method

In this study we apply the BMM method to the left and right tails of our corn return in

three calendar block lengths, monthly, quarterly and yearly.

We examine whether our maxima data follow the GEV distribution by the quantile-

quantile (Q-Q) plot. The figure shows that the monthly block lengths does not necessarily follow

GEV for the both tail of our return data, so does the quarterly block length. The sub figures(4)

illustrates that the right tail of quarterly block length does not a good fit to GEV distribution.

Exponential Quantiles

Ordered Data

Exponential Quantiles

Ordered Data
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Exponential Quantiles

Ordered Data

Exponential Quantiles

Exponential Quantiles
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Ordered Data

Ordered Data

25 30 35

Fig.2 : GEV Fit Plot for the Left and Right Tail of Monthly Data (see the first two sub-figures)
And Quaterly data

First of all, the yearly block choice is good for the corn return data because it eliminate

seasonal effects. Furthermore as it shows in the fig, the yearly periods are likely to fit the GEV

distribution better than other block choices. Therefore, we estimate the yearly block length in

details, and compare the results of different block estimations later.

As we divide the corn return into 33 calendar years, sample blocks are not of exactly

equal length. Figure 3(a),(b) plots the yearly maxima and minima return.
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Fig.3 (a) Yearly maxima for the Left Tail
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Fig.3 (b) Yearly minima for the Left Tail

The ten year return R10 for the minima of U.S. corn is as below figure-4(left) and for the

maxima in figure-4(right), the return level is plotted against profile log likelihood in the return

level graphs.
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Fig.4 the negative and positive of 10-year return level

Table-2 gives the point and interval estimate (95% confidence intervals) for the

parameters of both minima and maxima along with ten year return levels. The point estimate
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of S for the both tails indicate that the distribution of minima and maxima follows Weibull

distribution, but under the 95% confidence interval, the sign of 4 is difficult to tell, therefore, it
could not judge which distribution it belongs to. The 10-year return level results show that the
corn return will exceed a negative return of 4.13 at least in one year of ten years and the
positive return is 3.75 in one time of ten years.

Then we turn to analyze the return level and return period, the maxima return level is
4.728 in 2009, we calculate the return period 34.17 years, which means the extremely highest
value will be appear in next 34.17 years. Figure 5 illustrates the relationship between return

level and return period in the corn market. P356

Return Level
Return Level

1e-01 1e+00 1e+01 1e+02 1e+03 1e-01 1e+00 1e+01 1e+02 1e+03

Return Period Return Period

Fig.5 Return Level Plot for the left tails and right tails

4.3 The POT Method
The foremost step in applying the POT method is to select a threshold u. The threshold
can be selected by using a mean excess plot which is plotted by using GPD mean excess

function.

o
o

Mean Excess

Threshold

Fig.6 Mean Excess Plot



Table 2: the estimates of GEV parameter and return level
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Left Tail

Right Tail

monthly

quarterly

Yearly

Monthly

Quarterly

Yearly

r

0.182 (0.092, 0.271)

0.070 ( -0.072, 0.211)

-0.047(-0.311, 0.218)

0.201( 0.102, 0.300)

0.087( -0.068, 0.242 )

-0.025(-0.457, 0.408)

a

0.517(0.470, 0.563)

0.707( 0.603, 0.811)

0.830(0.599, 1.062)

0.449( 0.407, 0.491)

0.606(0.515, 0.700)

0.736(0.489, 0.984)

b

0.940( 0.881,0.999)

1.404(1.266, 1.543)

2.362( 2.041, 2.684)

0.929(0.877, 0.981)

1.346(1.225, 1.466)

2.139(1.823, 2.454)

Return Level (12 month)

2.529(2.329, 2.791)

2.344( 2.163, 2.588)

Return Level(120 month)

4.881(4.111, 6.103)

4.536( 3.788, 5.782)

2.324(2.123, 2.560)

2.143(1.965, 2.350)

Return Level(40 quarter)

4.366(3.764, 5.515)

3.970(3.422, 5.072)

(

Return Level(4 quarter)
(
(

Return Level(10 year)

4.137(3.634, 5.181)

3.751(3.291, 5.074)
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The first step, i.e. the selection of u is critical, u should be high enough to satisfy the
condition of GPD but not too high to decrease the number of observations significantly. Here we
use a particular lower quantile of the daily return data as the threshold which can be shown
agreeing to the mean excess plot method of selecting u. In Fig.7 u= 1.133 is the 95% quantile
of negative log return data of corn U.S and it well lies on the accepted linear regin on the plot.
We will model POT using two different thresholds 95% and 90% of —rt for the left tail and same

for the right tail. The figure 7 plot the exceedances of corn over the 95% quantile.

NeomWhole85

0 100 200 300 400

Fig.7 Plot of Excess over the 95% Quantile Threshold

The figure 8 is the GPD fit estimation. The first subplot is excess distribution, the second
is tail of underlying Distribution, the third one is scatterplot of reisduals, and the last one is QQ
plot of residuals. The QQ plot and excess distribution confirm that the data fits to the GPD

distribution. Then we calculate the GPD estimates of parameters and return level.
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Fig.8 GPD Fit for the corn U.S. Negative Return
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Fig.9 GPD fit return level plot

The point and interval estimates of the parameters of the fitted GPD model for both tails
along with 1% VaR and 1% ES values are summerize in table below. The ten year return level
is consistent with two different thresholds, but compared with the BMM return level in the last
subsection, the results is slightly higher than BMM estimate; the 1% and 5% VaR and ES
estimates are quite same in two thresholds. Given threshold equal to 1.132, i.e u=95% in the
negative return, with a 5% confidence level we can predic tomorrow’s loss for corn. U.S is
1.133% and if this happens the corresponding expected loss will be 1.743%. the same inference

can be drawn in the right tail of the corn return and also for differnet thresholds.



Table 3: the Estimates of Parameters in Declustering Method (Return Level, VaR and ES value)
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Left tails Right tails
threshold: 1.132 threshold: 0.771 threshold: 1.105 threshold: 0.787
No. of clusters 323 272 596 461 343 272 603 430
Clusters r=2 r=4 r=2 r=4 r=2 r=4 r=2 r=4
sigma 0.559(0.462, 0.656) | 0.603(0.488, 0.717) | 0.543(0.477, 0.609) | 0.597(0.515, 0.680) | 0.548(0.461, 0.634) | 0.625(0.517, 0.732) 0.534(0.471, 0.597) 0.599( 0.516, 0.682)

r

0.146(0.011, 0.281)

0.129(-0.017, 0.277)

0.120(0.029, 0.212)

0.106(0.002, 0.210)

0.033(-0.084, 0.151)

-0.017(-0.140, 0.108)

0.041(-0.046, 0.127)

0.015(-0.086, 0.117)

Return Level 10

4.803

4.739

4.714

4.671

3.870

3.774

3.897

3.828

VaR(5%) 3.233 3.337 2.73 2.878 2.83 2.929 2.488 2.622
VaR(1%) 4.804 4.927 4114 4.319 3.832 3.873 3.491 3.644
ES(5%) 4.247 4.358 3.616 3.797 3.457 3.513 3.116 3.259
ES(1%) 6.086 6.183 5.189 5.41 4.493 4.442 4.162 4.297
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4.3 Dynamic-EVT VaR

A comparation of the methods, EVT can not only be used in a unconditional approach
to predict VaR as seen in the results of previous subsection, it can also be used in a
conditional model to predict time varying VaR estimate. Here we use a moving window of the
last 1000 days log returns for corn to forecast one day ahead 1% and 5% VaR estimates. The
total data period is approximately 3064 observations from 2000/01/03 to 2011/09/29, therefore
we will have 2064 days predictions. The results will be compared with the unconditional POT
method.

The method uses a two-step approach in which we predict the next day volatility(o )
and mean expected return ( zz) using a GARCH(1,1) model in first step and in the second we fit
the residuals of the step-1 to GPD to get quantile level as threshold, u to fit the residuals from
the GARCH(1,1) model to GPD. The forecasts from this method are compared with the
forecasts from normal a GARCH(1,1) where residuals are assumed to belong to normal
distribution, student-t distribution.

We use a violation based backtesting method for the forecasted 1% and 5% VaR
estimates. We will calculate a two-sided binomial test of the null hyothesis against the
alternative that the method has prediction errors and it underestiamtes (too many violations) or
overestiamtes (too few violations). On each day teT we fit a new GARCH(1,1) model and

determine a new GPD tail, then get an prediction )?; . we compare the predictions with x4 for
0€{0.95,0.99,0.995} A yiolation occurs whenever Xy > )?; .

Figure 11 gives the plot of the real corn U.S return, then we compare this plot with the

estiamtes of VaR(1%) by three dynamic models (GARCH-normal, GARCH-t and GARCH-EVT).

6 T T T T

3 I 1 1 1 I 1
0 500 1000 1500 2000 2500 3000 3500

Fig.11 the corn return plot
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Fig.12 the 1% VaR Estimate of Three Dynamic Models: GARCH-normal, GARCH-t and

GARCH-EVT

It is not obvious that the GARCH-EVT can fit the return level better from the graph, but

when we turn to the binomal test, the results are clear: GARCH-EVT model performs better

than our traditional dynamic models. The violation of conditional EVT is closer to the expected

percentage count. The data in the bracket in Table 4 shows the two sided p-value, we can see

all the statistics pass the test and hence significant. It is obviously the conditional-EVT method

works better than all the other methods, the estimates are changing closely with the changing

market dynamics, and hence estimate the extreme risk better in the extreme market conditons.

Table 4: the Three Models with the Binomial Test Results

0.95 quantile 0.99 quantile 0.995 quantile
Expected 103 20 10
Conditional EVT 99(0.048) 23( 0.011) 11(0.005)
Conditional Normal 108( 0.052) 41(0.019) 25(0.012)
Conditional t 108( 0.052) 37(0.017) 25(0.012)

5. Conclusion and Policy Implication

As the volatility in the corn markets increases, implement the... became a necessity. In

this study we focused on the extreme market risk of USA corn return in the period 1979 to

2010. The Return Level, VaR, and ES tools were used to assess extreme tail events and
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market risk. We hope to give some useful suggestions to the governments
and the low-incoming countries, to protect the interest of both people.

The important findings of this paper is as below: first, in the corn return data produce
negative tail indices implying that the limiting extreme value distributions are characterized by a
Frechet distribution and hence fat-tailed. Second, the EVT parameters do change through time
and with the length of the selection interval. However, the performance of extreme value VaRs

is still much better than the normal VaRs.
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Abstract

Many literatures were written on the volatility of exchange rate which it was affected by trade
volume, trade price and investment cost, which the effect of trade volume by volatility of
exchange rate does not have final conclusion. On the other hand, the rubber industry is one of
the most important economies in Thailand. We apply VARMA-GARCH and VARMA-AGARCH
models to determine the relationship between volatility of Thai rubber price return with volatility in
different exchange rates. The coefficients of volatility of exchange rates in are Thailand Baht,
Chinese Yuan, Euro Dollar and Malaysia Riggit are significant in both two models. The results
show that the trade volume is important effect factor for international product price. On the other
hand, Thailand government can set up some monetary policies to control it then the rubber price
can be affected.

Keywords: Volatility, Rubber price return, Export volume, Exchange rate return, VARMA-

GARCH model, VARMA-AGARCH model.
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1. Introduction

The exchange rate is very important economic variable in international trade and it was
been focused by the government of every countries and many scholars of economics. Before
1973, most of countries performed the fixed exchange rate system by Bretton Woods. After
1973, every country doesn’t limit the volatility of exchange rate. The center bank will not control
the volatility of exchange rate anymore. The exchange rate of every country was decided by the
supply and demand in exchange market. If favorable balance of payments, the foreign
exchange supply was increased and exchange rate was depreciated. But if unfavorable balance
of payments, the foreign exchange rate demand was increased and exchange rate was
imprecated. When most of countries using flexible exchange rate system, the risk of exchange
was shifted to exporter. Because the volatility of exchange rate affects the export price, the
volume of export product will be affected. The volatility of export price and export volume will
impact the Competitiveness of export product in international market. Therefore, when the
exporter set up the contracts, beside cost factor, the volatility of exchange rate is very important
factor for making maximum profit. If the investment comes from import, the volatility of
exchange rate will reflect the cost. The influences of investment in import are more and more.
The volatility of exchange rate was normal way in the exchange market. Therefore, many of
factors affect the volatility of exchange rate and the risk of investment in exchange rate was
increased. Many literatures were written on the volatility of exchange rate which it was affected
by trade volume, trade price and investment cost after flexible exchange rate system was be
used.

Under the supply and demand model which has one export supply and one import
demand, Ethier (1973) and Hopper, et al. (1978) thought that the price of international products
become unstable if the volatility of exchange rate increase drastically under the floating
exchange rate system. Because of the exchange risk which was made by the volatility of
normal exchange rate, the import and export firms of risk aversion will decrease the trade
volume whether the exchange rate risk was taken by exporter or importer. Some results of
literatures showed that the relationship between volatility of exchange rate and trade volume is
not significant. Normally, the firms decrease trade volume because of the real product price is
not stable. The reasons of price unstable not only volatility of exchange rate but also the
volatility of product price in Home country and abroad. This is also one of the reasons why the
effect of trade volume by volatility of exchange rate does not have final conclusion.

Thailand, Malaysia and Indonesia are the major producers and exporters of rubbers in

the world. The total rubber output of these three countries is about 94% of the total world
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market in 2007 which nearly is about 8.32 million tons. The rubber industry is one of the most
important economies in Thailand. The area under rubber is 219,933 hectare with an annual
output of 3.056 million tons in 2007 and export is about 2.772 million tons (Office of the Rubber
Replanting Aid Fund, 2008), which was showed in table 1. The export of rubber is nearly about
90% of total output of rubber in Thailand. Since the Thai baht continued to appreciate and the
demands for rubber are increasing, the export price went up to 2.23 U.S. dollar per kilogram in
March 2007. Why did the price of rubbers increase in global market at that time? The possible
reason is the increasing demands for rubber in American and China causing the price of rubber
to rise. On the other hand, the website information from U.S. Department of State showing that
the per capital income of Thailand is about only 4,716 US dollars in 2010. As we knew that the
Thailand is the most important producer and exporter of rubbers market in the world. Thailand
absolutely has advantages on the rubber industry, but unfortunately, it seems that the
Thailand’s personal income doesn’t benefit at all. The key reason is that these farmers don’t
know how to hedge in the market.

Since the trade of Thailand depends highly on the USA and Japan, the exchange rate
becomes a crucial factor. Furthermore, there are some other uncontrollable elements such as
tsunamis, floods and political environments and so on also affect the exchange rate directly.
There are six countries (including Japan, China, USA, Malaysia, South Korea and Europe)
import rubbers from Thailand at present. Therefore, in this research, we will focus on six
variables (the relationship of exchange rates between six countries as mentioned above) plus
one variable (the export price of rubbers in Thailand) in addition.

[Insert table 1 here]

Since Thailand is the number one in exports of rubber in the world and the agriculture is
the most important industry in Thailand, we want to find out the relationships between different
exchange rate return and rubber price return. There are two contributions here: (1) we want to
find out the relationship between rubber export price and six kinds of exchange rates. (2) We
can use the historical information to forecast the export price with different exchange rate
helping Thailand government to set up the monetary policy for increasing the price of rubber.

2. Review of the literature

From the viewpoint of literature about exchange rate, many scholars provide profuse
proves and basic theories on interrelation analysis. The important point of empirical research
about the volatility of exchange rate is how to evaluate the risk of exchange rate.
Doroodian(1999) mentioned that the estimation methods of volatility of exchange rate are

standard deviation, deviation from trend, difference between forward and current spot rates,
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Gini mean difference coefficient, coefficient of variation and ARCH or GARCH model. Many of
literature used standard deviation to evaluate the volatility of exchange rate. For example,
Daly(1998) applied the moving standard deviation to estimate exchange rate. This method is
unadvisable if we are not sure the volatility of exchange rate whether stable or not. Baillie, et al.
(1989) employed the GARCH model to analyze the volatility of exchange rate. Then
Poso(1992), Caporale, et al. (1994), Doroodian(1999) followed GARCH method to estimate.

Hooper, et al. (1978) constructed the static model of the demand of import and supply of
export. This study supposed the exporter is risk averter to analyze the effect of volume share
and trade price from volatility of exchange rate. The result showed that the uncertainty of
exchange rate has negative effect for volume share, but the volatility of exchange rate has
positive effect for trade price. Akhtar, et al. (1984) used normal exchange rata to analyze the
effect of export and import trade in the manufacturing of America and Germany from exchange
rate risk. They found that the significant negative relationship was existed between the export
volume and import price of American manufacturing and the import and export trade volume of
Germany manufacturing. On the other word, when the exchange rate risk was increased, the
international trade could be decreased. Engle and Granger(1987) proved that income and
relative price can affect the export volume significantly by applying two-stage estimation, and
the volatility of exchange rate can impact the export volume in the short term by using error
correction model. In and Sgro(1998) tested the Co-integration relationship between variables,
then used error correction model to discuss the affect factor of export volume in South Korea
and Singapore. From the error correction model, we can know that the exchange rate is the
main source of the export volume variation in Singapore. Thorbecke(2006) discovered that the
exchange rate variation will decrease the export from Asia. The appreciation of exchange rate
in developed countries can affect the export and import volume between countries, but the
export volume cannot guarantee to be increased if US dollar was depreciated. Therefore, the
America government should not expect the appreciation of Asia currency will increase the
export volume of America. Jarita(2008) tested the export and import price with the volatility of
Exchange rate of Malaysia Riggit by using VECM model from January 1999 to December 2006.
The results proved that the effects of export and import price from the volatility of exchange
rate are significant.

On the other hand, some scholars think there are positive effect in export and import by
exchange risk, such as DeGrauwe(1988) denoted that the exchange risk will bring the
substitution and income effect, which the substitute effect points that when the volatility of

exchange rate increase, the exporter will decrease the risk export trade, then export volume will
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be decreased and the income effect denotes that when the volatility of exchange rate increase,
the exporter will increase the expected return of risk export trade, then the export volume will
be increased. When income effect was greater than substitution effect, the positive relationship
between volatility of exchange and trade volume could be existed. Giovannini(1988) discovered
that when the risk of exchange rate increased, most of the trader of risk neutral will enter to the
market quickly and quit to the market slowly, then the number of trader who trade in the market
will increase and trade volume will increase either. Bailey, et al.(1988) assumed that the traders
can earn the return easily from the volatility of exchange rate who get the knowledge about
trade. There is positive relationship between exchange risk and trade volume. Franke(1991)
proved that when the volatility of exchange rate increase, the cash flow from export increasing
was much more than entry cost and exit cost from the market for the trader who employ bang-
bang policy of entry and exit. Broll, et al. (1999) proposed that the real options of export trade
will increase when the volatility of exchange rate increase. Higher volatility of exchange rate will
raise the potential benefit, which has positive effect for export volume.

Although the conditional correlation is modeled, which can be estimated in practice, it
does not allow any interdependencies of volatilities across different markets or assets, and
does not accommodate asymmetric behaviour. In order to incorporate interdependencies of
volatilities across different markets or assets, Ling, et al. (2003) proposed a vector
autoregressive moving average (VARMA) specification of the conditional mean and the

following GARCH specification for the conditional variance:

LYy —w) = P(L)e (1)
& = Demy (2)
Hi=w+ X1 A+ Zio Bl 3)
where Hy = (hyy, ..., hny)', D¢ = diag(h{/%), &(L) = Ly — d1L — -+ — dpLP, ¥(L) =
Iy —W,L — - — ¥, L7 are polynomials in L, N¢ = (M1, ., Mimt)” s & = (efp ..., €4p)’ ,and w

Ay for [=1,...,r and B, for [=1,...,s are m X m matrices, and represent the ARCH and GARCH
effects, respectively. Spillover effects are given in the conditional volatility for each market or
asset in the portfolio, specifically where A;and 3; are not diagonal matrix.

As in the univariate GARCH model, VARMA-GARCH model assumes that positive and
negative shocks of equal magnitude have identical impacts on the conditional variance. In order
to separate the asymmetric impacts of the positive and negative shocks, McAleer et al., (2009)

proposed the VARMA-AGARCH specification for the conditional variance:
Hy =+ X1 Ax&emy + Xl=1 QI (M- )€y + iz BiH—y 4)
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Where C; are m x m matrices for I=1,...,r and I; = diag(ly;, ..., Int), SO that
O, gk,t >0
- {1, Sk,t < 0 (5)

where if m=1, it reduces to the asymmetric univariate GARCH or GJR. If C; = 0 for all [
it reduces to VARMA-GARCH. If C; = 0 for all [, with A;and B; being diagonal metrices for all [
and 1, then VARMA-AGARCH reduces to constant conditional correlation (CCC) model.

For the literatures of VARMA-GARCH and VARMA-AGARCH model, C.Nianussornkul et
al., (2009) discovered that the VARMA-GARCH and VARMA-AGARCH models show significant
volatility spillovers. The volatility spillover effects from the Singapore market to the other
markets are statistically significant, which means that hedging or speculation should be
considered when the volatility in the Singapore bond market is changing. As in the case of the
univariate model, asymmetry in VARMA-AGARCH also exists for Indonesia and Philippines
bonds. Thus, the asymmetric model is superior to its symmetric counterpart for Indonesia and
Philippines. C.Ninanussornkul, et al., (2009) used four models in Crude Oil and Precious Metals
Markets. The results of asymmetric effects are significant in Brent and gold markets as GJR
and EGARCH models which mean positive and negative shocks with equal magnitude have the
different impact on conditional volatility. Therefore, we can state that asymmetric models are
superior to symmetric models for Brent and gold markets whereas silver market is reverse.
Rolling windows are used to examine the time-varying of conditional correlations of
standardized shocks by using VARMA-GARCH and VARMA-AGRACH models. The rolling
windows suggest that the assumption of constant conditional correlations is too restrictive and
clearly that the correlations of all pairs of assets are time-varying especially after year 2002.
From Chang, C, et al., (2009 and 2010), they used CCC, DCC, VARMA-GARCH and VARMA-
AGARCH in different oil markets. The estimates of volatility spillovers and asymmetric effects
for negative and positive shocks on conditional variance suggest that VARMA-GARCH is
superior to the VARMA-AGARCH model and positive shocks on the conditional variances,
which suggested that VARMA-AGARCH was superior to others. In this part, we can know that
VARMA-AGARCH is better than VARMA-GARCH model in forecasting the volatilities across
different markets or assets.

3. Methodology
3.1 Data variables and selection criteria

There are five levels (from RSS1 to RSS5) of natural rubbers. The highest level is
RSS1, but the main kind is RSS3 in spot and future markets in the world. The table 2 shows
that there are many countries import rubber from Thailand, which the top 6 of export volume

countries or area are China, Malaysia Japan, Europe, U.S.A and South Korea. The export is
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about 90% in total output of rubber in Thailand. Regarding this part, there are seven variables
concern with the rubber price in Thailand and exchange rate in six countries which mentioned
above, and each variable involves with 1577 observations. For this study, we want to know the
relationship between rubber price in Thailand and exchange rate of export country in rubber
from Thailand. The variable names are introduced in Table 2.

[Insert table 2 here]
3.2 Stationary and summary statistics of the variables
The returns of asset i at time t are calculated as following:
) (6)

were P, and P, are the closing prices of asset i for days t and t-1, separately.

R;; = log(

Pit
Pit-1

All series data are stationary and tested by using the Augmented Dickey-Fuller (ADF) test,
which is given as following:
Ay, = & + Bt + By,_1 + Xi-; OAy; + & (7)

The null hypothesis is 8 = 0 which, if rejected, than means that the series y; is
stationary, or it is not stationary. The results shows that all series data are stationary in Table 3,
which the estimated value of 8 and the t-statistics of all the returns are significantly less than
zero at the 1% level.

[Insert table 3 here]

Table 4 shows the descriptive statistics of the variables. The standard deviation of
rubber price return is higher than all of the volatility of exchange rate in this study. The
skewness of PRICE, BAHT and KRW are negative, so that they are significantly skewed to the
left. For the excess kurtosis statistics, all of the variables in this study are positive, thereby
indicating that the distribution of returns has larger, thicker tails than the normal distribution.
Therefore, the assumption of skewed-t is more appropriate in this study.

[Insert table 4 here]
3.3 VARMA-GARCH Model

For this study, we use VARMA-GARCH (Vector ARMA-GARCH) model to analysis data
which was proposed by Ling, et al. (2003) and VARMA-AGARCH model which was proposed
by McAleer, et al. (2009). The effect of fluctuation cannot be distinguished individually very
clearly in the traditional multivariate GARCH model. The VARMA-GARCH model is as following:

Yy = E(YlFe—1) + & (8)
g = Deny ©)
Hi=o + Xjo1 o5& e + Xj=1 BijHi - (10)

And VARMA-AGARCH model is as following:
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Hi=o + Xjo1 o5& + Xj=1 Cijlij&iemj + Xj=1 BijHi e (11)
Where He = (hyg, hag, oo hine), e = (1o Nap o Nme)» De = diag(hi/?, h/?, ..., hi/2
For this study, the full model is in following:
At = Yao + YarP—1 + Ya2Bt-1 + ¥a3Cio1 + vasEt—1 + vas)i-1 + YaeKi-1 + YazMe—1 +€ay
(12)
[zzz] |1 ~N(0,Hp) (13)
Where P is PRICE, B is BAHT, C is CNY, E is EUR, J is JPY, K is KRW, M is MYR and € is
error term.
We use normal distribution and MLE( Maximization Likelihood Estimation) to estimate
the parameter of this model.
0= argmin%f,?:l(logIQtI + £/Q7 ter) (14)
Where 0 is the vector of parameters to be estimated on the conditional log-likelihood

function, and |Q,| is the determinant of Q;, the conditional covariance matrix.

4. Empirical Results

For this study, we want to analysis the volatility of rubber price return in AFET from the volatility
of exchange rate of six export countries in rubber from Thailand by using VARMA-GARCH and
VARMA-AGARCH models because the estimate time-varying volatility can be estimated, and
also asymmetric effects of positive and negative shocks of equal magnitude and volatility
spillovers can be tested. The results of VARMA-GARCH and VARMA-AGARCH are shown in
Tables 5, for which the number of volatility spillovers and asymmetric effects are summarized in
Table 6. The result of table 6 shows that the volatility spillovers are not evident in VARMA-
AGARCH model. Therefore, we can conclude that VARMA-GARCH is superior to VARMA-
AGARCH for the volatility of rubber price return. The table 5 shows that there are four kinds
exchange rates return have spillovers to the volatility of rubber price return not only in VARMA-
GARCH model but also in VARMA-AGARCH model, which are Thailand Baht, Chinese Yuan,
Euro Dollar and Malaysia Riggit.

[Insert table 5 and 6 here]

We use rolling windows to examine time-varying conditional correlations using the VARMA-
GARCH and VARMA-AGARCH models. The rolling window size is set at 1,000 for exchange
rate of six export countries in rubber from Thailand, and the results are shown in Figures 2 and
3, separately. For the VARMA-GARCH model, the correlations of six variables are not constant
over time, so that the assumption of constant conditional correlations may be too restrictive.

However, the changes in the estimated correlations are small. The correlation between the
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volatility of rubber price return and all of the volatility of exchange rates return are small (not
more than 0.1). The result of VARMA-AGARCH model is similar than VARMA-GARCH model.
[Insert figure 1 and 2 here]

5. Concluding Remarks

This paper estimated conditional volatility, covariance and correlations volatility of rubber
price return by using multivariate volatility models. The VARMA-GARCH model showed that
volatility spillovers were evident between volatility of rubber price return and volatility of four
exchange rates return, which are Thailand Baht, Chinese Yuan, Euro Dollar and Malaysia
Riggit in the model. The VARMA-GARCH model showed the same results with VARM-
AGARCH. The volatility of rubber price return will be affected by those four kinds of volatility of
exchange rates in both of two models. The coefficients of volatility of exchange rates in are
Thailand Baht, Chinese Yuan, Euro Dollar and Malaysia Riggit are significant in both two
models, so the exchange rate of Thailand Baht, Chinese Yuan, Euro Dollar and Malaysia Riggit
are very important factors in volatility of rubber price return. From table 1, we can know that
China, Malaysia and Euro are the top 3 of export countries or area in rubber, so it is
reasonable that the Chinese Yuan, Euro Dollar and Malaysia Riggit can affect the rubber price.
The rolling window shows that correlation between the volatility of rubber price return and all
kinds of the volatility of exchange rates return are small (not more than 0.1). The result of
VARMA-AGARCH model is similar than VARMA-GARCH model. For the mean results of this
study, firstly, we can see that the exchange rate of Thailand Baht return can affect the rubber
price return. The agriculture is the basic industry in Thailand. Since the farmers are the
mainstay of the Thailand's economy and the number of people was large, so Thailand
government should take care of them. On the other hand, Thailand absolutely has advantages
on the rubber industry, but unfortunately, Thailand’s personal income doesn’'t benefit at all.
Therefore, | suggest that Thailand government can set up some monetary policies to control it
then the rubber price can be affected. On the other hand, we can know that the first one of
rubber export country of Thailand is China and the second on Malaysia from table 1. Therefore,
we can get second mean result that the volatility of rubber price will be affected by the volatility
of exchange rate in most important export country. This also means that the trade volume is

important effect factor for international product price either.
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Table1. The export and output in Thailand
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unit: ton

Export Total

South total output

Japan China U.S.A. Malaysia Korea Europe Other

2001 505,233 417,638 329,504 243,708 136,387 231,178 302,505 2,166,153 2,319,549
2002 435453 368,114 302,174 296,989 139,295 233,390 266,664 2,042,079 2,615,104
2003 498,854 436,637 382,317 363,651 138,756 266,392 321,809 2,354,416 2,876,005
2004 542,837 650,898 278,693 365,486 165,832 294,239 275465 2,573,450 2,984,293
2005 525,654 619,800 249,196 383,695 171,668 291,670 395413 2,637,096 2,937,158
2006 540,485 573,385 237,858 403,506 185,308 281,090 410,766 2,632,398 3,136,993
2007 492,740 747,168 210,784 442,664 173,477 261,882 442,958 2,771,673 3,056,005
2008 405,599 827,369 213,080 413,049 151,824 262,182 430,659 2,703,762 3,089,751
2009 394,742 824,833 219,986 398,043 154,340 249,509 433,830 2,675,283 3,164,379
2010 346,302 1,128,553 177,859 443,000 171,530 268,693 330,510 2,866,447 3,252,135

Table 2. Introduce of Variable Names

Variables Names

PRICE Rubber price

BAHT Exchange rate of Thailand Baht
CNY Exchange rate of Chinese Yuan
EUR Exchange rate of Euro Dollar
JPY Exchange rate of Japanese Yen
KRW Exchange rate of Korea Won
MYR Exchange rate of Malaysia Riggit
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Table 3: ADF Test of Unit Roots in Returns

Returns Coefficient t-statistic
PRICE -0.5165 -11.1036
BAHT -1.0347 -24.7531
CNY -1.0040 -23.9896
EUR -1.0676 -25.5970
JPY -1.0232 -24.4772
KRW -1.1833 -28.7615
MYR -1.0503 -25.1073

Table 4: Summary statistics

PRICE BAHT CNY EUR JPY KRW MYR
Mean 0.0003 -0.0002 0.0000 -0.0001 0.0000 0.0002 0.0000
SD 0.0107 0.0032 0.0067 0.0090 0.0098 0.0107 0.0072
Skewness  -0.4902 -0.3293 0.3519 0.0463 0.0019 -0.1363 0.2140
Kurtosis 8.7482 71771 121.4066 34.492 30.5565 34.6872 88.4493
Max 0.0463 0.0163 0.1194 0.1085 0.1191 0.1167 0.1171
Min -0.0529 -0.0188 -0.1104 -0.1113 -0.1062 -0.1154 -0.1083
JB 816.0708 429.1715 920686.50000 65126.9600 49864.6900 65939.1600 479482.40000

Table 5: Estimates of VARMA-GARCH(1,1) and VARMA-AGARCH(1,1)

Returns of rubber price Q) OpRICE OBAHT OcNy OEUR Qypy
VARMA-GARCH 00000 019727 272806  -1.98220  -0.1345  0.0150
48.0720  4.45952 2.48305 2.24116 226031  0.2880
VARMA-AGARCH 00000 016816  2.84640  -2.09856  -0.5700 0.0053
532316  2.42505 2.34941 2.07233 32040  0.1022

Table 5. (Continued 1)

Returns of rubber price OKRW aMYR“ I BPRICE BBAH’*I*‘*

VARMA-GARCH 0.0108 -0.4402 0.6268 -1.6354
0.4377 -1.9663 26.1728 -3.3775

VARMA-AGARCH 0.0051 -0.1026 0.0930 06115 -1.5487

0.2135 -1.8380 0.9247 24.8285 -2.7376
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Table 5. (Continued 2)

Returns of rubber price BCNY BEUR B]PY BKRW BMYR

VARMA-GARCH 1.1463 -0.3188 0.0427  0.0515 0.5397
2.9576 -3.2276 05478  -1.6415 2.9496

VARMA-AGARCH 1.1115 -0.3893 0.1066 0.0524 0.4809
2.3247 -3.4762 1.2550 1.6535 2.7582

Notes: (1) The two entries for each parameter are their respective estimate and Bollerslev and Woodridge(1992) robust t-ratios.
(2) * indicates statistical significance at the 10% level,
** indicates statistical significance at the 5% level;

*kk

indicates statistical significance at the 1% level.

Table 6: Summary of Volatility Spillovers and Asymmetric Effects

Returns Number of volatility spillovers Asymmetric effects

VARMA-GARCH VARMA-AGARCH

Rubber Prices 5 5 NO
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Figure 1: Dynamic Path of Conditional Correlations in VARMA-GARCH model
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Figure 2: Dynamic Path of Conditional Correlations in VARMA-AGARCH model
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Abstract

This paper aims to estimate the dependency between the percentage changes of the
agricultural price and agricultural production indices of Thailand and also their conditional
volatilities using copula-based GARCH models. The motivation of this paper is twofold. First,
the strategic department of agriculture of Thailand would like to have reliable empirical models
for the dependency and volatilities for them to use for policy strategy. Second, this paper
provides less restrictive models for dependency and the conditional volatility GARCH. The
copula-based multivariate analysis nested the traditional multivariate as a special case by Tae-
Hwy-Lee and Xiangdong Long [13]. Static as well as time varying copulas were estimated. The
empirical results were found that the time varying copula i.e., the time varying rotate Joe copula

(270) was the choice for the policy makers to follow.

Keywords: Volatility; Dependency; Static and Dynamic Copulas; Agricultural price index;

Agricultural production index; Thailand

1. Introduction

Thailand is one of the major export countries of agricultural products and food in the
world. The agricultural sector is an important sector contributing 8.6% of GDP at 1988 constant
price [1] and employs 16.95 million people which are 43.25 percent of Thailand labor force in
December 2011 [10]. Even though the relative contribution to GDP has been decreasing it is
still an important sector of the Thai economy. Because of more severe world climate change,
the agricultural sector is more volatile in terms of production of the Thai economy e.g., the

severe flood that Thailand faced in late 2011 damaged the agricultural output of Thailand



UNA 1 NaII%IL 95

causing the agricultural production decrease substantially, especially the rice production [2].
However, the world has faced severe and extreme weather (see US National Climate Data
Center in ADB March 2011 Report for details) resulting in extremely heavy flooding in many
major crop production areas [11], agricultural and food prices had increased severely and
suffered people severely in the world. Thailand is not exceptional. In September 2008, the
inflation from food and beverage in Thailand had increased of 18.79% (figures 1 and 2)
annually [3] which were seriously high and suffered people in a large extent especially the
lower income people. Figure 1 shows the annual (year on year) inflation of food and beverage
price of Thailand. The impact of food price increases on poverty for 25 developing Asian
countries is shown in appendix 1 of the Asian Development Bank report on Global Food price
Inflation and Developing Asia (March 2011). The increase in food prices by 10, 20 and 30
percent would cause the increase in the percentage of the poor people by 1.9, 3.9 and 5.8
percent or 64.41, 128.83 and 193.24 million people respectively [4]. The Asian Development
bank [11] reported that contradictory to the believes and expectations of most of the experts
that the commodity price would rise gradually over the next decade(2011-2020), the high
commodity prices have been reemerging, even though the crude oil prices remain below the
recorded high in July,2008. The agricultural commodity prices surpassed the 2008 recorded
peak (figures 3 and 4). The report pointed out causes of the crisis of food prices during 2007-
2008. Those causes included the severe falling in the stocks of major grains, the increase of
world population, the strong growth rate of the big emerging economies which brought up the
increase of meat and processed food consumption. The causes were also from the competition
between the crop productions for food versus oil crops. It could be seen that the agricultural
price and production are related. It is very much interesting for policy makers to investigate
the behavior of agricultural price and production behaviors and their relationship in order to
make policy formulation and management.

From these figures, it is seen that the rates of changes of the price and production
indices are correlated and more volatile than before. Those rates of changes look heavy tail
and not symmetric. Univariate analysis of each index without taking the correlated index into
consideration is less informative resulting in biased and inconsistent estimates. Studying the
behavior of those indices by traditional analysis is seen inappropriate. This paper aims to model
volatilities of agricultural price inflation and the growth rate agricultural production as well as the

correlation between these two variables.
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Fig.1. Food and beverage price index of Thailand

Source: Bank of Thailand
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Fig.2. Growth rate of food and beverage price index of Thailand

Source: Computation from Bank of Thailand
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2. Literature review

To find the relationship between random variables in recent years several models were
used such as GMM model was used, e.g. Yousefi and Wirjanto(2004). Akram(2004) found a
non-linear relationship. The multivariate CCC-GARCH-M model was employed by Cifarellli and
Paladinr(2010). Modeling time-varying volatility, sometimes, multivariate GARCH models e.g.
Bekiros and Diks(2008) which were based on strong assumptions to have a well-behaved
matrix of covariance(Wu,2011) were used. Vector Error Correction Models e.g. Krichene
(2005),Chaiwat (2009), Kunsuda (2009) were implemented to analyze the multivariate
relationship. Generalized impulse response function and generalized variance forecast error
variance decomposition e.g. Sari et al (2009) (in Wu et al (2011)) was used as a tool to find the
relationship of the random variables.

Also, multivariate analysis of volatility using multivariate GARCH together with VAR
model with assumptions that the multivariate model followed symmetric multivariate normal or
student-t distribution and, of course, usually with Pearson correlation(based on linear
correlation). These assumptions may be considered as strong assumptions in empirical studies.
In many data sets, it was found that the data were skewed (asymmetric), heavy tail and
leptokurtic with different marginal distribution. And also if the distributions have degrees of
freedom, the degrees of freedom need not to be the same for each marginal distribution.

The relationship between random variables might be nonlinear and/or asymmetric. Some
studies, e.g. Chang et al. (2011), and Bekiros and Diks(2008) investigated time varying
dependence of the random variables in the model by employing multivariate GARCH models.
However, this model was set up with some strong assumptions in order to have a desirable
variance-covariance matrix (Wu, 2011). And again for each equation of the random variable in
the multivariate analysis, the VAR-GARCH or VAMA—GARCH it was assumed to have linear
relationship with multivariate student-t or normal distribution (Wu, 2011). These assumptions, in
many cases, are not conformable to data.

These drawbacks could possibly be handled by Copula-based GARCH model because it
provides better flexibility to estimate the joint distributions and also the transformation invariant
correlations which are not necessary to assume linear correlation.

The contributions from this paper using the Copula-based GARCH models are : 1) the
model could capture the skewness and leptokurtosis of the data; 2) restrictive assumptions of
the distribution are relaxed from traditional methods i.e., normality or student t distribution,
which normally are assumed to be the same for each random variable; 3) this approach in this

paper could find the dependency and hence the correlation without assuming the linear
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correlation, as a result we could obtain the transformation invariant correlations, especially
when variances do not exist (for some heavy tail distributions); 4) since agricultural price and
production indices are correlated by their natures, the revenue distribution could not be found
by the product of price and production indices. This paper would pave the way to obtain the
revenue index distribution; 5) this paper could find the marginal effects of the random variable
in correlation with other random variables without imposing the conventional strong assumption
of some distributions of the random variables through the conditional density function.
This paper, after this introduction section
for volatility and dependency were introduced in section 2. Data were discussed in section 3.

Section 4 presented the empirical results. Conclusion was drawn in section 5.

3. Econometric model

This section was organized as follows (3.1) static copulas (3.2) time varying copulas
(3.3) marginal density (3.3.1) two tests for satisfying i.i.d (3.3.2) specification for marginal
distribution (3.4) CML method of estimation (3.5) goodness of fit tests.

3.1 static copulas
This study employed a variety of parametric copulas. The candidates includes, Gaussian
copula, t copula, frank copula, (rotate) Clayton copula, (rotate) Gumbel copula, (rotate) Joe
copula, (rotate) BB1, (rotate) BB6, (rotate BB7) and (rotate) BB8 copula.
(1) Gaussian copula. We follow Patton (2006)’s Gaussian copula notations and formula as

follows.

olw ot 1 2~ 2pX,X, + X
Couvip)=] | —m{—x1 e zjdxidxz

= onfl—p? 2(1-p)

=@, (o™ (u), @™ (v);p)

(1)

where the u and v are CDFs or ECDFs of standardized residuals, and they are subject
to uniform distribution between 0 and 1. The correlation coefficient P affects linear correlation
(Embrechts et al., 1999), in addition, Gaussian copula cannot capture tail dependence, which
are the critical flaws for it anyway.

(2) T copula. The formulas of T copula are followed from Jondeau and Rockinger(2006).

(u Ty 2_ 2
C(u,v):f" ()dXJ.TV ()dy 1 /1_|_X 2pXy +y )—(v+2)/2

= Uonfiopr . v(1-p) 2

, \as arganz
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TV X 1+_)—(v+1)/2 dZ

(:J-x T(v+1)/2), 7°
= Jw(v/2) v

3)

T is student-t distribution with degree of freedom v and correlation P which is still linear.
Compare with Gaussian copula, the biggest advantage of t copula is that it can capture tail
dependence, although they are symmetric structure. It is well known that there are strong
skewness in financial field, thus, it is a crucial reason why Archimedean copulas come out.

Both Gaussian and Student-t copulas belong to the elliptical-copula family. In the
following, this study introduces non-elliptical copula, which consider upper tail or lower tail
dependence or both. The formulas and notations of Gumbel, Clayton and Frank copula, we
refer to Tae-Hwy Lee (2009)’'s research.

(3) Gumbel Copula

Coun (U,:0) =eXp(— (- Inu)" + (~Inv)"*)') )

where 1§9<+OO, it is easy to findO= 1 is independent and0=+00 is more dependent.
0
kendall.tau equals 1-1/9, meanwhile, it can capture upper tail dependency, Xup=2-21/ , the
lower tail dependence?u,(,w:O.

(4)Clayton Copula

Cor(U,v;0) = (u° +v° —1) ™ (5)

In the contrary, Clayton copula can catch lower tail dependence ()\4|OW=2_1/9), and the
parameter 0— o implies they are independent and0=+00 is perfectly correlated. kendall.tau
equals 6/(0+2).

(5)Frank Copula

Cp, (u,v;0) = —%In [1+ (exp(=6u) —1) (exp(-6v) —1)]

exp(—0) -1 (6)

Similarly, 66(-00, +00){0}, frank copula describes symmetric heavy tail: 0> 0 for
positive dependence structure; 0— o0 for independence; 0<0 for negative dependence
structure.

(6) Joe copula

The Joe copula (Joe, 1993) is defined as follows:

Ce (U,V) =1-[(1~u)” +(1~v)" ~(1~u)’ @-v)"T" (7)

0
Where 921, this copula can help us capture the upper tail dependence, Kup=2-21/ .
(7)BBX copulas
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BBX copulas are put forward by Joe and Hu (1996). BB1 and BB7 copula reflect
different tail dependence between upper tail and lower tail. On the contrast, BB6 and BB8 can

capture the upper tail dependence structure.

CamuY) = (L+[W =1 + (v " ~1°F7) ©

Where 0 €0, +00) and 0 €1, +0), Kup=2-21/6, klowzz-q/(Se).
C22 (u,v) =1— (exp(-[(-log(l— L —-u)?))’ + (—log(L - (L-Vv)?))° T*)"*) o

1130
Where 0 €1, +00) and § €1, +00), A,,=2""".

Co (V) =1-(A-[1- (1-u)") ™ + (L-[1-(A-V)") —1] )"
0 118
Where 0 €1, +00) and § €0, +00), A,p=22"", Aig=2" .
1 _
Caps(U,V) =g(1—{1—(1—5)9} Pl (- 6u) HL- (- 6v)3) )
0-
Where 0 €1, +00) and 8 €0, 1], Ay, =2-2(1-8)
(8) Rotate copulas
There are many copulas that cannot display negative tail dependence such as Gumbel,
Clayton and BBX copula etc. Once the bivariate random variable is negative dependence,
these copulas would not be fitted. These copulas may be rotated, thus, they can be applied
again. A thorough review of rotated copulas may be found in Christian Cech(2006) and Jiying
Luo (2010). The rotate copula can be derived from copula as follows:
For rotate 180°Copula, Christian Cech(2006) defined U=1-Ugng VZl_V,proposed

the copula of Uand V as
C (u,v)=u+v-1+C(1-u,1-v)

where © (u,v) =cd-u,1v) . Christian Cech(2006) called C ™ as survival copula.
For rotate 90°Copula, Christian Cech(2006) proposed
C"(u,v)=u-C(l-u,v)

¢ "(u,v) =c(l-u,v)

where is the density of copula c™ .

Regarding rotate  270°Copula, Christan  Cech(2006) came up  with
C"(u,v)=u-C(u,1-v)
¢ (u,v)=c(ul-v)
¢ C(u,v)

of which its density was

As a result of the symmetry o
C(u,v) =C~(u,v) C(uv)=C"(uv) (15)

, we have

and
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3.2 time varying copulas
Since the nature of copulas might be static or time varying, we then allow several
candidates of time varying copulas to be included in our analysis. Time varying copulas might
be considered as the dynamic characteristics of Pearson correlation or kentall.tau, but it is still
difficult to find forcing variable for explaining the dynamic characteristics (Patton, 2006 and
Hans Manner, 2012). Therefore, it is often in practice assumed that they follow ARMA (p, q)
process. The following are some time varying copulas candidates.
(1) Time varying Gaussian copula
Po= M0+ - PrtL By Pyt D U ) D, )
45= (16)
(see Patton(2006a))
Ris a logistic transformation which is defined as follows: /Q(&(l-e’x)(1+e‘x)‘l. The purpose of
using this logistic transformation is for keeping the correlation coefficient P belongs to (-1, 1).

(2) Time varying T copula

1¢ .
P :mwr + P+l Sy o o EZ(D l(uH-;V)(I) 1(thj;V))
-1

(see Patton(2006b))

(3) Time varying (rotate) Gumbel copula

1 a
7, =AN(wg + fs, 7., +L +ﬂGp-rt_p+aG-a§ |ut_j—vt_j|)
j=1

(see S.G.J. Verheggen (2009))

where A=(1+e’x)’1, it can make sure that the kentall.tau will between -1 and 1.
(4) Time varying (rotate) Clayton copula

V

o)

t. =A@ + By T+l +ﬂCp Ty T '|ut—1 _Vt—1|+L 0y '|ut—q - (19)

(seeVogiatzoglou (2010))
(5) DCC copulas

The DCC model was proposed by Engle (2002), which can be used to research dynamic
conditional correlations in Gaussian and T distribution. the standardized residuals of each
series is assumed that they obey to Gaussian or T distribution, and we estimate GARCH model
for getting the parameters of each series, and then estimating the parameters driving the
correlation dynamics. This specification can easily be adapted to model the dynamics of copula

parameters (Hans Manner, 2012). The DCC model specifies the correlation matrix R; as:
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R =diag{Q}"*Qdiag{Q}™* (20)
where Q; follows
Q =(jt(1_a_ﬂ)+aYt—Yt'—l+ﬂQt—l (21)

with scalar parametersOland B and parameter matrix Qt. Y, is the inverse standard normal and

t distribution (given degree of freedom) of u and v.

3.3. Marginal density
3.3.1. Two tests for satisfying i.i.d

Several candidates of marginal densities were chosen to this study, such as normal
distribution, student t distribution, skewed t distribution etc. However, each selected marginal
must be tested if it is conformable to the data e.g., the distribution function must be uniformly
distributed. K-S (Kolmogorov-Smirnov) test was used to test if CDF or ECDF is the uniform
distribution. Also the data must satisfy the assumption of i.i.d., and the test statistic K is
expressed as follows (Jianxu liu and Songsak Sriboonchitta, 2012) test the uniform distribution
together with Box-Ljung test to test the autocorrelation.

K =max|A -0

(22)

A, is the cumulative relative frequency for the theory distribution with each category; O; is the
corresponding value of the sample frequency. When K is greater than K (n, p) that denotes
the sample size is n and confidence level is p, we reject the null hypothesis that the sample

from population is some specific distribution.

The second condition of independence of the data must also be tested as mentioned
above was the autocorrelation of the data i.e., the first, second, third and fourth moments by
using Box-Ljung test. If the condition was violated it is essential to correct the data to satisfy the

condition of no autocorrelation.

3.3.2. Specification for marginal distribution

Both growth rate of production and price in agriculture have the characteristic of
heteroscedasticity, volatility and skewness etc. Therefore, we proposed that ARMA-GARCH
model and standardized residuals of satisfying skewed-t distribution are used in this study.
Following Shiging Ling(2007), the ARMA(p, q)-GARCH(k, |) model can be formed as:

p q
I =C+Z¢|rt—i +ZV/igt—i + &
) i1 (23)



UNA 1 HAIIUIEN04

&=h-n (24)

ht2 = w"'_zk:aigtzi +ZI::Biht2i

(25)

p K |
Where Z(/ﬁl <1, >0, ¢,20, 520, and Zai +z,8i <1. ™tis the standardized residual,

i=1 i=1 i=1

which can be assumed any distribution. Normally, we assumed that it is Gaussian, student t or
skewed-t distribution. Specially, skewed-t distribution can capture characteristics of heavy tail
and asymmetry anyway, and symmetric heavy tail for t distribution.

The formula of Skewed-t distribution (Carmen Fernandez, 1998) is shown in the followings.

P(xi|v,7>:i{f< )I[ow)(x)+f(7x)l(w0)<x>}

4 +
4 (26)

where fv(.) is unimodal and symmetric around zero, and Y is the skewness parameter that is
defined from 0 to 00; / denotes the indicator function and v is degree of freedom. Arnold and

Groeneveld (1995) introduced detailed information about skewness measure as follows:

7/ -1
SM (X‘y) 1
7 @)
It is easy to find that lim M0 SM (X|7/) would be extreme left skewness,

lim M(x|y)=1 : ,
e SM( |7) would be extreme right skewness and Y=1 is no skewness.

3.4. CML method of estimation

We will use maximum likelihood method to estimate the parameters in GARCH model,
after that, the Canonical Maximum Likelihood will be applied for estimating the parameters of
copula function.

In FML and IFM estimations, assumptions of marginal distributions must be mde in order
to estimate the parameter 0 of Copula. The difference in CML is that it uses directly empirical
distribution, and does not need to make assumptions about the marginal distribution.

Step 1 - Meke, usarehinerenmirieahdstibetion of x
series of U and V.

i 1 <
Xt) = Zl(x‘gx)
T +1 t=1 (28)
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T+15 (29)
Step 2 0 Then, the MLfundion canbe
~ T
@=argmax Y Inc(d,V;6) (30)
t=1

3.5. goodness-of-fit tests
(1) AIC and BIC
After we calculate the parameters of every copula, we still have to choose which copula
is the best one. The selection of copula may use Akaike and Bayesian Information Criteria,
respectively. The formulas of AIC and BIC follow (Brechmann, E. C. ,2010) as:
N
AIC :=-2)"In[c(u,v|0)]+ 2k
i=1 (31)
where k = 1 for one parameter copulas and k = 2 for the two parameter copulas such as
t and BBX copulas etc. Similarly, the BIC is given by
N
BIC :=-2)In[c(u,v|#)]+In(N)k
i=1 (32)
(2) Two tests based on Kendall's transform
Genest and Rivest (1993), Wang and Wells (2000), Genest and Quessy(2006)
investigated copula goodness of fit test using Cramer-von Mises and Kolmogorov Smirnov
statistics as well as the according p-values using bootstrapping. The formulas of empirical

kendall process follows Jiying Luo(2010) as:

K, (t) = \/H(Kn(t)_ Ken (t)) (33)
The null hypothesis was defined as follows:
H,:KeK,={K,:0 <0} (34)

Where K, is kendall distribution of copula function Co and K, denotes the empirical
kendall distribution functions.

The Cramer-von Mises and Kolmogorov Smirnov test statistics for this GOF test are

given by
S, = [, O K, 0 (35)
T, =sup|x, (t)| (36)

On the one hand, the AIC and BIC may be used to measure the goodness of fit and the

copula with the lowest values of AIC and/or BIC would be selected as the best model; on the
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other hand, after computing the AIC and BIC, the application of Cramer-von Mises and

Kolmogorov Smirnov tests would be used to ensure the accuracy of fitted copula.

4. Data and descriptive statistics
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Fig.5. agricultural production index of Thailand
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Fig.6. agricultural price index of Thailand
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Fig.7. growth rate of agricultural production index of Thailand
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Fig.8. growth rate of agricultural price index of Thailand
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Table1. Data description and statistics

Growth rate of production Growth rate of price

Mean 0.006153 0.002644
Median -0.029566 0.004982
Maximum 2.333880 0.338327
Minimum -1.942147 -0.254712
Std. Dev. 0.866698 0.055136
Skewness 0.232136 0.529312
Kurtosis 3.717323 10.28370
Jarque-Bera 8.365736 620.7316
Probability 0.015255 0.000000
Sum 1.692133 0.726974
Sum Sq. Dev. 205.8193 0.832959
Observations 275 275

From the table 1, descriptive data, etc was formed that the data of the growth rate of
production and price were not normal from the rejection of Jarque-Bera test at 5% level of
significance. The distribution of the data of the growth rate had positive skewness. Therefore,

our first guess for these two marginal distributions were the skewed-t distributions.

Table 2 ADF test for growth rate of production and price

Null Hypothesis: Growth rate of production has a unit root

t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -10.82940 0.0000
Test critical values 1% level -2.573784
5% level -1.942035
10% level -1.615894
Null Hypothesis: Growth rate of price has a unit root
t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -12.68982 0.0000
Test critical values 1% level -2.573429
5% level -1.941986
10% level -1.615926

Source: computation
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Null Hypothesis: Growth rate of production has a unit root

Adj. t-Stat Prob.*
Phillips-Perron test statistic -24.00733 0.0000
Test critical values 1% level -2.573784
5% level -1.942035
10% level -1.615894
Null Hypothesis: Growth rate of price has a unit root
Adj. t-Stat Prob.*
Phillips-Perron test statistic -12.26067 0.0000
Test critical values 1% level -2.573429
5% level -1.941986
10% level -1.615926

Source: computation

However, the unit root test of the data, the growth rates of production and price must be

carried out, ADF and PP test statistics showed that the data had not unit roots in both kinds of

data.

5. Empirical results

This section was organized in the following manners. Subsection 5.1 would discuss the

estimation of the marginal distributions of both the growth rates of production and price. The

assumptions of i.i.d were tested in subsection 5.2. Subsection 5.3 presented the estimate of

one parameter models. Subsection 5.4 illustrated the estimation of the copula models of two

parameters. Goodness of fit of candidate static Copulas was tested in subsection 5.5.

Subsection 5.6 aimed to discuss the estimated results of candidate time varying copulas.
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Table 4 Estimates of parameters of the skew t marginal distribution for growth rate of

production in ARMA(4,12)-GARCH(1,1) Skew t

Estimate Std. Error t value Pr(>|t])

ar1 1.808 0.10907 0.06034 0.070669

ar2 -0.90708 0.05001 -18.137 < 2e-16 ***
ar3 -0.02169 0.05246 -0.413 0.679246

ar4 -0.55061 0.08764 -6.283 3.33e-10 ***
ma -0.11504 0.04416 -2.605 0.009190 **
ma2 0.29625 0.05552 5.336 9.48e-08 ***
ma3 -0.25063 0.09780 -2.563 0.010390 *
ma4 0.20454 0.07915 2.584 0.009761 **
mab -0.36871 0.06669 -5.529 3.22e-08 ***
ma6 -0.50328 0.07475 -6.733 1.67e-11 ***
ma7 -0.07138 0.05550 -1.286 0.198411

ma8 -0.18692 0.07603 -2.458 0.013953 *
ma9 0.16213 0.03953 4.102 4.10e-05 ***
ma10 -0.18842 0.05449 -3.458 0.000544 ***
ma11 0.23905 0.06308 3.790 0.000151 ***
ma1i2 0.57510 0.06958 8.265 2.22e-16 ***
0 0.09417 0.66365 0.142 0.887159

o 1.00000 2.80707 0.356 0.721658

B 0.95057 0.02438 38.984 < 2e-16 ***
A 1.20697 0.10658 11.325 < 2e-16 ***
DoF 2.02271 0.01801 112.297 < 2e-16 ***

Signif. codes: **** 0.001 ** 0.01 *’ 0.05
Log Likelihood: -133.6345

Source: computation
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Table 5 Estimates of parameters of the skew t marginal distribution for growth rate of price

in ARMA(0,1)-GARCH(1,1) Skew t

Estimate Std. Error t value Pr(>|t])
ma 0.3230183 0.0587836 5.495 3.91e-08 ***
Q)] 0.0012248 0.0004672 2.622 0.00875 **
o 0.7074998 0.3104872 2.279 0.02269 *
B 0.1855050 0.1002525 1.850 0.06426
A 0.8442494 0.0515531 16.376 < 2e-16 ***
DoF 3.2409564 0.7939274 4.082 4.46e-05 ***

Signif. codes: “** 0.001 “** 0.01 *” 0.05

Log Likelihood: -220.6853

Source: computation

5.1

For marginal density of the growth rate of production, it was found that ARMA (4, 12) —
GARCH (1, 1) skew t distribution is appropriate because it satisfied the i.i.d assumptions.
However, for the growth rate of price, the suitable margin became ARMA (0, 1)-GARCH (1, 1)
skew t satisfying the i.i.d assumptions. The estimated GARCH from both margins also satisfied
the assumption convergence. The skewness, 7\., and the degree of freedom were significant

implying that the skew t distribution is appropriate for this data set.

5.2
Table 6 showed that the margins of growth rates of production and price had the uniform
distribution (from KS test). Also Box-Ljung test for autocorrelation of both margins showed no

autocorrelation from the first to the fourth moments.



Table6 KS Test for Uniform and Box-Ljung Test for Autocorrelation
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KS Test of Both Margins for Uniform

statistic P value Hypothesis
Margins of Growth rate of production 0.0218 0.9994 0 (acceptance)
Margins of Growth rate of price 0.0018 1 0 (acceptance)
Box-Ljung Test of Both Margins for Autocorrelation
X-squared P-value

Margins of Growth First moment 3.2084 0.6679
rate of production Second moment 8.2886 0.141

Third moment 3.9253 0.5602

Fourth moment 6.5063 0.26
Margins of Growth First moment 4.114 0.5331
rate of price Second moment 1.3753 0.927

Third moment 4.3758 0.4967

Fourth moment 0.6177 0.9872

Source: computation

5.3

For the estimation of static copulas with one parameter, the results showed that all the

copula parameters are statistically significant at 5% level as shown in table 7. However, from

AIC and BIC perspective the rotate Joe copula (270°) was the best among one parameter static

copula.

Table 7 the results for copula model of one parameter

Parameter Stand error T statistics P value AlIC BIC
Gaussian -0.2142 0.0565 -3.7916  9.208e-05 -10.8016 -7.1849
Rotate Clayton Copula (90°) -0.3731 0.0901 -4.1417  2.298e-05 -22.1635 -18.5467
Rotate Gumbel Copula (90°) -1.1078 0.0477 -23.2346 4.98e-67 -54570  -1.8402
Rotate Joe Copula(90°) -1.0731 0.0582 -18.4125  3.95e-50 -0.7859  2.8309
Rotate Clayton Copula (270°)  -0.1309 0.0781 -1.6755 0.0474 -1.4707  2.1460
Rotate Gumbel Copula (270°)  -1.1858 0.0491 -24.1161 0 -22.3600 -18.7432
Rotate Joe Copula(270°) -1.2967 0.0761 -17.0471 3.21e-45 -25.4471 -21.8303
Frank -1.1823 0.3739 -3.1620 0.0009 -7.9837  -4.3669

Source: computation
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5.4
Table 8 illustrated the estimates of the two parameters’ static copulas. The best copula
model in this two parameter static copula is the rotate BB8 (270°). However, it was still inferior

to the rotate Joe copula (270°).

Table8 the results for copula model of two parameters

Parameter  Stand error T statistics P value AIC BIC
t copula 0 -0.2031 0.0646 -3.1410 0.0009

-15.059  -7.8255
DoF  5.5362 2.3605 2.3453 0.0091

Rotate BB1(90°) ) -1.001 0.1436 -6.9691 1.18e-11  19.6450  26.8785
0 -1.0006 0.0319 -31.3604  8.64e-93

Rotate BB6(90°) ) -1.001 0.22443 44601  598e-06 -3.4196  3.8139
0 -1.1071 0.1660 -6.6694  7.10e-11

Rotate BB7(90°) ) -1.0155 0.0349 29.0634  5.51e-86 -20.4286 -13.1951
0 -0.3650 0.0915 -3.9850  4.33e-05

Rotate BB8(90°) ) -6 6.1641 09734  0.16561  -5.1365  2.0971
0 -0.1887 0.1940 -0.9726  0.16580

Rotate BB1(270°) O -1.001 0.1404 71269  4.58e-12  86.8018  94.0353
0 -1.0006 0.0219 -45.7021 0

Rotate BB6(270°) O -1.2949 0.2609 -4.9629  6.11e-07 -23.4389  -16.2054
0 -1.001 0.1474 -6.7901  3.48e-11

Rotate BB7(270°) O -1.2955 0.0786 -16.4857  3.74e-43  -23.4503 -16.2168
0 -0.0036 0.0632 -0.0564 0.4775

Rotate BB8(270°) O -1.3014 0.0772 -16.8423  1.94e-44  -23.4570 -16.2234
0 -0.9992 0.0005 -1852.74 0

Source: computation
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5.5

Table 9 showed the results of goodness of fit by providing the probabilities values of CvM and
KS. There were five copulas i.e., the rotate gumbel(90), rotate clayton(270), rotate BB6(90),
rotate BB8(90) and rotate Joe(90) which did not fit our data. However, the result also showed
that the rotate Joe (270) was accepted and consistent with the best choice among the one
parameter static copula. For the two parameter static copula CvM and KS tests again showed
consistent result with the best choice in the two parameter copula. Namely, we could not reject
the null hypothesis that the rotate BB8 (270) copula is true and the rotate BB8 (270) was the

best among the two parameter copulas.

Table 9 Goodness of fit of Crame-von Mises and KS test

copula P value of P value of copula P value of P value of
CvM KS CvM KS
Gaussian copula 0.95 0.94 Rotate BB6(90) 0 0
T copula 0.83 0.69 Rotate BB7(90) 0.43 0.64
Rotate clayton(90) 0.44 0.67 Rotate BB8(90) 0 0
Rotate gumbel(90) 0 0 Rotate Joe(90) 0 0
Rotate BB1(90) 0.46 0.57 Rotate 0.26 0.33
gumbel(270)
Rotate 0 0 Rotate Joe(270) 0.31 0.30
clayton(270)
Rotate BB1(270) 0.19 0.32 Rotate BB6(270) 0.79 0.67
Rotate BB7(270) 0.80 0.75 Rotate BB8(270) 0.83 0.78
Frank copula 0.94 0.97

Source: computation
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For time varying copula, relevant copulas in equation (16)-(19) were employed. From this

empirical study, it was found that the copula parameter followed ARMA (1, 20) process very

well. It looked more natural as expected because it had the negative correlation always, and it

did not hit the upper bound at zero and some part of the correlation were not constant

contradictory to the best model rotate Clayton copula (90) of which it provided the minimum AIC

which was a slightly lower than the time varying rotate Gumbel copula (270). However, if BIC

was considered to be the criterion for model selection, the time varying rotate Gumbel copula

(270) was substantially lower than the time varying rotate Clayton copla (90).

In this study, therefore, the time varying rotate Gumbel copula (270) was

policy implication.

Table 10 Time varying copula

selected for

® o B AIC BIC

Time varying Gaussian Copula -0.0691 -0.1200 1.8535 -14.1254 | -10.5087
(0.0079) *** | (0.0100) *** | (0.0257) ***

Time varying T Copula -0.0089 -0.0289 2.0505 -20.5395 | -13.3059
(0.0005) *** | (0.0007) *** | (0.0027) ***

Time varying rotate Gumbel Copula(90) -1.1000 1.5405 -2.7748 -8.1658 | -4.5490
(0.0345) *** | (0.0272) *** | (0.0487) ***

Time varying rotate Gumbel Copula(270) -0.3466 0.25 -1.2555 -24.0336 | -20.4168
(0.0427) *** | (0.0416) *** | (0.0666) ***

Time varying rotate Clayton Copula(90) 0.5727 -1.8421 -0.9989 -25.8737 | -15.0234
(0.023) *** | (0.059) *** | (0.003) ***

Time varying rotate Clayton Copula(270) 4.9819 -10 -0.7017 -1.6994 9.1509
(0.404) *** | (0.0001) *** | (0.050) ***

Time varying rotate Joe Copula(90) -0.1349 0.9269 -3.7623 -1.5525 2.0642
(0.0742) * | (0.0507) *** | (0.1100) ***

Time varying rotate Joe Copula(270) 0.1716 0.3001 -3.7402 -28.7401 | -25.1234
(0.0454) *** | (0.0335) *** | (0.1425) ***

DCC Gaussian and T Copula

DCC Gaussian | e 0.00001 0.5351 -8.8009 | -1.5674

(0.000086) (4.597)
DCCT 5.7908 0.000007 0.7484 -12.8909 | -2.0406
(2.660) * (0.000064) (0.7067)

Signif. codes: “***" 0.001 ** 0.01 ** 0.05. The standard errors are in parenthesis.

Note: thepof DCC Gaussian and T would be constant, which equal -0.2142 and 0.2031 respectively. The first parameter in

DCC T copula is degree of freedom.

Source: computation
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6. Policy Implication

The negative correlation between the growth rates of agricultural production and
agricultural price was found as expected. The correlation was time varying. This time varying
correlation could be used to make the forecast of the next period correlation. This time varying
correlation would make the policy makers to be aware of what is going to happen in the future
e.g., when the correlation was forecasted as high as -0.25 and if it is known from the forecast
of the growth rate of production is going to drop at a certain rate, the inflation has to rise at a
substantial rate. The policy makers would prepare to e.g., import some relevant agricultural
products to increase the supply. Then the inflation would calm down. It would relieve the suffer
of the people especially the lower income group which would help to prevent the political
unrest.

This paper could provide the forecast of the growth rate of agricultural price and hence
the price level conditional on the growth rate of the agricultural production. The conditional

density of the growth rate of agricultural price could be obtain from

cuyv)-f - f
pla=———"—=cuv)-1,
‘ (37)

Where c(u,v) is the copula density; fp =the marginal density of the growth rate of

agricultural price; fq = the marginal density of the growth rate of agricultural production. In this
paper, it was recommended to use the copula density of time varying rotate Joe copula (270)
with parameters specified in table 10. Of course, the marginal density of growth rate of
agriculture price was the skewed t distribution with the estimates of parameters of the mean MA
(1) and conditional volatility GARCH (1, 1), skewness and degrees of freedom as shown in
table 5. This approach enables us to include the spillover effects of the other variables on the
random variable on consideration. This point forecast could be obtained by taking the
expectation to equation (37). The interval estimate could be achieved by using simulation of
equation (37).

This study also showed the behaviors of conditional volatilities of the growth rates of
agricultural price and production. These estimated conditional volatilities allow policy makers
understand the behaviors of volatilities and hence could do some hedging to prevent

undesirable effects due to the price and production change.
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7. Conclusions

For modeling volatility and dependency of agricultural price and production indices of
Thailand, we found that the appropriate marginal density for the growth rates of agricultural
production and price indices were the skewed t distribution with the means, volatilities,
skewness and degree of freedom shown in table 4-5. The time varying rotate Joe Copula was
the best one among several copula candidates. The behavior of the growth rate of agricultural
price could be explained very well by equation (37) with the selected marginal skewed t
distribution, conditional volatility. Using the selected models for the growth rates of agricultural
price and production indices allowed us to obtain the point forecast of the growth rate of the
price by taking the expectation and also the interval forecast by simulation. When the
production growth rate was forecasted, we could forecast the inflation rate of the agricultural

sector. The policy makers could prepare some measures to manage the inflation.
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Forecasting the Volatility of Futures Return in Rubber and Oil

Using Copula-Based GARCH model

Abstract

This paper tries to use the Copula-based GARCH model to find out the relationships between the
volatility of rubber futures returns in AFET and four other variables. The results show that the
Student-t dependence structure exhibits better explanatory ability than the Gassusian
dependence structure in determining the volatility of rubber futures in AFET and two rubber
futures in SICOM and TOCOM. However, the Gassusian dependence shows better explanatory
ability in the volatility of rubber futures in AFET and two kinds of oil futures in TOCOM. For the
multivariate Copula model, all the parameters between AFET and other variables are significant.

Keywords: Volatility, Rubber futures return, crude oil futures return, gas oil futures return,

Copula-based GARCH model.

1. Introduction

Thailand, Malaysia, and Indonesia are the major producers and exporters of rubber in
the world. The total rubber output of these three countries was about 8.32 million tons in 2007,
representing almost 94% of the total world market. The rubber industry is one of the most
important sectors of the Thai economy. The area planted with rubber is 219,933 hectares, with
an annual output of 3.056 million tons in 2007 (Office of the Rubber Replanting Aid Fund,
2008). Online information from the United States Department of State shows that the per capita
income of Thailand is only about US$ 4,716. As the most important producer and exporter of
rubber market in the world, Thailand has some absolute advantages in the industry. However,
the income of its citizens does not reflect the benefits gained from rubber production. The key
reason is that farmers do not know how to hedge their position in the market.

Rubber has two kinds. The first is natural rubber, which is taken from the rubber tree.
Rubber trees grow for about six or seven years and has a life span of around 30 years. The
second kind is synthetic rubber, which is produced using oil. Synthetic rubber is a substitute for
natural rubber, and its price is affected by the price of oil. Fluctuations in the prices of natural

rubber and gas oil in the Tokyo Commodity Exchange (TOCOM) are shown in Figure 1.
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Figure1. The Fluctuation of Nature Rubber and Gas Oil in TOCOM
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This paper will use daily data via the Copula model to give a positive analysis on rubber
futures and the oil index. A strict basic analysis and model enactment are employed to obtain
expected results, which are positive relationships between each variable in those three areas
and the price of rubber in Thailand. If the covariance between each series is an unsettled type
(i.e., the coefficient of the condition between the error items of two series will change over
time), then it will be more rational and can provide another positive analysis to be used as a
reference in future research. It can also provide investors and the Thai government some useful
information in strategic decision making.

Thailand is the world’s number one exporter of rubber, and agriculture is its most
important industry. Thus, this paper hopes to determine the relationships between each variable
and the futures price of rubber in Thailand. This paper has two objectives. First, it will
investigate the relationships between rubber futures and oil futures. Second, it will use historical
information to forecast the futures price return in the rubber and oil markets to help farmers
hedge their market position and assist investors in their decision making.

For this paper, we try to use bivariate and multivariate Copula model to forecasting the
volatility of futures return in rubber. There are just few literature discuss about finance market
by using bivariate Copula model, especially in multivariate Copula model. One the other hand,
the oil's price is also the important factor for rubber and we choose the optimal one to
characterize the dependence structures of the different futures markets. Therefore, this paper
focuses on the forecasting the futures price of rubber in Thailand two different rubber futures
market and two kinds of oil futures product in TOCOM using Copula-based GARCH models.

2. Literature review

Numerous finance papers have provided profound analyses and basic theories of

interrelation between different markets. Eun and Shim (1989) proved that the US stock market

is the main source of international transmission and that its variation affects the foreign stock
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market; however, the variation of the foreign stock market does not explain the reasons for the
variation in the US stock market. Theodossiou and Lee (1993) pointed out that the US stock
market has a positive transmission to the stock markets of the United Kingdom (UK), Germany,
and Canada, and a significant transmission to the stock markets of the UK, Germany, Canada,
and Japan. Kearney (2000) also argued that the variation of most stock markets in the world is
derived from the variation of the stock market in the US and Japan, then transferred to Europe.
Kasih (2001) discovered that, whether long or short term, the stock markets of the US, UK, and
Japan are the leaders in the world because they account for 75% of the capital in the global
market.

With respect to volatility in the futures market, Scholes (1981) pointed out that the
differences between spread trade and hedge trade depend on investor demand in the spot
market. He also stated that spread traders have speculative demand, indicating that they trade
for short-term profits, and the hedge traders buy or sell futures to avoid risks. In addition,
Scholes also noted that traditional spread trading has been applied to different products to
decrease risk and to increase liquidity in the market simultaneously. Peterson (1997) analyzed
the advantages of spread trade, which include providing the arbitrage to test the efficiency of
pricing in the futures market and setting up the risk transfer to spread risk by increasing the
scope of investment. Therefore, speculative traders entering the futures market can increase
the liquidity between products and benefit from price volatility. Bernstein (2007) proved that
increasing the complexity of spread trade can increase the investment benefit. When the
portfolio becomes complex, the investor cannot have real-time information to calculate the price
change. Therefore, information asymmetry from the volatility might increase the benefit from the
market. If futures price shocks exist, the pricing will deviate because of different expectations.
Butterworth et al. (2002) studied the spread trade using the cost of carry model; the variables of
their study were the Financial Times Stock Exchange (FTSE) 100 index and the FTSE Mid 250
index. Their study assumed that those two markets comprise more than 90% of the UK stock
market, which receives all kinds of information from the market. Their result showed that if the
transaction costs are not considered, the benefit can be obtained by spread trade. However, if
the fees and Bid-Ask Spread are taken into account, traders will not enter the market because
the benefit cannot cover the fee of every deal. Dunis et al. (2006) also studied the spread trade
from the West Texas Intermediate (WTI) and Brent blend (a benchmark crude oil from the
North Sea), and used the time-series model to estimate the correlations among products.

Daigler (2007) discussed the relationships among the cross spread, calendar spread, and trade
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volume of exchange futures from four kinds of traders in the Chicago Mercantile Exchange
(CME), which are individual traders, corporate traders, dealers and hedge traders.

A range of literature on Copula methods is also available. Roncalli (2001) built one
portfolio that includes five financial assets in the London Metal Exchange (LME), then used
Gaussian Copula and Student's Copula to analyze the correlations between financial
instruments. His results showed a significant difference in the correlation coefficient. Hu (2002)
used the Copula model to discuss the correlation between the stock market and bond market.
The main references of his paper were the Standard & Poor’s (S&P) 500 index and the J. P.
Morgan Government Bond Index. The results of his study stated that the correlation between
the stock market and bond market in a bearish market is better than that in a bullish one.
Bartram, Taylor, and Wang (2004) put the Gaussian Copula function to the GJR-GARCH-t
model to discuss the correction effect of the lead in EURO viewing point from the stock market
of 17 countries in Europe. They proved that the correlation is increased only in large-scale
capital markets after lead in common customs (e.g., the stock markets of France, Germany,
Italy, Netherlands, and Spain). Patton (2006) used the Copula function to build a bivariate
Copula model between the exchange rate of the German mark and Japanese yen, and to
compare with the BEKK model. His result showed that the Copula model is better than the
BEKK model in explaining the correction between financial markets. When the exchange rates
of the German mark and the Japanese yen depreciate, the correction is higher than when the
exchange rates appreciate. Meng, Si, and Gong presented a paper in 2004 that studied the
relationships of the soybean futures markets in Dalian, the US, and Japan based on the
dollar/yen exchange rate. The results suggested a highly strong dependence between different
futures markets. Their paper studied four representative future contracts: January soybean
contract of Dalian Commodity Exchange (DCE), January soybean contract of Chicago Board of
Trade (CBOT), National Soybean Index (NSI) contract of Minneapolis Grain Exchange Inc.
(MGEX), Index and Option Market (IOM) soybean contract of the Tokyo Grain Exchange, and
the dollar/yen foreign exchange rate (denoted by US/J). The samples were divided into four
groups: DCE and CBOT, DCE and NSI, DCE and IOM, DCE and US/J.

Hence, the current paper will study the bivariate dependence structure of each group
separately. After obtaining the estimation of T for each group, it will estimate the parameter of
Copulas and choose the optimal one to characterize the dependence structures of the different

futures markets.
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3. Methodology
3.1 Data, variables and selection criteria

Natural rubber is classified into five levels. The highest level is RSS1, but the main kind
is RSS3 in spot and future markets around the world. Compared with the Agricultural Futures
Exchange of Thailand (AFET), both the TOCOM and Singapore Commodity Exchange Limited
(SICOM) possess higher volumes in the world. The volatility of oil price can affect the price of
natural rubber as well as the price of synthetic rubber, which is the substitute of natural rubber.
In Asia, two kinds of oil are traded in the futures market. TOCOM only trades crude oil and gas
oil. Regarding this, five variables are concerned with futures products from the three futures
markets mentioned above. For each variable, 1,609 observations are required from May 28,
2004 (the first trading day of AFET) to December 31, 2010. This paper aims to identify the
relationships between the futures prices of rubber and oil. The variable names are introduced in
Table 1.

Table 1 Introduce of Variable Names

Variables Names

AFET Rubber Futures in AFET
SICOM Rubber Futures in SICOM
TOCOM Rubber Futures in TOCOM
Crude Crude Oil Futures in TOCOM
Gas Gas Oil Futures in TOCOM

3.2 Stationarity and summary statistics of the variables
The returns of asset i at time t are calculated as following:
Ri: = log() (1)

Where: P;; and P;;_, are the closing prices of asset i for days t and t-1, separately.

All series data are stationary and tested by using the Augmented Dickey-Fuller (ADF)
test, which is given as following:
Aye = a+pt+ 0y, + il OAyeq + & @)
The null hypothesis is 8 = 0 which, if rejected then means that the series y; is

stationary.
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3.3 Econometric models
3.3.1 GARCH model
Bollerslev (1986) proposed the Generalized ARCH(GARCH) model which put conditional

variance of lags to ARCH model and make it generally.

GARCH model

Re = fe—1 + & 3)
€¢|Qt—1~N(0, hy) (4)
he = o + oy ef 1 + Brhey ()

When ay > 0,0, =20, =0and a; + 31 <1, the GARCH model is stable.
GARCH(p,q) model

Re = Mg + & (6)
&¢|Qe—1~N(0, hy) (7)
Hi=ao + Z;Ll O(it":%—1 + 2]P=1 tht—l (8)

Where: i=1,2,...,9, J=1,2,....p, &g > 0, &; = 0, §; = 0 and Yo+ Z]P:l Bj<1.
In this model, pi_q is the conditional mean of R, at time t, h, is the conditional variance
at time t and ();_4 is the all useful information set at time t-1.

The GARCH(1,1) model can be written as following:

Tit = Co+ CiTie—1 + € € el¥Yio1 = i, Zir, 2 . ~Skewed — t(z;In;, A;) 9)
ei:~N(0,hf,) (10)
hiz,t =W+ aeiz,t—l + Bhit—1 (11)

Where: w; >0, @, f = 0and,a + f < 1.
The error term e;; is assumed to be skewed-t distribution which can be used to describe
the possibly asymmetric and heavy tail characteristics of each variable. Following

Hansen(1994), the density function is

( 1 (Bzea\2\ TTD/2 A
BC<1+E(1—A)) 'Z<_E

skewed — t(zIn, 1) =

-(m+1)/2
1 (Bz+4A\? A
BC(”;(H)) 227y
The value of A, B and C are defined as following:
A=4 77__2351 212 — A2 EM 1
ACn_l , + 21 and C e YTy (13)

Where: A and 1 are the asymmetry and kurtosis parameters, separately. Those are
restricted to be -1<A <1 and 2<n<ce, When A = 0, it will turn to the Student —t distribution. If

A = 0 and n diverge to infinite, it will be the normal distribution.
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3.3.2 Elliptical copulas

Because the Copula function is always used in discussing the problems between many
variables, it called dependence function (Deheuvels, 1978). Sklar (1959), proposed Copula
theory who pointed that one unit distribution can be analyzed to n marginal distribution and one
Copula function. In general, since the number of parameters can be large, two step methods
are usually employed. On the other hand, two stage estimators provide computational
tractability in the expense of loss of full efficiency. At the first step, the marginal parameters are
estimated by optimizing the marginal log likelihoods, independently of each other. The Copula

parameters are estimate by optimizing the corresponding copula log likelihood at the second

step.
The marginal log likelihood function:
mL(©G; x) = Nfq Xoq 10g(F; (x1,6; 0:)) (14)
The Copula log-likelihood function:
cLO;u, D) = log(c(Fy (X1,t); o By (xp,t); 0) (15)

Where contains the marginal parameters are @ = (@, ..., (Dp) and the copula
parameters are 6.
Therefore, the log likelihoods of two elliptical copula, the Guassian and Student-t Copula

are given by:

Le(Ryup) = =31, (logI Rl + ef(R™1 — D)et) (16)
LSt(RI dldut) = 4
) 5D dipar elR~Tet T
—Tlog & —pTlog T%) - thzllog (1 + T) — Di=1logI Rl +
d+1

—Lt=1 Xi=g log(1 + ;) (17)

Where: the vector €; is the vector of the transformed standardized residuals which
depend on the copula specification. For the Gaussian Copula, the vector €, is defined as:
er = (@ (ure) - d 7 (upe) ). which ¢~! is the inverse univariate standard normal
distribution. For the Student-t Copula, it defined analogously as: €; = (tgl(ullt), s tgl(up,t)),
which t;! is the inverse student’s t distribution with d degrees of freedom. Both likelihood R
denotes the correlation matrix of €;.

The DCC(1.1) model of Engle(2002)was defined that the degree of freedom parameter is static
for the Student-t Copula and the correlation R; evolves through time.

Q=0—-a—-p)Q+ae_1-€_1+B Qi (18)

Re = Qr'Q.Qc (19)
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Where: Q is sample covariance of €t Qt is a square pXp matrix with zeros as off-diagonal
elements and diagonal element the square root of those of Q.. The parameter constraints for
the DCC are the same as for the univariate GARCH (1,1) models.

a+pB<1,a/p€(01) (20)
3.3.3 Archimedean copula

In general, the Copulas of Gumbel and Clayton are commonly employed in the financial
studies. Because the Gumbel copula is limited to the description of a positive dependence
structure, this paper will use the Clayton copula, which possesses similar properties with the
Gumbel copula, but it does not have a positive dependence restriction. The log likelihood of
Clayton Copula is given by:

Leiayton(d;ue) = Xioq10g((1 + d) (uge = uze) 7 "4 (usf + uzf — 1)_2_% (21)

With d = % where T is the Kendall's tau and u; = (U - Uyy).

The equation for the Clayton Copula in Patton (2006) defined the evolution of
dependency parameter as following:

Te =AW+ BT +a-lug ey —uzeil) (22)

Where: /A denotees the logistic transformation: A(x) = (1 + e *)~1 in order to keep the
parameters of Clayton copula in (0,1).

For the multivariate Copula model, it should be defined the model that when it is be fitted
to a multivariate (p>2) data set that consist of iid uniform U(0,1) margins. Therefore, a filtration
of the data set often through a GARCH model will extract the iid residuals from the raw data
and transform them to uniform. The multivariate Copula is the decomposition to a product of
bivariate Copula in a form of a nested set of p-1 trees. The first tree consists of p-1 bivariate
Copula and the second tree consists of p-2 Copula and so on. The corresponding multivariate
Copula log likelihood is the sum of these (p(P-1))/2 bivariate log likelihoods. This paper wi
follow the suggestion from Aas et al., (2009) that one should estimate the copula parameters
with the multi step method first and then use these estimates as starting values for the one step
method. The multivariate Copula tree is written as following:

C(F(X4),..., F(X5))=

C12:C13°C14°Cys Tree1

C23| 1" C24| 1° C25| 1 Tree2
Cas| 127 Caq| 12 Tree3
Cas| 123 Treed
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For parameter estimation method, it uses the inference functions for margins (IFM) or
calls two-stage estimation method to estimate parameter of copula-based GARCH modes. Joe
(1997) showed that this estimator was closed to the maximum likelihood estimator and
asymptotic efficiency to it. Therefore, the IFM will employ to compute the estimator efficiently
without losing the realist information.

Let O, be the parameter of marginal distribution of price, ©, be the parameters of
marginal distributions of four variables, which are Qil, Dollar, TempD and Rain, separately, and
0. be the parameters be the parameters in the Copula function C; .

The likelihood function of ©® =(0, , Oy, 0y) is as following:

Lpy(0) = Ly(©p ) + Ly(8,) + Lc(8,) (24)

For the first stage, it will estimate the parameter of marginal distributions by the
maximum likelihood method, separately,

Op = argmax Y-, 10g gy, ¢ (1p,c| -1 0p ) (25)

0, = argmax Yi_; l0g gy, (1y,!|¥e—1; 0,) (26)

For the second stage, given the marginal estimates obtained above, the dependence
parameters are estimated by

0, = argmax Y{_1 logC,(upyr, Uy, 0, 0,;0,) (27)

Where: u,; = (1, :1W;—1,0,) and u, ¢ = (1,¢%¢—1, 0,).

4. Empirical Results
For the ADF test, the results show that all series data are stationary in Table 2, which

the estimated value of 8 and the t-statistics of all returns are significantly at the 1% level.

Table 2 ADF Test of Unit Roots in Returns

Returns Coefficient t-statistic
AFET -0.9039 -22.3211
SICOM -0.8337 -20.7700
TOCOM -1.1827 -29.5608
Crude -0.9836 -24.1767
Gas -1.0711 -26.4310

The Table 3 shows the descriptive statistics of variables of this paper. The standard
deviation of AFET is higher than SICOOM, TOCOM, CRUDE and GAS. The skewness of
SICOM, TOCOM, CRUDE and GAS are negative, so that they significantly skewed to the left.

For the excess kurtosis statistics, all of variables in this paper are positive, thereby indicating
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that the distributions of returns have larger, thicker tails than the normal distribution. Similarly,
therefore, the assumption of skewed-t is more appropriate in this paper.

Table 3 Summary statistics

AFET SICOM TOCOM CRUDE GAS
Mean 0.0007 0.0008 0.0006 0.0003 0.0004
SD 0.0743 0.0163 0.0280 0.0247 0.0236
Skewness 0.2060 -0.5837 -0.6337 -0.1467 -0.0645
Kurtosis 679.9909 9.2110 8.2884 4.6793 4.8328
Max 2.0265 0.0990 0.1439 0.1153 0.1067
Min -2.0143 -0.0163 -0.1877 -0.1272 -0.1211
JB 30707227.0000 2675.9610 1981.4350 194.71562 226.1842

As mentioned, this paper hopes to analyze the volatility of rubber futures returns in
AFET from two different rubber futures market and two kinds of oil futures product in TOCOM
using Copula-based GARCH models. Table 4 presents the estimated results for Copula-based
GARCH models with feedback trading activities. Panel A shows the parameter estimates of
marginal distributions with the GARCH model. The parameters in the mean equation are
autocorrelations of returns. The constant components of the autocorrelation w», are significant
for AFET and TOCOM, and non-significant for SICOM, CRUDE, and GAS. In addition, the
parameter [ is statistically positive and statistically significant for all variables. The asymmetry
parameters A are significant and negative for TOCOM, but non-significant for AFET, SICOM,
CRUDE, and GAS, revealing the skew of TOCOM to the left. Panels B and C report the
parameter estimates for different Copula functions, namely, Gaussian Copula and Student-t
Copula. In terms of the values of AIC and BIC, the Student-t dependence structure has better
explanatory ability than the Gaussian dependence structure between AFET and two variables,
SICOM and TOCOM, but the Gaussian dependence has better explanatory ability between
AFET and the other variables. The result shows that the autoregressive parameter B is
significantly positive between AFET and all variables in this paper, implying persistence with
regard to the dependence structure between rubber futures returns in AFET and four variables
in the paper. B is positive; thus, if the returns in SICOM, TOCOM, CRUDE, or GAS are
positive, then the return of AFET will also be positive. On the other hand, 3 is less than 0.5
between AFET and Gas and higher than 0.9 between AFET and the others. For the multivariate
Copula model, all parameters between AFET and other variables are significant, as presented

in Table 5.
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AFET SICOM TOCOM GAS CRUDE
Panel A: Estimation of marginal
Co 0.0006 0.0010 0.0009 0.0008 0.0007
(1.7012) (3.5563) (1.4709) (1.6193) (1.1665)
C, 0.0044 01218 -0.1814 -0.0441 -0.0185
(0.2398) (4.7667) (-7.2297) (-1.4796) (-0.6478)
) 0.0000" 0.0000 0.0000" 0.0000 0.0000
(2.1473) (1.8480) (2.3198) (1.5947) (1.7927)
a 0.3267 0.1161 0.0629 0.0429 0.0497
(8.9666) (7.3630) (4.3210) (3.4918) (4.2073)
B 0.6733 0.8839 0.9137 0.9469 0.9387
(17.5159) (53.8789) (42.7052) (57.8226) (57.1815)
v 52562 4.8990 6.3875 10.9274 11.9330
(4.2369) (8.1505) (6.5227) (4.0208) (3.6536)
A -0.0311 -0.0385 -0.1193 -0.0097 -0.0513
(-1.4901) (-1.6209) (-3.8965) (-0.5336) (-1.7480)
Panel B: Estimation of Gaussian dependence structure for AFET
a 0.0517 0.0483 0.0451 0.0092
(2.0182) (1.5480) (1.7362) (1.9521)
B 0.3773 09311 0.4495 0.9810
(0.7122) (17.9143) (2.6075) (93.3557)
In(L) 608.566 165.645 50.038 63.530
AIC 1213.1327 -327.2891 -96.0761 -123.0607
BIC -1202.3672 -316.5236 -85.3106 -112.2953
Panel C: Estimation of student-t dependence structure
v 15.5083 16.0426 155.4639 196.5094
(5.0382) (3.3401) (1.3597) (2.3069)
a 0.0297 0.0510 0.0454 0.0093
(2.7793) (1.6972) (1.7540) (1.7275)
B 0.9370 0.9327 0.4505 0.9809
(45.5626) (20.2403) (2.5750) (87.3008)
In(L) 643.316 171.078 50.108 63.329
AIC - 1280.6328 -336.1566 -94.2170 -120.6583
BIC -1264.4846 -320.0083 -78.0688 -104.5100
Panel D: Estimation of Clayton dependence structure
) 0.4587 0.2085 1.3972° -2.1924
(2.8738) (2.4405) (-2.1465) (-0.2894)
a -0.8867 -1.6588 -1.0479 -1.0299
(-1.5052) (-2.5314) (-1.2427) (-0.3321)
B -0.2362 0.8483 0.0436 -0.4690
(-1.0799) (15.0932) (0.1174) (-0.1190)
In(L) 494.402 129.631 34.481 40.300
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AIC -982.8048 -253.2611 -62.9620 -74.6008
BIC -966.6565 -237.1128 -46.3138 -58.4525

*kk

Notes: * indicates statistical significance at the 10% level; ** indicates statistical significance at the 5% level; indicates

statistical significance at the 1% level.

Table 5 Estimation result of multivariate Copula based GARCH models

Multivariate Copula model(Claton)

Ci 04210

(22.7427)

Cis 0.1800

(9.3480)

Cia 0.0644

(4.0488)

Cis 0.0752

(4.5182)

Cof - 0.0735

(4.7362)

Co| - 0.0285

(2.6734)

Cus - 0.0382

(3.0658)

Cad| 12 0.0655

(4.9096)

Cas| 12 0.0401

(2.9831)

Cas| 125 0.3337

(19.7358)

In(L) 1000.582
AlC -1981.1640
BIC -1927.3365

Notes: * indicates statistical significance at the 10% level;
** indicates statistical significance at the 5% level;

*** indicates statistical significance at the 1% level.

5. Concluding Remarks

This paper estimated the conditional volatility, covariance, and correlations volatility of rubber
futures using the Copula-based GARCH model. Empirical results showed that the Gaussian
dependence has better explanatory ability than the Student-t dependence structure and the
persistence pertaining to the dependence structure between rubber futures returns in AFET and
rubber futures returns in others (i.e., SICOM and TOCOM). The Student-t dependence has
better explanatory ability than the Gaussian dependence structure and the persistence
pertaining to the dependence structure between rubber futures returns in AFET and oil futures
returns in the others (i.e., crude oil futures returns and gas oil futures returns in TOCOM). The

results also imply that the rubber futures returns in AFET will follow the rubber futures returns in
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TOCOM, the rubber futures returns in SICOM, the crude oil futures returns in TOCOM, or the
gas oil futures returns in TOCOM in the same manner. Higher relationships are observed
between AFET and the two other rubber futures markets because they are trading the same
product. The price volatility of synthetic rubber is close to the price of crude oil, indicating
higher relationships between AFET and CRUDE. The multivariate Copula model demonstrates
that all variables discussed in this paper can affect the rubber futures returns in AFET. For the
Coefficients not only in the multivariate Copula, but also in the Gaussian dependence and
student-t dependence structure in bivariate Copula are positive. It means that the volatility of
futures return in AFET follows those four kinds of futures return in SICOM and TOCOM.
Because AFET is a new futures market comparing with SICOM and TOCOM, the volatility of
futures price in AFET will follow those two futures market.

Agriculture is Thailand’s most important sector. Farmers have an essential role in the
Thai economy, and they represent a large sector of the population. Thus, the national
government should take care of them. Given their low income, farmers may not have enough
money to invest in commodity futures markets. After examining the relationship between rubber
futures returns and four variables, this paper proposes that the Thai government should
contribute to the hedge mutual funds that are invested in rubber futures in AFET following the
volatility of rubber futures of TOCOM, the rubber futures of SICOM, the crude oil futures of
TOCOM, and the gas oil futures of TOCOM. By doing so, the government can gather the funds
from farmers to invest in each commodities futures market. Sufficient funds will enable Thai

farmers to better hedge their bets in the futures market.
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Abstract

Thailand is a leading producer and exporter of rubber in the world market. The interdependencies
and volatility of Thai rubber price return with climatic factors (precipitation and temperature),
exchange rate, and crude oil market returns are determined in this paper. Vector autoregressive
moving average process with generalized autoregressive conditional heteroscedasticity (VARMA-
GARCH), VARMA with generalized autoregressive conditional heteroscedasticity (VARMA-
AGARCH), and copula-based GARCH models were employed for the analyses. The results
demonstrated the interdependencies of Thai rubber price return with dollar and crude oil returns
as well as with crude oil return and climatic factors in the VARMA-AGARCH and the copula-
based GARCH models, respectively. We conclude that the volatility of Thai rubber price return is
linked with volatility in the exchange rate and crude oil markets as well as climatic factors. Thus,
stakeholders in the rubber industry should consider movements in those markets when
forecasting Thai rubber price returns. Using a set of robust approaches is also recommended to
obtain a complete picture of the volatilities and interdependencies of the asset markets.

Keywords: Thai rubber spot price return, climatic factors, crude oil index return, dollar index

return, VARMA-GARCH, VARMA-AGARCH model, Copula-based GARCH model.

1. Introduction

The rubber industry is one of the most important industries in Thailand. The total area
occupied by the industry devoted to rubber is 219,933 hectares; in 2007, the industry also
recorded an annual output of 3.056 million tons in 2007 (Office of the Rubber Replanting Aid
Fund, 2008). Apart from Thailand, Malaysia and Indonesia are also considered major producers
and exporters of rubber. The total rubber output of these three countries reached 8.32 million
tons in 2007, accounting for 94% of the total world market (Office of the Rubber Replanting Aid
Fund, 2008).

Rubber trees thrive in tropical climates with high temperature (e.g., 26 °C to 32 °C) and
rainfall with average precipitation of 2000 mm or more. In the Southeast Asian region, rubber
output varies according to the season: (a) output reduction is highest during the high dry period
(February to April); (b) highest output is achievable during the monsoon period (May to June),
(c) output is reduced to some extent during the mild dry period (August to October), and (d) an
increase in output occurs during the high monsoon period (November to January).

Recently, crude rubber output has increased due to the assistance program launched by

the Thai government, which aimed to provide better options and varieties to farmers. Heavy
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monsoon in Thailand normally causes an annual increase in rubber output during the third and
the fourth quarters, particularly in the southern regions that comprise the largest area of
domestic rubber production. During the same period, rubber prices tend to decline due to the
increase in supply.

In December 2008, the domestic price of rubber fell rapidly to only 43 baht per kg in 20
days. Originally, the purchase price of fresh rubber and the production cost were 70 baht and
about 27 baht per kg, respectively. Thus, the total production cost of each kilogram of
processed rubber should have been almost 97 baht. These figures indicated that farmers
suffered a maximum loss of about 54 baht per kg of processed rubber.

Meanwhile, due to the economic recession in the USA, the Cooperative of the Thailand
Rubber Farmers urged exporters to focus on China as a potential market for exporting rubber.
The Thai Ministry of Agriculture also intervened by extending the repayment duration of rubber
loans. When rubber prices fall, most farmers abandon rubber planting and begin planting other
crops. Thus, the Rubber Association of Thailand stopped rubber production for six months to
allow rubber prices to rise again. The boom in synthetic rubber likewise caused an increasing
number of rubber gardens in Thailand to disappear over the past decade.

Given the aforementioned scenario, accurately forecasting the future prices of Thai
rubber can safeguard farmers and maintain the competitiveness of Thailand's important export
item. Given that rubber is an important industrial product, price fluctuations may be attributable
to fluctuations in its production as well as in price fluctuations in this era of globalization.
Specifically, industrial commodities traded in the world market are not immune from other
important market indices, particularly exchange market and crude oil market returns.
Furthermore, climatic conditions in the producing country may play an important role in rubber
price fluctuations. Such fluctuations cannot take place in isolation.

With this background, the current study used three robust methods to examine the
relationships of Thai rubber price volatility with climatic factors (e.g., precipitation and
temperature), the US dollar exchange market, and the crude oil market. The models applied
included the copula-Based generalized autoregressive conditional heteroscedasticity (GARCH),
vector autoregressive moving average with GARCH (VARMA-GARCH), and VARMA with
asymmetric AGARCH (VARMA-AGARCH) models.

The paper is organized as follows. Section 2 reviews relevant literature on modeling
volatility in markets. Section 3 presents the methodology and the data. Section 4 presents the

estimated results. Section 5 presents the conclusion.
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2. Review of the literature

Measuring volatility is most common in the financial market, where researchers examine
interrelationships among different stock markets, because movements in prices in these
markets are not immune from each other due to the globalized nature of trading. For example,
Eun and Shim (1989) report that the stock market in the USA is the main source of
international transmission of volatility that can, in turn, affect foreign stock markets. However,
foreign stock market variations cannot explain variations within the US stock market, implying a
unidirectional effect. Theodossiou and Lee (1993) prove that the US stock market has positive
transmission effects on stock markets in the UK, Germany, Canada, and Japan. Kearney
(2000) also notes that the variation in most stock markets in the world is derived from stock
market variations in the USA and Japan, which are then transferred to Europe. Kasih (2001)
argues that whether long-term or short-term, the stock markets in the USA, UK, and Japan are
the leaders in the world, accounting for 75% of the total global capital traded.

With respect to volatility in the exchange rate market, Hooper and Kohangen (1978)
note that changes in the margin of the exchange rate changes give way to changes in the
relative price of the international product. DeGrauwe (1988), meanwhile, notes that the
exchange rate risk produces substitution and income effects on the product markets, that is,
exports tend to increase if the margin of exchange rate change is volatile. Doroodian (1999)
concludes that fluctuation in exchange rates exert overall negative effects in international trade
for developing countries.

Few studies also illustrate the importance of adaptation to climatic factors (e.g., Kaiser
et al., 1993; Mendelsohn et al., 1994) to explain volatility in product markets. For example,
Kaiser et al. (1993) simulate the effect of climatic factors on product market. However, their
model is based on selecting an individual representative farm and simulating its returns without
considering aggregation or the market-level impact of adaptation to climate change.
Mendelsohn et al. (1994) examine changes in land values as well as farmers' revenues using
county-level data that incorporate adaptations to climate, as reflected in current production
practices. Although their study demonstrates the nature of adaptations to climatic variables, the
results do not address potential changes in prices.

The aforementioned studies used simple regression frameworks to examine volatilities
in the markets and/or climate change. However, they did not analyze the interdependencies of
volatilities across different markets or assets nor accommodate the asymmetric behavior of

these markets.
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In order to incorporate interdependencies of volatilities across different markets or
assets, Ling and McAleer (2003) proposed a VARMA specification of the conditional mean and

the following GARCH specification for the conditional variance:

SML)(Yr — ) = ¥(L)& (1)
& = Dene (2)
He = w + Xi-1 A&k + Xi=1 By 3)
where Ht = (hltl '"rhmt),! Dt = dlag(hll,{z)’ q)(L) = Im - (l)lL -t (l)Pva (IJ(L) =
Iy —¥,L — -+ — ¥, L9 are polynomials in L, Ne = (M1t o, Mime)”» & = (edp ..., €4p) 1and w

Ay for [=1,...,r and B3, for [=1,...,s are m X m matrices, and represent the ARCH and GARCH
effects, respectively. Spillover effects are given in the conditional volatility for each market or
asset in the portfolio, specifically where A;and f3; are not diagonal matrix.

As in the univariate GARCH model, VARMA-GARCH model assumes that positive and
negative shocks of equal magnitude have identical impacts on the conditional variance. In order
to separate the asymmetric impacts of the positive and negative shocks, McAleer et al., (2009)

proposed the VARMA-AGARCH specification for the conditional variance:

He = 0+ Xi_1 Axéey + Zi=1 QI (Me-))Ep—y + Xi=q BiHe— 4)
Where C; are m X m matrices for I=1,...,r and I; = diag(ly, ..., It ), SO that
0,&,.,>0
I= { fot (5)
1'£k,t <0

where if m=1, it reduces to the asymmetric univariate GARCH or GJR. If C; = 0 for all [
it reduces to VARMA-GARCH. If C; = 0 for all [, with A;and B; being diagonal metrices for all [
and 1, then VARMA-AGARCH reduces to constant conditional correlation (CCC) model.

Nianussornkul et al. (2009a) note that the application of the VARMA-GARCH and
VARMA-AGARCH models shows significant volatility spillovers from one market to another.
They showed significant volatility spillover effects from the Singapore market to other markets,
and demonstrated that hedging or speculation in other markets should be considered when the
volatility in the Singapore bond market is changing. They also showed that as in the case of the
univariate model, asymmetry in the VARMA-AGARCH model also exists for the Indonesian and
Philippine bonds; thus, the asymmetric model estimation is superior to its symmetric counterpart
for these two countries. Similarly, Ninanussornkul et al. (2009b) use four models to examine
volatilities in the crude oil and precious metals markets (i.e., gold and silver). The results of
asymmetric effects are significant in Brent and gold markets in the GJR and EGARCH
(exponential GARCH) models, indicating that positive and negative shocks with equal

magnitude have different impacts on conditional volatility. also use rolling windows to examine
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the time-varying conditional correlations of standardized shocks using VARMA-GARCH and
VARMA-AGRACH models. Their results suggested that the assumption of constant conditional
correlations is too restrictive and that the correlations of all pairs of assets are clearly time-
varying, especially after 2002 (Ninanussornkul et al., 2009b).

Chang et al. (2009 and 2010) use constant conditional correlation (CCC), dynamic
conditional correlation (DCC), VARMA-GARCH, and VARMA-AGARCH in different oil markets.
Their estimates of volatility spillovers and asymmetric effects for negative and positive shocks
on conditional variance suggested that VARMA-GARCH is superior to the VARMA-AGARCH
model, and that VARMA-AGARCH is more suitable for examining only positive shocks on the
conditional variances.

From the above literature review we can see that VARMA-AGARCH performs better than
VARMA-GARCH models in forecasting volatilities across different markets or assets.

Finally, various studies apply copula methods to analyze correlations across markets and
financial assets. Roncalli (2001) proposes a portfolio, which includes five financial assets in the
London Metal Exchange. He used Gaussian copula and Student's copula to analyze the
correlation between financial assets demonstrating significant difference in correlation
coefficients. Hu (2002) uses the copula model to analyze the correlation between stock market
and bond market, noting that the correlation is better in a bear market than in a bull market.
Bartram et al. (2004) applies the Gaussian copula function to the GJR-GARCH-t model to
estimate the correction effect of lead in Euro currency among the stock markets of 17 European
countries. They proved that the correlation increased only in large-scale capital markets,
namely, those of France, Germany, Italy, the Netherlands and Spain, after a change in common
customs tariff. Patton (2006), meanwhile, uses the copula function to build a bivariate copula
model between the exchange rate of German mark and Japanese yen, then compared it with
the Baba-Engle-Kraft-Kroner (BEKK) model. The result shows that the copula model can better
explain the correlation between financial markets than the BEKK. They concluded that when the
exchange rate of German mark and Japanese yen depreciates, the correlation becomes higher
than when exchange rates appreciate.

Meng et al. (2004) examine the relationships of the futures markets, such as the
soybean futures market in Dalian, USA and Japan, using the dollar/yen exchange rate as an
example. Their results suggest that there is a strong dependence between different futures
markets.

The aforementioned studies make it clear that the volatility of a specific asset in a

market, in relation to other markets, must be examined because there is always evidence of
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dependencies in the movement of different markets affecting each other either positively or
negatively. Hence, our modeling framework for the current study attempts to incorporate the
interdependencies of Thai rubber price returns with other important markets (i.e., US dollar
exchange rate and crude oil market) as well as climatic factors (i.e., precipitation and
temperature).

3. Methodology

3.1 Data variables and selection criteria

Natural rubbers are classified into five levels (from RSS1 to RSS5). Although the highest
level is RSS1, the main one is RSS3, which is traded in the spot and futures markets in the
world. Thai natural rubber has been traded in the Agricultural Futures Exchange of Thailand
(AFET) since May 28, 2004.

Given that Thailand trade depends highly on the USA and Japan, the exchange rate of
Thai baht is a crucial factor. Other uncontrollable elements, such as tsunamis, floods and
political environments, also have a direct effect on the exchange. Therefore, the US dollar/Thai
baht index was chosen as the first variable.

The second variable chosen was the crude oil price. Two kinds of crude oil are traded in
the futures market in Asia; these are traded exclusively by the Tokyo Commodity Exchange
(TOCOM).

This study used daily data from May 28, 2004 to Dec 31, 2010, i.e., a total of 1,581
observations to match the first trading day of AFET for Thai rubber. This study aims to
determine the relationships among exchange rate, crude oil, and Thai rubber. Therefore, crude
oil traded in TOCOM was selected.

Finally, the growth in rubber output is closely related to seasonality. Due to the fact that
temperature and precipitation are important factors in natural rubber output (as mentioned in
the introduction), the variables representing the production environment of rubber were
included. Thus, climatic data from 25 locations with high rubber outputs were chosen.

The complete set of variables assumed to be related to volatility in Thai rubber prices

used in the study is presented in Table 1.
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Table 1. Variables used in the study

Variables Unit Names

Rubber Baht Export Price of Thai natural rubber

price

US dollar Index number US dollar index at close — Trade weighted

Crude oil Index number Crude oil index in TOCOM

TempD Celcius Difference between todays temperature from yesterday, 1581

observations, which is made up of average temperatures by top 25
rubber producing areas in Thailand. These are: Burirum, Chanthaburi,
Chon buri, Chumphon, Krabi, Nakhon Thammarat, Narathiwat, Nong
Khai, Pattani, Phangnga, Phattaluang, Phetchabun, Phitsanulok, Ranong,
Rayong, Sakon Nakhon, Satun, Si Sa Ket, Songkhla, Surat Thani, Trad,
Trang, Udon Ratchathuni, Udon Thani and Yalain.

Rainfall mm Average precipitation per day, 1581 observations, where the average

precipitation is from the top 25 rubber producing areas named above.

3.2 Stationarity and summary statistics of the variables
The returns of asset i, which are price, dollar and oil at time t are calculated as follows:
Ry = log() 6)
were P; . and P;;_; are the closing prices of asset i for days t and t-1, separately.
The stationarity of all data series are tested by using the Augmented Dickey-Fuller
(ADF) test, which is given by:
Ay, = a+ Bt + 0y, + X OAye_ 1 + & (7)
For temperature, we used the difference of average temperature in this study, which is
given by:
TempD= Temp — Temp(-1) (8)
The null hypothesis is & = 0 which, if not rejected, means that the series y; is not
stationary. The results shows that all series data are stationary in Table 2, as the estimated
value of 8 of all the returns are significantly less than zero at the 1% level.

Table 2: ADF Test of Unit Roots

Variables Coefficient t-statistic
Rubber price -0.6285 -16.2503
US dollar -1.0700 -25.7667
Crude Oil -1.0224 -24.5450
TempD -1.0109 -24.2884

Rainfall -0.4068 -8.6020
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Table 3 shows the descriptive statistics of the variables. The standard deviation of
rubber price return is higher than those of the oil index and dollar index returns. The skewness
of Price, Dollar, Oil, and TempD are negative, so they are significantly skewed to the left. For
the excess kurtosis statistics, all of the variables in this study are positive, indicating that the
distribution of returns has larger, thicker tails than the normal distribution. Therefore, the
assumption of skewed-t is more appropriate in this study.

Table 3: Summary statistics of the volatility of the data

Rubber price US dollar Crude oil TempD Rainfall
Mean 0.0006 -7.02E-05 0.0003 -0.0033 5.9165
SD 0.0133 0.0057 0.0251 0.6099 6.1759
Skewness -1.0245 -0.0815 -0.1803 -0.1234 2.7080
Kurtosis 22.4839 5.1712 4.8619 7.3715 21.0084
Max 0.1238 0.0252 0.1153 3.3212 72.4000
Min -0.1414 -0.0306 -0.1272 -2.7960 0.0000
JB 25284.2300 312.3000 236.9238 464.0900 23310.3400

Note: For Rubber price, US dollar, and Crude oil, the data type is the volatility data. It
measures the differences in the indices between today and yesterday. The values for each
observation could be either +ve or —ve. Overall, the mean of these variables are close to 0. The
data of TempD is close to 0 because it is the difference between today’s average temperature
from yesterday.
3.3 Econometric models
3.3.1 VARMA-GARCH model

We apply VARMA-GARCH model to analyze the data proposed by Ling and McAleer
(2003) and VARMA-AGARCH model proposed by McAleer et al., (2009). The effect of

fluctuation cannot be distinguished individually very clearly in the traditional multivariate GARCH

model.
The VARMA-GARCH model is expressed as:
Ye = E(YilFeoy) + & 9)
& = Dt (10)
Hi =0 +Xj_; aj& -5 + Xj=1 BijHi e (11)
And VARMA-AGARCH model is in following:
Hi = + Xjoq o8 + Xjmg Cyjlijeie—j + Xj=1 BijHie— (12)
_ _ L 1/2 1.1/2 1/2
Where H; = (hyy, hyt, oo, hine), e = M1 M26 - Nme)» D = dlag(h1t Jhos, o hyly

For this study, the full model is in following:

At = Yao + Ya1Ai-1 + YazBi-1 + ¥a3Ci—1 + YaaDio1 + vasEi—1 + €ar (13)
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(2] 19202 ~N(O, HY (14)
Where A is the export price of natural rubber in Thailand, B is the futures price of crude oil in
TOCOM, C is the dollar index, D is the difference of average temperature with yesterday, E is
the average precipitation and £ is error term.

We use normal distribution and MLE (Maximization Likelihood Estimation) procedure to
estimate the parameters of this model.

0 = argmin ¥, (loglQ.| + £/Q &) (15)

Where 6 is the vector of parameters to be estimated on the conditional log-likelihood
function, and |Qt| is the determinant of Q;, the conditional covariance matrix.

3.3.2 GARCH model
Bollerslev (1986) proposed the GARCH model which put conditional variance of lags in

to ARCH model and make it general. The GARCH model is given by:

Re = pe-1 + & (16)
&¢|Qe—1~N(0, hy) (17)
Hy = ap + O(1"’3%—1 + B1he—y (18)

When ay > 0,0, =20 ,3; =0and a; + 3; <1, the GARCH model is stable.
GARCH (p,q) model can be describes as follows:

Rt = Heoq + & (19)
E¢[Q¢—1~N(0,hy) (20)
he = ap + XL, ety + X5, Bjhey (21)

Where i=1,2,....q, J=1,2,...p, &g > 0, 2 0, Bj = 0and L oy + X7 B; < 1.
In this model, |_1 is the conditional mean of R, at time t, ht is the conditional variance
and Q;_; is the all useful information set at time t-1.

The GARCH (1,1) model can be described as follows:

Tit = Co+ CiTie—1 + €, € el¥Yio1 = Nip, Zip, 2 . ~Skewed — t(z;In;, A;) (22)
el,t""N(O; hlz‘t) (23)
hir = wie + aefi_q + Bhiey (24)

Where w; ;>0 ,a,f =0and ,a+ f <1.
The error term e; ; is assumed to be skewed-t distribution which can be used to describe
the possibly asymmetric and heavy tail characteristics of each variable.

Following Hansen (1994), the density function is

2\~(m+1)/2
(e 5(5))  2<g
skewed — t(zIn, 1) = e —(41)/2 (25)
BC(1+L(BZ+A)) 2> -4
n-2\1-2 B
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The value of A, B and C are defined in following:

AE4ACZ—j,BEl+ZAZ—A2andCE\/% (26)
Where A and 1 are the asymmetry and kurtosis parameters, separately. Those are restricted to
be -1< A <1 and 2< <2, When A = 0, it will turn to the Student —t distribution. If A = 0 and 7
diverge to infinite, it will be the normal distribution.
3.3.3 Elliptical Copula

The copula function is used in discussing problems between many variables, and is

also called the dependence function (Deheuvels, 1978). Sklar (1959) advances the copula
theory, pointing out that one unit distribution can be analyzed to n marginal distribution and one
copula function. Given that the number of parameters can be large, two-step methods are
generally employed. Thus, in this paper, the marginal parameters were first estimated by
optimizing the marginal log likelihoods independently of each other. Second, the copula

parameters were estimated by optimizing the corresponding copula log likelihood at the second

step.
The marginal log likelihoods function:
mL©; x) = Bizy X1 10g(Fi(x1,: 8:)) (27)
The copula log-likelihood function:
cL(@;u,d) = log(c(F; (x1,t)» s By (xp,t); 0) (28)
Therefore, the log likelihoods of two elliptical copula, the Gaussian and Student-t copula
are given by:
Lo(R;ue) = =3 Eia(logI Rl + €, (R™ = De") (29)
LSt(R’;l(I‘E’g i ré&h gy e[R™Let
—Tlog r(é) — pTl gTé) - szg;llog (1 +-t 5 ) — > loglRI +

2

d ;
P Nlilog1+3  (30)

where the vector €, is the vector of the transformed standardized residuals which
depends on the copula specification. For the Gaussian copula, the vector €; is defined as:
er = (@ (uye) - d 1 (upe) ), which ¢~! is the inverse univariate standard normal
distribution. For the Student-t copula, it defined analogously as: €; = (t;l(ullt), s t;l(uplt)),
which t;! is the inverse student's t distribution with d degrees of freedom. In both of likelihoods
R denotes the correlation matrix of €;.

The DCC (1.1) model of Engle (2002) defined that the degree of freedom parameter is
static for the Student-t copula and the correlation R evolves through time.

Q=0-a—PB)- Q+aei-€_1+B Q4 (31)

R: = Qr'Q.Q¢" (32)
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Where Q is sample covariance of €, Qt is a square pXp matrix with zeros as off-
diagonal elements and diagonal element the square root of those of Q;. The parameter
constraints for the DCC are the same as for the univariate GARCH (1,1) models.
a+pB<1,a/p € (01) (33)

4. Empirical results

The analysis of the volatility of rubber price return in relation to the volatility of oil index
and dollar index returns, as well as average temperature and average precipitation, was
undertaken using the VARMA-GARCH and VARMA-AGARCH models. Time-varying volatility
was estimated and the asymmetric effects of positive and negative shocks of equal magnitude
and volatility spillovers were tested using these models. The results of the VARMA-GARCH and
VARMA-AGARCH are presented in Table 4, and the number of volatility spillovers and
asymmetric effects are summarized in Table 5. Table 4 shows that three variables have
spillovers to the volatility of rubber price return in the VARMA-GARCH model, including volatility
of oil index return and volatility of dollar index return. For the VARMA-AGARCH model, only the
volatility of dollar return has spillover effects on the volatility of rubber price. Table 5 shows that
the volatility spillovers are not evident in the VARMA-AGARCH model. Therefore, we can
conclude that VARMA-GARCH is superior to VARMA-AGARCH in examining the volatility of
rubber price return.

Table 4: Estimates of VARMA-GARCH(1,1) and VARMA-AGARCH(1,1)

Returns of Y Oprice Uoil Qdollar OtempD Qrain r
rubber
price
VARMA- 00000 01076 00100  -0.1699 -0.0000 0.0000
GARCH 141663  4.3565 2.6135 -3.0683 -96.8093 1.1277
VARMA-  0.0000 01847 00099  -0.1090 -0.0000 -0.0000  -0.1031

AGARCH  6.0904 3.2536 3.1778 -2.3871 -16.9753 -0.0917 1.2004
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Table 4. (Continued)

Returns of Bprice Boil Bdollar BtempD Brain
rubber price

VARMA- 0.8570 -0.0055 0.4064 6.88E-07 -0.0000
GARCH 39.5998 -0.7693 3.1504 0.3306 -0.0923
VARMA- 0.8610 0.0122° 0.2412 2.59E-06 -0.0000
AGARCH 40.2522 -2.1605 2.3945 1.6428 -0.1999

Notes: (1) The two entries for each parameter are their respective estimate and Bollerslev and Woodridge (1992) robust t-
ratios.
(2) * indicates statistical significance at the 10% level; ** indicates statistical significance at the 5% level

*** indicates statistical significance at the 1% level.

Table 5: Summary of Volatility Spillovers and Asymmetric Effects

Returns Number of volatility spillovers Asymmetric effects
VARMA-GARCH VARMA-AGARCH
Rubber price 1 2 NO

Rolling windows are also used to examine time-varying conditional correlations using the
VARMA-GARCH and VARMA-AGARCH models. The rolling window size was set at 1,000 for
the dollar index and oil index as shown in Figures 1 and 2, respectively. For the VARMA-
GARCH model, the correlations of dollar index and oil index are not constant over time, so the
assumption of constant conditional correlations may be too restrictive. However, the changes in
the estimated correlations are small. Specifically, the correlation between the volatility of rubber
price return and volatility of oil index return is smaller (at around 0.1) than that between volatility
of rubber price return and the other three variables. The VARMA-AGARCH model shows similar
results to VARMA-GARCH in that the correlations vary over time.
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Figure 1: Dynamic Path of Conditional Correlations in VARMA-GARCH model
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Figure 2: Dynamic Path of Conditional Correlations in VARMA-AGARCH model
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Table 6 presents the estimated result for copula-based GARCH models with feedback
trading activities. Panel A shows the parameter estimates of marginal distributions with the
GARCH model. The parameters of greatest interest in the mean equation are the
autocorrelation of returns. The constant components of the autocorrelation w are almost non-
significant, except rubber price return. In addition, the parameter [ is positive and statistically
significant for all of the variables in this study. The asymmetry parameters A is significant and
negative for price, but non-significant for dollar, oil and rain, indicating that the rubber price is
skewed to the left. Panels B and C present the parameter estimates for different Gaussian and
Student-t copula functions. In terms of the values of AIC and BIC, the Student-t dependence
structure only exhibits better explanatory power than that of Gaussian dependence between
rubber price and temperature; however, Gaussian dependence shows better relation between
rubber price and other variables. Moreover, the autoregressive parameter f is not significant
between rubber price and dollar index, but is significant between rubber price and other
variables, implying the persistence pertaining to the dependence structure between rubber price

return with oil index return, temperature, and precipitation.



Table 6: Estimation result of copula based GARCH models
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Price Dollar Oil TempD Rain
Panel A: Estimation of marginal
Co 0.0001 -0.0002 0.0006 0.0235 0.5000
(0.5450) (-1.6246) (1.0595) (2.5059) (2.1817)
c, 0.3932 -0.0322 -0.0302 0.3348 0.5000
(11.7720) (-1.3327) (-1.1429) (10.7974) (12.0196)
w 0.0000 0.0000 0.0000 0.0000 0.0000
(3.3659) (1.3483) (1.3981) (0.0095) (0.0001)
a 0.2225 0.0336 0.0557 0.1659 0.1807
(6.2451) (4.3679) (2.9826) (5.6569) (3.5839)
B 0.7775 0.9664 0.9443 0.8341 08192
(19.4185) (162.7056) (63.6227) (23.6985) (10.7266)
v 2.8760 8.4871 8.6889 3.2429 3.3885
(21.0916) (4.5391) (4.1105) (19.8588) (5.0949)
8 -0.0580 -0.0276 -0.0504 0.0408 0.1602
(-2.1364) (-1.0794) (-1.7154) (1.9838) (0.8989)
Panel B: Estimation of Gaussian dependence structure for Price
a 0.0203 0.0373 0.0644 0.0260
(0.8943) (1.6669) (6.3721) (2.2771)
B 0.2107 0.7153 0.8834 0.8937
(0.4645) (3.4152) (42.1275) (17.8009)
In(L) 0.705 32.052 3190.197 5.099
AIC 2.5907 -60.1044 -6376.3943 -6.1978
BIC 13.3223 -49.3728 -6365.6627 4.5339
Panel C: Estimation of student-t dependence structure for Price
w 35.6467 199.4353 14.9948 195.8707
(0.6129) (57.1676) (3.4301) (1.6967)
a 0.0187 0.0375 0.0531 0.0261
(0.8354) (1.6724) (5.4367) (2.2998)
B 0.1351 07139 09111 0.8937
(0.2289) (3.4206) (44.9850) (17.8794)
In(L) 1517 32.021 3202.538 4.951
AIC 2.9652 -58.0420 -6399.0766 -3.9011
BIC 19.0627 -41.9446 -6382.9791 12.1963

Notes: * indicates statistical significance at the 10% level;
** indicates statistical significance at the 5% level;

Tk

indicates statistical significance at the 1% level.
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5. Concluding Remarks

Given that Thailand is the world's top rubber producer and exporter, the sources of price
changes must be identified to ensure that the country remains competitive in this market. Both
changes in climatic factors as well as volatilities in the exchange rate market and crude oil
market are assumed to be related to the fluctuation of Thai rubber price returns. The conditional
volatility, covariance, and correlation volatility of rubber price return have been estimated using
the VARMA-GARCH and copula-based GARCH models. The VARMA-GARCH model showed
that volatility spillovers are evident between the volatility of rubber price return and dollar index
return, while the VARMA-AGARCH model showed that the volatility spillovers are evident
between the volatility of rubber price return with the volatility of dollar index and oil index
returns. The coefficients of the volatility of dollar index return in both models are significant,
whereas only the coefficient of the volatility of oil index return in the VARMA-AGARCH model is
significant. This indicates that the volatility of dollar index return has a stronger effect on Thai
rubber price returns. Furthermore, analysis of the rolling windows shows that the correlation
between the volatility of rubber price and volatility of oil index return is smaller than the
correlation between the volatility of rubber price and other three variables. The copula-based
GARCH model shows that the Gaussian dependence has a better explanatory power than the
Student-t dependence structure. Dependencies also exist between rubber price return and oil
index return, rubber price return and average temperature, and rubber price return and
precipitation.

Based on these results, climatic factors and fluctuations in the exchange rate market and
crude oil market have significant effects on Thai rubber price returns in the world market.
Therefore, the industry should consider the volatilities in these markets as well as climatic
conditions when forecasting the future returns from exporting Thai rubber.

With regards the analysis methods, no single method can provide a complete picture of
the dependencies and interrelatedness of the various asset markets. Therefore, a set of robust
approaches, as applied here, should be used to obtain a complete picture of the complexities
associated with analyses of price volatility. We hope that the results of this study can be used
by government agencies, the Thai Rubber Association, farmers, as well as other key
stakeholders in the rubber industry.
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Abstract

In this paper we study the tail behavior of the palm oil future markets using the Extreme
Value Theory and focusing on the dependence structure between the returns on palm oil future
price in three palm oil futures markets, namely Malaysian futures markets (KLSE), Dalian
Commodity Exchange (DCE) and Singapore Exchange Derivatives Trading Limited (SGX-DT) by
using the Extreme Value Copulas. The results demonstrated that the returns on palm oil future
price among KLSE and SGX-DT have dependence in extreme, whereas the returns on palm oil
future price among KLSE and DCE, SGX-DT and DCE do not have any dependence. The results
could be beneficial for any person or company wishing to be engaged in the commerce of trading
palm oil.
Keywords: Extreme Value Theory, dependence structure, Extreme Value Copulas, Malaysian
futures markets, Dalian Commodity Exchange, Singapore Exchange Derivatives Trading

Limited, palm oil future price.
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1. Introduction

Extreme Value Theory (EVT) is a concept that is concerned with the analysis and
modeling of extreme high or low observations. The EVT distributed assumption gives the
results for the distribution of the normalized maximum of a high number of observations, or
equivalently, the distribution of exceedances of observations over a high threshold (Rakonczai
and Tajvidi, 2010). Under EVT assumptions on the underlying distribution of observations, it is
often superior to normal distribution in many situations and has been widely used in many fields
such as financial, hydrological, insurance and environmental science (Lu et al., 2008). The joint
extreme events can have some serious impact on a particular field of study; therefore it needs
to be carefully modeled. With a calculation of the probability that there is an observation
exceeding a certain benchmark, it requires knowledge of the joint distribution of maximal
heights during the forecasting period. This is a typical field of application for EVT (Gudendorf
and Segers, 2009).

Copulas method has become rapidly developed and has brought the attention in various
fields as a way to overcome the limitations of classical dependence measures as exemplified
by the linear correlation. The copulas approach is a statistical tool that is considered as the
most general margin-free description of the dependence structure of a multivariate distribution
(Segers, 2005). The fact that the theory of multivariate maxima in EVT can be expressed in
terms of copulas, its philosophy has been recently acknowledged as a form for application.
Copulas is revealed to be a very strong tool in financial risk modeling that deals with different
classes of existing risks (Cherubini et al., 2004). Scholars that have implemented the extreme
value copulas in their study includes Starica (1999) who had investigated the joint behavior of
extreme returns in a foreign exchange rate market, and Lu, Tian and Zhang (2008) who had
repeatedly taken up the foreign exchange to analyze the dependence structure between the
asset return. The results showed that three copulas are suitable to measure the joint tail risk
and tail dependence for markets data. In addition, Longin and Solnik (2001) used EVT to study
the dependence structure of international equity markets characterized. An application to the
Society of Actuaries medical large claims that the data, in terms of insurance through extreme-
value copulas, is the topic of the monograph by Cebrian, Denuit and Lambert (2003)

Palm oil is one of the most important energy-crop in the world (USDA, 2011), its
implication as an energy crop is due to being a highly efficient and high yielding source of food
and fuel. Palm oil is produced entirely in developing countries. Southeast Asian countries are
the largest producing region; palm oil was produced 13.01 million tons in 1992, which increased

to 50.26 million tons in 2011, a 286% increase in 19 years (USDA, 2011). Malaysia is one of
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the world’s biggest palm oil producers. The factors involved in setting palm oil prices are quite
interesting. According to the relevance of Malaysia’'s palm oil price to the Chinese and
Singapore markets, it is important to examine the relationship between the Malaysian futures
markets (KLSE) and two palm oil futures markets, namely Dalian Commodity Exchange (DCE)
and Singapore Exchange Derivatives Trading Limited (SGX-DT). In this paper, we will deal
with the tail behavior of the palm oil future markets using the EVT and focusing on the
dependence structure between the returns on palm oil future price in three palm oil futures
markets, namely KLSE, DCE and SGX-DT by using the extreme value copulas.

The remainder of the paper is organized as followed: Section 2 presents the univariate
EVT and Generalized Extreme Value (GEV) distribution, Section 3 reviews the concept of
copulas and extreme value copulas. Section 4 explains the data used in the empirical analysis,
Section 5 discusses the empirical results, and finally Section 6 offers a conclusion.
2. Univariate EVT and GEV distribution

The main idea of Extreme Value Theory (EVT) is the concept of modeling and
measuring extreme events which occur with a very small probability (Brodin and Kluppelberg,
2008). It provides methods for quantifying such events and their consequences statistically.
Generally, there are two principal approaches to identifying extremes in real data. The Block
Maxima (BM) and Peaks-Over-Threshold (POT) are central for the statistical analysis of
maxima or minima and of exceedances over a higher or lower threshold (Lai and Wu, 2007).
The BM studies the statistical behavior of the largest or the smallest value in a sequence of
independent random variables (Lei and Qiao, 2010; Lei et al., 2011). The POT approach is
based on the Generalized Pareto Distribution (GPD) introduced by Pickands (1975) (cited in Lei
and Qiao, 2010). These are models for all large observations that exceed a high threshold. In
this paper, we will adopt GEV model of the BM method to study the tail behavior of the tail of
palm oil futures markets.

let Z; (i=1,...,n) denote maximum observation in each block. Z, is normalized to obtain
a non-degenerated limiting distribution. The BM is closely associated with the use of

Generalized Extreme Value (GEV) distribution with c.d.f:

H(z) = exp {{ug(%ﬂ% } (1)

where H, O > 0 and § are location, scale and shape parameter respectively. Note that

§ > 0 is called Frechet distribution, é < 0 is called Fisher-Tippet or Weibull distribution and é =

0 is called Gumble or double-exponential distribution. Under the assumption that Z,4, ..., Z,, are
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independent variables having the GEV distribution, the log-likelihood for the GEV parameters
when § #F0is given by:
VG
n - n .
U& 1. 0) = -nlog O- (1+1/5) Z'Og{hg{z ﬂﬂ ZL&(ZI ﬂﬂ @)
i=1 o = o

Zi—H
o

provided that 1+ f[ } > 0, for i=1,....,n

The case § = 0 requires separate treatment using the Gumbel limit of the GEV

distribution. The log-likelihood in that case is:

wommmo $(22) Sl (52)

i=1
The maximization of this equation with respect to the parameter vector (H, O, §) leads
to the maximum likelihood estimate with respect to the entire GEV family (see Coles 2001 for
detail)
3. Copulas and Extreme Value Copulas
Copulas have become the attention multivariate modeling in various fields. A copula is a
function that links together univariate distribution functions to from a multivariate distribution
function (Patton, 2007). The relevance of copulas stems from a famous result by Sklar (1959)
(cited in Segers, 2005). For simplicity, we confined it to the bivariate case. Let X and Y be the
stochastic behavior of two random variables with respective marginal cdfs F(x) and G(y) is
appropriately described with joint distribution function
Hxy)=PX<x Y=<y (4)
and marginal distribution functions
F(x) = PX < x), Gy) = P(Y =) (5)
Since F(x) and G(y) are uniformly distributed between 0 and 1, then the joint distribution
function C on [0,1] for all (x,y) € R” such that:
H(x.y) = C(F(x), G(y)) (6)
where C is called the copula associated with X and Y which couples the joint
distribution H with it margins. Equation (6) is equivalent to H(F'1(u),G'1(v)) = C(u,v) as a
consequence of the Sklar's Theorem, where u = F(x), v= G(y) are marginal distributions of X,Y.
The implication of the Sklar's Theorem is that, after standardizing the effects of margins, the
dependence between X and Y is fully described by the copula (Lu, et al, 2008). A
comprehensive overview of the copulas properties can referred to the work by Nelsen (1999).

In this paper, we combine the copula construction with the extreme value theory.



UNA 1 NAIIUIE164

The extreme value copula family is used to represent the Multivariate Extreme Value
Distribution (MEVD) by the uniformly distributed margins. Consider a bivariate sample (X;,Y;),
i=1,....,n. Denote component-wise maxima by M, = max(X;,...,X,) and N, = max(Y,...,Yy).
The object of interest is the vector of component-wise block maxima: M. = (M,, N,)". The
bivariate extreme distribution H can be connected by an extreme value copula (EV copula) C:
(Segers, 2005)

H (X y) =C, (F(X; 11,01,6,).G(Y; 11,,0,,&,)) (7)

Where u;,0,5, are GEV parameters and F(x) and G(y) are GEV margin. By Sklar's
Theorem, the unique copula C, of H is given by

C,(u',v)=Ci(u,v),t>0 (8)

The EV copula has more family. In this paper, the two family applied are Gumbel and

HuslerRiess. (Cited in Lu et al., 2008)

Gumbel copula:

1
C(u,v) =exp(-[(=Inu)" +(=Inv)]") )
The independence copula is obtained in the limit as r = 1, and complete dependence is
obtained in the limit as r = 00,

HuslerReiss copula:

C(uv) = expl-udC + =rin(dy —va + 2rinc) (10)
r 2 v r 2 u
Where l;:—lnu,\}:—lnv and D is the standardized normal distribution. The
independence copula is obtained in the limit as r = 0, and complete dependence is obtained in
the limit as r = O0. For the estimation of copulas parameters, we used Exact Maximum
Likelihood method (EML): the parameters for margins and copula are estimated simultaneously
(see Yan 2007 for details).
4. Data
This paper used the times series data from Datastream. We work with daily future
prices of palm oil data in three markets, namely the Malaysian future markets (KLSE), Dalian
Commodity Exchange (DCE) and Singapore Exchange Derivatives Trading Limited (SGX-DT).
We took the daily market prices and converted to a return series. Daily prices are computed as
return of market i at time t relatives: R;, =In(p;,/p;.,)*100 , where p,, and p,,are the
daily price of futures for days t and t-1, respectively. The study period was from December

2007 till June 2012. We have 1196 observations for each market.
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5.1 The parameter estimation of the GEV model
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In the GEV model, we focused on the statistical behavior of block maximum data.

Therefore, the source data is set of 55 records of monthly maximum in each market.

Table1 presents the estimation of three parameters of GEV model based on the

maximum likelihood method. The results show that the standard error estimates are relatively

low. It implies that the block size of data is appropriate for the parameter estimation. Figure 1,

2, 3 presents the scattered plot of the monthly maximum return on KLSE, SGX-DT and DCE,

respectively.

Table1. The parameter estimation results using the ML method based on GEV model

Market

Parameter estimation

ML Method

KLSE

2.491(0.162

1.060(0.135

0.281(0.115

SGX-DT

2.736(0.186

0.319(0.099

DCE

2.827(0.333

2.186(0.245

M| Q B vn|Q [ lvn|Q B

)
)
)
)
1.249(0.158)
)
)
)
)

0.035(0.104

Note: Terms in parentheses are standard errors of parameter estimates.

12

10

Rm

Figure1. The scatter plot of monthly maximum return on KLSE
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Figure2. The scatter plot of monthly maximum return on SGX-DT
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Figure3. The scatter plot of monthly maximum return on DCE

5.2 The parameter estimation of the extreme value copulas.

Table 2. Estimation of copula parameter

Market

Gumbel copula

HuslerReiss copula

KLSE-SGX-DT

3.034(0.473)

2.287(0.414)

KLSE-DCE

0.973(0.084)

0.220(2.721)

SGX-DT-DCE

1.065(0.079)

0.597(0.156)

Note: Terms in parentheses are standard errors of parameter estimates.
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Table 2 presents the parameter (I') estimation in the Gumbel and HuslerReiss copula
analysis. In the Gumbel copula method, the parameter (') estimation between KLSE and SGX-
DT markets is equal to 3.034, which implies that KLSE and SGX-DT markets have dependence
in extreme. Whereas the parameter (I') estimation among KLSE and DCE markets, SGX-DT
and DCE markets are equal 0.973, 1.065, respectively, thus indicating that KLSE and DCE
markets, SGX-DT and DCE markets have neither dependence or even independence in
extremes. In the case of HuslerReiss copula, the parameter (I') estimation between KLSE and
SGX-DT markets is equal to 2.287. This means that KLSE and SGX-DT markets have
dependence in extreme, while the parameter (I') estimation among KLSE and DCE markets,
SGX-DT and DCE markets are equal to 0.220, 0.597, respectively. Thus, there is an indication
that KLSE and DCE markets, SGX-DT and DCE markets have neither dependence or even
independence in extremes.

6. Conclusion

In this paper, we managed with the tail behavior of return on three palm oil futures
prices markets, namely KLSE, DCE and SGX-DT using the univariate EVT and GEV
distribution. The study focused on the extreme dependence structure between the returns on
palm oil futures prices in three markets using the extreme value copulas. To obtain our results,
the paper applied the Gumbel and HuslerReiss copula approach to examine the extreme
dependence between KLSE, DCE and SGX-DT markets. The results demonstrated that both
methods have a similar outcome. The returns on palm oil future price among KLSE and SGX-
DT have dependence in extreme, whereas the returns on palm oil future price among KLSE
and DCE, SGX-DT and DCE do not have any dependence. The results could be beneficial for
any person or company wishing to be engaged in the commerce of trading palm oil.
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Abstract

This study examines the dependence structure of extreme realization of growth rate between
palm oil prices and factors affecting, which are soybean oil and crude oil prices. We employ the
Bivariate Extreme Value methods for daily palm oil, soybean oil and crude oil prices ranging
from July 1988 to January 2012. The results provide that the growth rate of palm oil and
soybean oil prices have some dependence in extremes, but growth rate of palm oil and crude
oil prices have fairly weak dependence or even independence in extremes. Therefore, the
authors of this study hoped that these findings not only have made a contribution to our
understanding of what drives palm oil price movement of soybean oil and change in crude oil
prices, but also for the practitioner who want to devise an updated model to enhance a further
comprehension of the prices that drive these article of trade.

Keywords: Dependence structure, Bivariate Extreme Value, Palm oil prices, Soybean oil

prices, Crude oil prices

1. Introduction

In the consumption sector of oil and fats, palm oil is by far one of the highly well-known energy
crop leaders in terms of production. The growth of palm oil production can be attributed to the
demand of the local consumers as well as a price that is affordable to buy. The process of
producing this natural wonder is made from a combination of other energy crops, such as
soybean, sunflower, rapeseed and coconut oils (USDA, 2011). The factors that are involved in
establishing the prices for palm oil are quite unique. With the rise in an increasing population,
rapid economic growth and an elevated production of biodiesel, the worldwide demand for palm
oil has brought about a changing shift towards the prices marked in palm oil. Such a rise in the

factors will always lead to uncertainty or angst that makes decision making to sway by the
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extreme side such as hoarding the goods on part of the consumers while leaving scarce items
for others (Khaneman, 2011). Nevertheless, it is a compelling fact that when there is an
increase in crude oil and soybean oil prices, a recession in the world economy, and variations
in the weather, the prices of palm oil tends to fluctuate. Figure 1 demonstrates the prices of
palm oil fluctuating on a day to day basis that is based on these factors mentioned. Although
uncertainty may be deemed as undesirable for nations that are trying to maintain the stability of
palm oil prices, the advantages that it provides for other nations to reap some benefits in the
international market are worth the venture. Therefore, for countries like Malaysia who involved
in the palm oil plantation, they stand to gain the following: selling a product that is considered
as one of the most competitively priced vegetable oil in the global market for the past 20 years
and continues to be so today, being assured that the product is in the highest market
penetration level of all vegetable oils (Dekeloil, 2012).

With the high price of palm oil, it influences more capital for investment and recruitment of labor
to increase the production of palm oil. Since the price of palm oil is determined by many
factors, the factor that influences palm oil prices is the availability of substitutes such as the
prices of soybean oil. As an oil commodity, it has become an important influence on palm oil
prices because of its similar application in the food industry (Rahman, Shariff, Abdullah, &
Sharif, 2007). Figure 2 shows the palm oil and soybean oil daily prices series. Moreover, the
price of crude oil is also an important factor that influences palm oil prices. Because of the
recent price increase in crude oil and growing environmental concerns, biodiesel has become
an important alternative fuel that acts as the lifeblood of the retailing industries that are highly
depended on the logistics and transportations to deliver their goods on time. Figure 3
demonstrates the daily price series of palm oil and crude oil. This information is of particular
importance as it shows the movement of palm oil prices that is affected by the prices of
soybean oil and crude oil.

In this study, we attempt to investigate the relationship between palm oil prices and the two
factors (soybean oil and crude oil prices) with a daily data. Since the data demonstrates an
apparent tendency for non-normal distribution (see in table 1), the way to proceed this is to use
the extreme value theory and to model it as the tail of an extreme value distribution. The aim of
this paper is to employ the Bivariate extreme value to determine the dependence between the
prices of palm oil and soybean oil, as well as the prices between palm oil and crude oil. The
rest of the paper is structured as followed: Section 2 gives a literature review, Section 3
presents the data and methodologies, Section 4 discusses the empirical results, and finally

Section 5 offers the conclusion.
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Source: Ecowin
Note: The Palm oil price of this paper is Palm Oil Futures 1-Pos, MYR, The Crude oil price of this paper is
Brent Crude Futures 1-Pos, USD.

Figure 3. Palm oil and Crude oil daily price, Jul 1988 - Jan 2012

2. Literature Review

The authors of the study draw upon the fact that many palm oil producing countries have
confirmed involvement with organizations and research institutes. When these two form into a
working partnership, they become a unit that generate data and information that adds to the
knowledge on oil palm cultivation, palm oil processing, and related applications. We see that
Talib & Darawi (2002) have studied upon a structural model for the purpose of describing the
Malaysian palm oil industry from 1997 to 1999 by taking into account the total palm oil area, oll
palm yield, domestic consumption, exports and imports. In their study, it was proclaimed that
the importance of Malaysian economy and its affecting factors were palm oil stock level, price
of palm oil, the exchange rate, world population, and the price of soybean oil. According to
Wahid, Simeh, & Nordin (2007) who have investigated the development in the world prices for
palm oil, their findings considered that the impact of the trends on world palm oil price was
derived from consumption, trade, price competitiveness, investment in oil palm/palm oil, and the
use of palm oil producing biodiesel. In relevance to this work, the high rise in the trend of the
oil palm price had a great implication for the agricultural and industrial sector in producing
countries (Pleanjai, Gheewala, & Garivait, 2007). However, it's important to be aware on the
fact that the price of oil palm surges over time due to the uncertain price of oil palm.
Therefore, the work reminds us that there are risks and unreliability for tree-crop farmers,
shareholder, traders, and producers. In order to configure the trends as a way for decreasing
risk and uncertainties, there should be some effective risk management strategies implemented
to ensure a sound policy to take for action (Karia & Bujang, 2011).

Our review of the work comes across upon other scholars who have studied factors that affect
prices of palm oil. There are some studies that indicate an existing relationship between
soybean oil and palm oil prices. We refer to Arshad, Shamsudin, & Hameed (2011) who
described the soybean oil as a competitor to palm oil. Arhsad and his colleagues used the ‘two
stage least squares method’ to estimate soybean and palm oil prices. With regards to the
application employed, their work found that soybean prices would have a positive relationship
with world palm oil price. Based on the analysis of relationship with Abdullah, Abas, &
Ayatollah (2007), his group reveals that soybean oil and palm oils are two good examples of
agricultural commodities that have similar characteristics. They are also substitutable in many

applications, and have prices of soybean and palm oil that are highly correlated.
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In terms of the relationship between crude oil and palm oil prices, Hameed & Arshad (2009)
studied the relationship between the prices of crude oil and selected vegetable oils using the
Granger causality test. According to this study, the results show that in the long-run there was
a one direction relationship between crude oil price and the prices of each of four vegetable
oils, i.e., palm, rapeseed, soybean, and sunflower oils, but the reverse was not true. Moreover,
our work points to Hadi, Yahya, Shaari, & Huridi (2011) studying the effect of changes in crude
palm oil prices on the price of crude oil. Upon applying the Engle-Granger Cointegration test
and Error Correction Model to find a significant long-term result, their work found that the prices
of crude palm oil and crude oil are also positively correlated. However, we wish to mention that
previous works assume that the data is normally distributed. Therefore, all of the
aforementioned studies have suffered from this weakness of normality assumption since the
prices of palm oil, soybean oil, and crude oil are assumed to have a non-normal distribution. In
this paper we find that the extreme information flows from soybean oil and crude oil prices to
palm oil prices.

We assert that the Extreme Value Theory (EVT) provides a strong theoretical basis where we
can construct statistical models that are capable of describing extreme events (Gilli & Kellezi,
2006). Extreme value methods have been used in environmental science, hydrology, insurance,
and finance. Furthermore, EVT can describe the behavior of random variables both at
extremely high or low levels. The theory enables us to describe the performance of the heavy-
tail properties of a high frequency time series data, such as financial returns (Onay & Unal,
2012). Univariate extreme value theory was used to analyze and evaluate extreme risks in
finance and disaster sector. In addition, the bivariate EVT was used in studied on financial and
disaster, such as Brodin & Rootzen (2009) who have used univariate and bivariate extreme
value methods for predicting extreme wind storm losses. Based on their study, they believed
that the bivariate model provided the most realistic picture of the real uncertainties. To
substantiate this idea, Escalante-Sandoval (2007) used bivariate extreme value distribution to
analyze the flood frequency. According to his results, it showed that estimating the parameters
of marginal distribution with bivariate reduced the standard error of fit than pair of univariate

distribution.

3. Data and Methodology
The research instruments used in this study involve bivariate extreme value. Time series data
of this paper was obtained from Ecowin. In this paper, the palm oil price is Palm Oil Futures 1-

Pos, MYR, the soybean oil price is Soybean Oil Futures 1-Pos, USD and the crude oil price is
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Brent Crude Futures 1-Pos, USD. We took daily prices in palm oil, soybean oil and crude oil in
local currencies and converted to growth rate of prices. Daily prices are computed as growth
rate of prices relatives: Gr =(p, — p,;)/ P, *100 , where p,is the daily futures 1-Pos price at

time t. The study period was from July 1988 till January 2012.

3.1 Bivariate Extreme Value

The Extreme Value Theory (EVT) is a concept of modeling and measuring extreme events
which occur with a very small probability (Brodin & Kluppelberg, 2008). There are two principal
approaches to identify extremes in real data, Block Maxima (BM) and Peaks-Over Threshold
(POT). BM and POT are central for the statistical analysis of maxima or minima and
exceedances over a higher or lower threshold (Lai & Wu, 2007). In this research, we use both
bivariate BM and POT models to analyze the relationship between the prices of soybean oil
and palm oil, as well as on the prices of crude oil and palm oil.

3.2 Bivariate Block Maxima

This method is concerned with parametric and non-parametric cases. In this study, we choose
the parametric models. A brief summary of bivariate BM is given below:

Let (X, Y) denote a bivariate random vector representing the component-wise maxima of an
i.i.d. sequence over a given period of time. Under the appropriate conditions the distribution of
(X, Y) can be approximated by a bivariate extreme value distribution (BEVD) with c.d.f. G. The
BEVD is determined by its two univariate margins G; and G, respectively, which are

necessarily EVD, and by its Pickands dependence function A (Rakonczai & Tajvidi, 2010).
log(G
(1) = ex0] (@, (93, () DS O)|

l0g(G, (X)G, (¥))
(1)
A(W) is responsible for capturing the dependence structure between the margins and
determines only up to the condition that it is convex, passes through the points (0,1), (1,1) and
(1/2,1/2) binds the upper left and right corners. The properties of function A are (1) A(w) is
convex, (2) max{(1 — w), w} < Aw) < 1 and (3) A(0) = A(1) = 1. Rakonczai and Tajvidi, (2010)
explained in their paper that the lower bounds in the second item of the properties of A
corresponds to the complete dependence G(x,y) = min{G1(x),G2(y)}, while the upper bound
corresponds to (complete) independence G(x,y) = G1(x)G2(y).
In this BM case, we chose one parametric models form nine models ,which minimizes AIC
(Akaike Information Criterion), to use for A(w) is logistic distribution function. Details about
these and other models can be found in Stephenson (2011).

The logistic distribution function with parameter dep = I is
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1 1
G(x,y) =exp[-(x" +y")'] 2)
where 0 <r <1. The independence case corresponds tor =1. For r -0, we get complete

dependence.

3.3 Bivariate Threshold Exceedances

There are at least two ways of defining exceedances in higher dimensions. In the first definition,
a distribution is fitted to the observations {(X, y)|(x, y)>(u,, uy)} where U, and U, are suitable
thresholds for each margin. Second definition aims to fit a distribution to
{0 y) £ (uy uy)} where (U,,U,) is defined as before. These distributions will be
called Type I and Type IT vivariate generalized Pareto distributions (BGPD), respectively
(Coles & Tawn, 1991), (Coles, 2001).

In this study, the strength of the dependence between extreme prices of palm oil and soybean
oil, palm oil and crude oil is estimated by fitting joint exceedances to bivariate extreme value

distribution using MGPD type I. From univariate GPD, the details for approximating the tail of X
by

G(X)zl—nu(1+§x_uj§,XZu (3)
O

1, =P(X >u)
Suppose (X, yl),....,(Xn,yn) are independent realizations of a random variable (X,Y) with
joint distribution function F(x, y) on regions of the from X>uU,,y>u,, for large enough U,
and U, . The marginal distributions of F each have an approximation of equation (3), with
respective parameter sets (77,,0,,&,) and (ny,ay,fy) (Coles, 2001). We can approximate
the tail of X and Y for x>u,,y >u, with G(x:n,,0,,5,)andG(y:n,,0,,&,) , respectively.
The Bivariate Generalized Pareto Distributions (BGPD) type | is
G(x,y) =exp{- V(x,y)},x >0,y >0 (4)

The dependence functions of this case use The Husler-Reiss models (palm oil and soybean oil
prices) and asymmetric negative logistic models (palm oil and crude oil prices). A brief
summary of these models are given below:
The Husler-Reiss (HR) distribution function with parameter dep = 1 is

G(x,y) = exp(-x{r * + 3 rllog(x/ y)I} - y&{r * + 3 rllog(y/ )1}) (5)
where (D(.) is the standard normal distribution function and r > 0. Independence is obtained in
the limit as r — 0. Complete dependence is obtained as I tends to 0O.

The asymmetric negative logistic distribution function with parameters dep = rand asy =

(t,;t,) is
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G(x,y) = exp{x -y +[(tX) " +(t,y) 177} ©)
where r>0and O<t,t, <1. Whent =t, =1, the model reduces to the negative logistic
model. Independence is obtained in the limit as either I', t;, or t, approaches zero. Complete

dependence is obtained in the limit when t, =t, =1 and r tends to infinity (Stephenson, 2011).

4. Empirical Results

Table 1 presents the descriptive statistics of the growth rate of palm oil, soybean oil and crude
oil prices. An examination of the descriptive table reveals that most of the growth rates of 3 oil
prices have excess kurtosis, which indicates the influence of extremes on all growth rates of

prices distributions. The Jarque-Bera test rejects normality at 5% level for all distributions.

Table 1. The descriptive statistics of Growth rates of Palm oil, Soybean oil and Crude oil

prices

PALM SOYBEAN CRUDE
Mean 0.0277 0.0179 0.0581
Median 0 0 0.0425
Maximum 10.4275 8.3707 14.0545
Minimum -10.8527 -7.4739 -34.7682
Std. Dev. 1.6032 1.4669 2.2289
Skewness 0.0952 0.1306 -0.5933
Kurtosis 8.2815 5.5438 16.5524
Jarque-Bera 7159.42 1676.162 47440.95
Probability 0 0 0
Observations 6152 6152 6152

4.1 Bivariate Block Maxima

We use the growth rate of prices daily data into blocks of equal length and fit it to the
maximums of monthly. In case of BM, we chose the logistic parametric model which minimizes
AIC from nine models, to find the dependence functions between growth rate of palm oil and
soybean oil prices and between growth rate of palm oil and crude oil prices.

The test results from using bivariate BM are shown in table 2. This table reveals distribution
function parameter (I') and estimates for the location (L), shape (3;) and scale (O) parameters.
The logistic model between growth rate of palm oil and soybean oil prices has I estimate equal
0.83, which implies that growth rate of palm oil and soybean oil prices has dependence in

extremes but not strong enough. Figure 4 shows some dependence between monthly maxima
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of growth rate of palm oil and soybean oil prices in which figure 5 confirms this information.
And the logistic model between growth rate of palm oil and crude oil prices has I estimate
equal 0.90, thus indicating that it has dependence but fairly weak or even independence in
extremes between palm oil and crude oil prices. There is a fairly weak dependence or even
independence between monthly maxima of growth rate of palm oil and crude oil prices; as

shown in figure 6 and confirmed by figure 7.

Table 2. Bivariate Block Maxima Palm oil and Soybean oil prices, Palm oil and Crude oil

prices
BM AIC YA 0, & y75 0, & r
model
Palm- logistic  1,912.587 2.0922 1.1316 0.1464 2.2733 1.0217 0.0183 0.8325
soybean (0.0768) (0.0595) (0.0482) (0.0681) (0.0496) (0.0419) (0.0379)
Palm- logistic  2,138.662  2.0923 1.1394 0.1605 3.1068 1.3558 0.1654 0.9019
crude (0.0773)  (0.0602) (0.0501) (0.0912) (0.0707) (0.0472) (0.0384)

Note: Terms in parentheses are standard errors of parameter estimates.

soybean oil

palm oil

Figure 4. Bivariate monthly maxima of growth rate of palm oil and soybean oil prices
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prices.

4.2 Bivariate Threshold Exceedances

We used the growth rate of prices daily data and analyzed the data by modeling exceedances
of prices over a threshold. In this case, the dependence in extremes between palm oil and
soybean oil prices uses HR models, which minimize AIC from nine models. And the asymmetric
negative logistic model is used to find the dependence in extremes between palm oil and crude
oil prices.

Table 3 presents the result of the bivariate threshold exceedances analysis of the distribution
function parameter () and estimates for the shape (&) and scale (O) parameters between
growth rate of palm oil and soybean oil prices, growth rate of palm oil and crude oil prices. The
HR model has I approach to one that means growth rate of palm oil and soybean oil prices
has dependence in extremes. Figure 8 shows dependence in daily growth between palm oil
and soybean oil prices and figure 9 provides the information that confirms it. On the other hand,
the asymmetric negative logistic model has t, , t,estimate approach to zero, thus implying
that there is independence in daily growth between palm oil and crude oil prices. There is
independence in daily growth between palm oil and crude oil prices, where figure 10 presents

the data and figure 11 confirms it.
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Table 3. Bivariate Threshold Exceedances Palm oil and Soybean oil prices, Palm oil and

Crude oil prices

GPD AIC o, & o, &, t, t, r
model
Pam-  HR 6,238.004 1.2265  0.1005  0.9939  0.0437 0.6605
soybean (0.1070) (0.0651) (0.0850) (0.0636) (0.0358)
Paim-  aneglog 6,602.384 1.2023  0.1037  1.3726  0.1773  0.0256  0.0795  3.411
crude (0.1047) (0.0663) (0.1218) (0.0684) (0.0132) (0.0477) (2.1834)

Note: Terms in parentheses are standard errors of parameter estimates.

soybean oil

palm oil

Figure 8. Bivariate threshold exceedances of growth rate of palm oil and soybean oil prices
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Figure 9. The bivariate HR distribution function between growth rate of Palm oil and Soybean oil prices
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Figure 11. The bivariate asymmetric negative logistic distribution function between growth rate of Palm

oil and Crude oil prices

5. Conclusion

This study focuses on the factor affecting palm oil prices. The work attests that there are many
factors involved in the movement of palm oil prices. Such a movement has affected the prices
of Soybean oil and crude oil as well. The aim of this study is to find the extreme dependence
between palm oil and soybean oil prices, palm oil and crude oil prices using the bivariate

extreme value. To do this, the paper applies the Bivariate Block Maxima and Bivariate
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Threshold Exceedances approach to examine the extreme dependence between the growth
rate of palm oil and soybean oil prices, and the growth rate of palm oil and crude oil prices.
Based upon our application, we see that the results of this paper show that both methods have
a similar outcome. The growth rate of palm oil and soybean oil prices has some dependence in
extremes. However, in the case of the growth rate of palm oil and crude oil prices, it has fairly
weak dependence or even independence in extremes. Therefore, the authors of this study
hoped that these findings not only have made a contribution to our understanding of what
drives palm oil price movement of soybean oil and change in crude oil prices, but also for the
practitioner who want to devise an updated model to enhance a further comprehension of the

prices that drive these article of trade.
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Q/ Introduction )

.. 1. Introduction

e Thailand has been the largest cassava exporting country, with a 70% share of
export quantities for many years.

e Despite of price instability in the past two decades, and frequent losses
incurred to growers, cassava production and export are expected to grow
continuously.

e The problem of price instability called for intervention policies such as
pledging policy, and €XpOrt quotas to cope with price volatility.
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o Studies of market efficiency in the context of price efficiency are common.
Researchers adopt the frame work of price transmission along a

supply chain and concern with function of agents in each market level as
information processors, for example, Vavra and Goodwin (2005); Zhou and
Buongiorno (2005); Serra and Goodwin (2003).

e Another framework in the context of market integration, emphasizing on the

spatial dimension and often used to assess effects of price intervention
on price and farmers’ income as well as the influence on market efficiency.

e Among others, Ardeni (1989); Yang et al. (2000); and Nanang (2000); Liu
and Wang (2003) test price efficiency in the context of spatial

market integration based on the LOP. [If market integration
does not exist, these policies are potentially effective, since price levels may
respond accordingly.] On the contrary, such policies are ineffective if market
integration is strong because price levels can be affected marginally.

I.g 1. Introduction

e Empirical evidences in Thailand show that the pledging
programs could not effectively raise prices of cassava
and rice (Pongpoorsakorn, et al. , 2000; Sriboonchitta,
2000).

e Spatial (horizontal) market integration studies of Thailand was found in
various agricultural product such as pig (Lapboonruang, 2004), rice
(Trakulphonnimit, 2002), banana (Visansirikul, 2003), fruit (Issariyathip,
2002), feed corn (Kuntum, 2003), and palm (Kaewchuey, 2007) etc., but not
in cassava.

e Previous studies on cassava market in Thailand focused on price transmission
along supply chain of various cassava products include Sittikul (1997);
Sanguanchur (2002); Apihakit (2004); Poomprasert (2005) and Punkla
(2008).
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e Most recently researchers use the cointegration
approach as the empirical method for investigating a
long run equilibrium relationship. If two spatially
separated price series are cointegrated, there is a
tendency for them to co-move in the long run according
to a linear relationship.

*e  The Johansen and Juselius (1990) maximum likelihood estimator overcomes
the use of two step estimators of Engle and Granger (1987) and can test for
the presence of multiple cointegrating vectors. Furthermore, this test allows
the researcher to test restricted versions of cointegrating vectors, speed of
adjustment parameters and it is possible to verify a theory by testing
restrictions on the magnitudes of the estimated coefficients.

*~e Alternatively, the directed acyclic graph (DAG), a data-determining approach
has been adopted to identify directional relationship among markets.

1. Introduction

X

Objectives

e To investigated cassava spatial and symmetric market integration using
quantile regression to results of DAG with Johansen multivariate
cointegration procedure to test the law of one price (LOP) for seven
provincial markets of 3 regions of major producing cassava markets.



Unii 2 MaIvkuaRaUNAIIN 189

E: 2. Conceptual framework

e Spatial market integration could be investigated via the transmission of price
shocks from one regional market to other horizontally related markets.

e This concept for spatial arbitrage relationship between regions X and Y
shown in eq.(1), represents the strong form if a=g,=0 and represents the
weak form when this restriction is removed.

e The parameter g, =1lindicates perfect transmission of a price change in one
market to the second market for both forms.

2. Conceptual framework

X

Px =a+BPy +B,Z +e (1)

All of variables are in logarithms. Where Px; and Py; are prices for homogenous
goods at time t in markets X and Y, a. is transfer costs between markets X and Y
and Z; denotes non-stochastic factors. Most of recent works employ cointegration
modeling to capture long run price relationship and to avoid problem of spurious
relationship due to nonstationarity of prices series.
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To investigate market integration as modeled in eq. (1) the procedure of this study
takes 6 steps as follow:

1. test for structural change using recursive residuals.
2. test for seasonal unit roots for each series under structural change.
3. test for Johansen’s multivariate cointegration.

4. conduct innovation accounting analysis (impulse response function and
forecast error variance decomposition).

5. investigate of causal relationships among seven markets using directed
acyclic graph (DAG)

6. apply quantile regression to DAG results for 3 selectd dependent markets

2. Conceptual framework

X

Hypothesis:

1) It is hypothesized that relative to other markets, contiguous cassava
producing provinces engaged in arbitrage should exhibit a higher degree of
market integration due to effect of relative lower transportation costs, and
better access to information.

2) LOP prevail at all levels of prices. This hypothesis implies symmetric
transmission for low and high prices.
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2.1 Johansen’s cointegration test

The main advantage of the Johansen approach in testing for market integration
and the law of one price (LOP) is that it allows hypothesis testing on the
coefficients of both o and B using likelihood ratio test. The Johansen
cointegration test is based on a vector autoregression (VAR) system. Given a
price vector Pt, VAR is carried out using eq. (2) and short term adjustment be
written in vector error correction form (VEC) as eq. (3)

F=AF +AF + +AF , +g 2

AP=p+¥TAP +TIP te, t=1,.,T ©)
i=1

_!IAJ} and @ = impact matrix showing LR relationship
=

u accounts for tran. cost/quality price differential with time trend

where I' = —[1 -

l.. 2. Conceptual framework
P; is (nxn) column vector of m variables, u is an (nx1) vector of constant terms,

I" and IT represent coefficient matrices, A is a difference operator, k denotes the
lag length, and g, is independently and identically distributed (i.i.d.).

The coefficient matrix IT is known as the impact matrix, and it contains
information about the long run relationships.

The following three relevant hypotheses are rank test for number of
cointegrating vectors, test of LOP for perfect market and test for weak version
of LOP of eq.(1).



Unii 2 MaIvE IR UNAIN 192

(oS

(1) Cointegration rank (r) test

Rank of IT, r determines the number of stationary linear combinations of Py,
There are three possibilities:

(1)if r = n, the price variables are stationary in level.
(2)ifr =0, there exists no linear combination of P, that are stationary.

(3) 0<r <n, there exists r stationary linear combinations of P.

e Avrank of r = n -1 in a multivariate system with n price series would imply
that there is only one stochastic trend driving the behavior of prices in the
system.

e Cointegration rank test under hypothesis #,:I1=ap'.
test for market intetegration

l.. 2. Conceptual framework
o There are two alternative tests that used to identify the number of significant

cointegrating vector r, the trace test (Airgee)and maximum eigenvalue test
{Amax)as in eq.(4) and (5).

A =-T 3 -0 )

1=r+l

Trace test(A, ) hypothesis is

trace
Ho: cointegration vector <r, H,: cointegration vector > r
Amax =-TInl-4) )

Maximum eigenvalue test (i) hypothesis is

Ho: cointegration vector = r, H,: cointegration vector = r+1
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(2) Test of the law of one price (LOP)

e Testing for the law of one price (LOP), restrictions ®'can be placed and
tested on the parameters in the p matrix under hypothesis H, :R'B=0.

o If rank of the multivariate system is n-1, the LOP test becomes a test of
whether the row in the p matrix sum to zero.

o The hypothesis that the LOP holds for all prices simultaneously is determined
by the rank of the system.

- Ifr = n (full rank), then the LOP holds for all prices simultaneously.

- If r < n, then the LOP is rejected for all prices simultaneously, in which
case, the second testable hypothesis is that the LOP holds between any two
prices

2. Conceptual framework

X

(3) Weak exogeneity test

e Adjustment parameters are related to the concept of weak exogeneity.

o |f all adjustment parameters for one variable are zero, then this variable is
said to be weakly exogenous to the long run parameters in the remaining
equations.

o This implies that the coefficients on the levels of the remaining price series in
the system is zero in this particular equation which would mean other price
variables are not influencing this variable in the long run.

e The null hypothesis is that each variable does not respond to shock or
disequilibrium in the long run relationship (Hg :pa=0), the i" row of the I1

matrix is zero. That is the i'"" row of o has its element equal to zero.
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2.2 Directed acyclic graph (DAG)

The majority of past investigations of causal relationships among economic
variables use the Granger causality framework that builds on the knowledge that
a cause precedes its associated effect thus an effect does not precede its cause.
DAG represents a conditional independence relationship as given by the
recursive decomposition as eq. (6)

Pr(v,,v,,v,,..,v,)=11Pr{v,|pa) (6)

gaeees
" =)

where Pr(.) is the joint probability of variables vy,v5,v3,.,v, and pa;
represents some subsets of the variables that precede (come before in a causal
sense) v, inorder (vy,vy,v3,..,vy).

C.g 2. Conceptual framework
DAG employed PC algorithms, that proceeds step wise testing. The process of
causal determination begins with a complete undirected graph which shows an
undirected edge between variables in the system, then remove edges between
variables and the assign causal flows on the remaining edges. Fisher’s z is used

to test whether conditional correlations are significantly different from zero,
Fisher’s z show as eq. (7)

k),n]‘{im} {1p(i=jk)}’ K

2|p(, i

where n is the number of observations used to estimate the correlations, p(, jk)is

the population correlation between series i and j conditional on series k
(removing the influence of series k on each i and j), and [| is the number of

variables in k. If i, j, and k are normally distribution of z[p(i, j#).a]- z[r(G. fk).n]
is standard normal.
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E: 3. Data and Background

e The data used for analysis are monthly farm prices during January 1989 -
March 2009 obtained from Office of Agricultural Economics (OEA),
Ministry of Agriculture and Agricultural Cooperatives (MAAC).

o Prices were deflated by CPI to reflect real price received by growers.

e Seven provinces were selected to represent major markets of 3 regions
(northeast, east and west) on the basis of their production areas and
availability of data.

¢ Nakronrachasima (Nak), Chaiyapoom (Cha) and Konkhaen (Kon), are 3 top
rank of the northeastern region which rank 1, 3 and 12 of the country. Nak is
apparently the largest market both for cassava and processed products of the
whole kingdom.

e Chacheongsao (Cha), Chonburi (Cho) and Rayong (Ray) rank 5, 7 and 10 of
the country production representing the eastern region and Kanchanaburi

(Kan) represents central-western region as it holds the sixth largest
production of the country.

l.. 3. Data and Background

Table I: Price statistics and characteristics of the selected provinces.

Stat Northeast East West

i Nak Chi Kon Cha Cho Ray Kan
mean 1,309.4 12514 12574 | 1,1795 11,1833 11,2005 | 1,117.4
median 1,256.0 1,2046 1,197.6 | 1,091.8 1,134.3 11242 | 1,071.3
maximum 2,539.3 24426 2,386.4 | 2,430.5 2,0435 2,206.2 | 2,054.3
minimum 677.0 617.6 574.6 654.5 704.8 664.9 563.6
Production area (country rank) 1 3 12 5 7 10 6
Absorption rank* 2 4 3 7 5 1 6
(rai/merchant) (22,482) (12,469) (20,514)| (7,028) (8,619) (30,580) | (8,066)
Proximity to port (rank) 4 6 7 2 1 3 5

Note * Absorption capacity = total production area + number of merchants.
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Figure 1 Farm prices of cassava in Northeastern provinces
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Figure 2 Farm prices of cassava in Eastern and Western provinces

Eg 4. Empirical Result

4.1 Johansen cointegration test and the LOP test

e The results of standard rank tests using Aipce(@nd Amax) reveal 6 (and 2)
cointegration vectors in sub period 1 and only vector normalized by Ray was
selected for further analysis (based on AIC and SIC criteria). For sub period
2, both Aimceand Apagindicate existence of only one stable long run

equilibrium relation in the series.

e For sub period 1, the estimation results of cointegrating vector (p) and
adjustment parameter (a) after normalization for each period are shown (in
Table 11) that 4 markets (Kan, Cho, Cha, Nak) determine price in Ray and
having long term relationship. As implied by B,, (0.23 to 1.00) the market
exhibit poor to high degree of integration. In sub period 2, most markets are
moderately integrated (p,range from 0.35 to 0.7). Surprisingly Nak, the
largest market did not determine the price in Ray as did in the sub period 1.



Unii 2 MaIvi IR UNAIIN 198

(o

Table I1: Normalized cointegrating vectors (B) and short run adjustment
parameter (o) from unrestricted cointegration model.

Sub period 1 (1989:01-2002:12) Sub period 2 (2003:01-2009:06)

variables | cointegration equation (normalized by Pray) | cointegration equation (normalized by Pkon)
B o B o

Pkon 0 0.044 1 -1.009***
Pray 1 0.121 0.066 0.552*
Pkan 0.478%** 0.412%** 0.695*** 0.185
Pcho 1.048%** 0.363*** 0.630*** 1.069%***
Pcha 0.234%** 0.152 0.711** 0.467*
Pchi 0.095 -0.138 0.352%** -0.140
Pnak 0.737%** -0.223* 0.039 0.193
constant 0.015

Note: ****** indicates significance at 10% 5% and 1% level
Source: Analysis by Eviews 6

[ T

e The test for the LOP {g'a=0)of cointegration equation in sub period 1 can
not be rejected for all of pairs while sub period 2, the LOP hold for some
pairs (pkon-pkan and pkon-pcha) but multivariate test for the LOP, shows
that LOP hold for all market except Ray (pray) and Nak market (pnak).

e Results of testing hypothesis H,: '« =0for weak exogeneity of ain sub
period 1 and 2 are summarized in Table Il and Table IV. In sub period 1,
a,,a,,a, are significantly different from zero, indicated that only Ray (high
concentrated market) Cho (closet to the port) and Nak (Iargest market

and market center) responded to shock in the long run relationship
(cointegrating vector). In sub period 2, only Kon (the smallest market) and
Cho market that responded to perturbations in the long run relations.
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4. Empirical results

Table I11: Test of hypotheses for sub period 1

hypothesis ¥ statistic result

Test of hypotheses of LOP and weak exogeneity test in sub period 1

H,: test of market integration hypothesis or LOP (H, : R'B =0)

B+ $=0 [pray=1, pkan= -1] 4.60 F
B+, =0 [pray=1, pcho= -1] 0.10 F
B+ fs=0 [pray=1, pcha= -1] 4.064 F
Pt fs =0 [pray=1, pchi=-1] 3.13 F
Bt p=0 [pray=1, pnak= -1] 7.16 F
Bot By + Bt Bs+ Py =0 = f5 =P =0 8.33 F

i = 1-7 markets, j"" = 1-2 cointegrating vectors
Note: R = rejection of the null hypothesis, and F = failure to reject the null hypothesis
Source: Analysis by Eviews 6

4. Empirical results

Table 111: Test of hypotheses for sub period 1 (continued)

: 2
hypothesis X" statistic result

Test of hypotheses of LOP and weak exogeneity test in sub period 1

H,: test of weak exogeneity of adjustment coefficients (Ho :p'a = 0)

;=0 forj=1,2 (e, = pkon) 4.76 F
a,=0 forj=1,2 (a, = pray) 10.22 R
ay; =0 forj=1,2 (a5 = pkan) 5.48 F
a,;=0 forj=1,2 (e, = pcho) 10.18 R
a;;=0 forj=1,2 (a5 = pchay) 4.80 F
ag; =0 forj=1,2 (e = pehi) 7.038 F
a;=0 forj=1,2 (a7 = pnak) 10.49145 R

i = 1-7 markets, j™ = 1-2 cointegrating vectors
Note: R = rejection of the null hypothesis, and F = failure to reject the null hypothesis
Source: Analysis by Eviews 6
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4. Empirical results

Table 1V: Test of hypotheses for sub period 2

hypothesis #’statistic result

Test of hypothesis Hy :R'B=0 and Hq:p'a =0 in sub period 2

H,: test of market integration hypothesis (H, : R'B =0)

Pu+ P =0 [pkon=1, pkan= -1] 2.897311 F
Pu+Pr=0 [pkon=1, pray= -1] 13.66343 R
PutPu=0 [pkon=1, pcho= -1] 17.82320 R
Bu+PBs=0 [pkon=1, pcha= -1] 1.142098 F
Bu+PBs=0 [pkon=1, pchi= -1] 19.33641 R
Pt Py =0 [pkon=1, pnak= -1] 17.39124 R
Pt B+ Pt Ps+ Prs =0.Bp = B =0 9.902597 F

i = 1-7 markets, j™ = 1 cointegrating vector
Note: R = rejection of the null hypothesis, and F = failure to reject the null hypothesis
Source: Analysis by Eviews 6

4. Empirical results

Table IV: Test of hypotheses for sub period 2 (continued)

hypothesis stitistic result

Test of hypothesis Ho :R'B=0 and Ho :B'a=0 in sub period 2

H,: test of weak exogeneity of adjustment coefficients (Ho:B'a=0)

a,;=0forj=1,2 (e, = pkon) 14.64515 R
ay, =0 forj=1,2 (a, = pray) 4.321000 F
a,;=0forj=1,2 (a, = pkan) 0.559749 F
a,=0forj=1,2 (e, = pcho) 9.918984 R
a5y =0 forj=1,2 (@ = pcha) 3.807929 F
@y =0 forj=1,2 (, = pehi) 0.184414 F
a, =0forj=1,2 (o, = pnak) 0.447487 F

i = 1-7 markets, j™ = 1 cointegrating vector
Note: R = rejection of the null hypothesis, and F = failure to reject the null hypothesis
Source: Analysis by Eviews 6
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4. Empirical results

PCHA PNAK
PCHO PCHI
gy W
PRAY PKON
at 3 %o level _—— . —. at 10 % level

{a) Complete undirected graph  (b) DAG (19§9:01-2002:12) () DAG (2003:01-2009:06)

Figure 3 Causality test by directed acyclic graphs (DAGS)

4. Empirical results

Table V: Quantile regression of PKan

. Quantile
Variable
10% 25% 50% 75% 90%

constant -0.169*** -0.076*** 0.028** 0.117***  0.200***
PNak 0.709*** 0.787***  0.803***  (0.808***  0.798***
Pseudo R-squared 0.466 0.504 0.575 0.629 0.650
Quantile dependent var -0.333 -0.156 0.026 0.309 0.542
Note: *,** *** indicates significance at 10% 5% and 1% level
Source: Analysis by Eviews 6

Quantile Slope Equality Test (Wald test)

total ¥i= 185 p=0.56

period 1 7= 152 p=0.82
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4. Empirical results

Table VI: Quantile regression of PChi

. Quantile
Variable
10% 25% 50% 75% 90%
constant -0.139*** -0.058*** 0.011 0.072***  0.144***
PNak 1.004*** 0.997***  0.973***  (0.949***  (.997***
Pseudo R-squared 0.688 0.707 0.756 0.764 0.737
Quantile dependent var -0.388 -0.217 0.000 0.413 0.694

Note: *,***** indicates significance at 10% 5% and 1% level
Source: Analysis by Eviews 6

Can not reject Hy: slope equality for all periods.

4. Empirical results

Table VII: Quantile regression of PKon

. Quantile
Variable
10% 25% 50% 75% 90%
constant -0.199*** -0.100*** 0.011 0.126***  0.204***
PNak 1.034*** 1.058*** 1.009***  1.040***  1.045***
Pseudo R-squared 0.626 0.643 0.664 0.674 0.679
Quantile dependent var -0.445 -0.231 0.073 0.389 0.702

Note: *,** *** indicates significance at 10% 5% and 1% level
Source: Analysis by Eviews 6

Quantile Slope Equality Test (Wald test)
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Table VIII: Quantile regression of PRay

. Quantile
Variable
10% 25% 50% 75% 90%
constant -0.214***  -0.114*** 0.010 0.112***  0.203***
PNak 0.881*** 0.885***  (0.872***  0.871***  0.841***
Pseudo R-squared 0.553 0.543 0.576 0.622 0.644
Quantile dependent var 0.375 -0.173 0.018 0.321 0.635

Note: *,** *** indicates significance at 10% 5% and 1% level
Source: Analysis by Eviews 6

Can not reject Hy: slope equality for all periods.

E. 5. Conclusion and policy implication

e cointegrating vectors in periods 1 and 2 can not reject the multivariate test for
law of one price in periods 1 and 2. (except the pair wise tests in period 2 can
reject Ho of LOP only for 2 out of 6 pairs. ) This indicates that growers in all
markets receive the same prices. But there is tendency for some markets
becoming less efficient. That is merchants could have gain power from their
growing business.

e Causal direction results from DAG clearly indicate that the largest market
(Nak) with relatively high market concentration is the price leader and plays
dominant roles in price transmission not only to within the region but
possibly to major markets of other regions.
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I.: 5. Conclusion and policy implication

e The geographical proximity among contiguous provinces and between each
province to the main port exhibit significant price links.

e A possible reason is relative lower transportation costs allow trades of fresh
cassava and dry chips among contiguous provincial markets.

e The growth of cassava production and business expansion of merchants
owning drying places (chip processors) lead to high market concentration and
market power.

.8 5. Conclusion and policy implication

o For this empirical result, intervention policy for cassava market of Thailand
(pledging policy) found not to impede market integration.

e The income guarantee program by itself generates compensation to growers
based on prevailing market price and thus the program has no effect on price
distortion.

e Evidently, the concentrated (Ray) and/or large (Nak) markets as well as Cho
(close to the main port) responded to price perturbation in period 1 but not in
period 2.

o Only the small markets (Kon and Cho) adapted to respond to price shock in
period 2. This further confirms existence of significant role of large markets.

e Existence of symmetric price transmission for low and high price changes
confirms that growers in all markets have been equally affected by price
shocks. This does not imply that positive and negative changes in prices of
products would have the same effect to farm prices. Hence, vertical price
transmission is required.
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Thank You



UNii 2 MaPIvENIUUNAIIN 206

(2) n’l‘sﬂiz"qa.lwm'm'lﬁ “The Fifth International Conference of the Thailand

Econometric Society”

Aa v A

o AUZLAIBINEAT WNIINLIRBL T lRa 7eni19Tudl 12-13 anT1AN 2554 WaITUITET
whmdanaisiuwam 3 unanaldun 1) uneuEes “Predicting price of palm oil using
Extreme Value” 2) Uﬂﬂ’a’ml,d%aﬂ “An application of EVT to analyze US corn market” iLaz 3)
Uﬂﬂ’nm%'ad “Modeling the Volatility of Rubber Price Return using VARMA GARCH Model”

Proaram: Thursday January 12th. 2012
Time Main Hall | Room ECB 1201 Room E CB 1202 | Room ECB 1207 Time

08:00-09:00 Regi i 08:00-09:00
09:00-09:30 Qpening Ceremony 09:00-09.30
09:30-10:30 Keynote Speech: "Four theorems and a financial crisis” by Prof. Paul Embrechts &t the Main Hall 09:30-10:30
10:30-11:00 Coflee break 10:30-11:00
The Establishment of Aszessment Indicators off
Measuning Correlations ofinieordted DO | MARCM ARS: Modeling Asset Retums via | Env and the Feap) Lisnting | 11:00-11:30
11.00-11.45 MENS‘E U!‘\’.’GIﬂt\IItyS' ‘ﬁuva_ Eﬂgcts Yiguo Conditional Multivariate Asymmetric Regime- Its Application in National Park (Wan-Tran Cheng?, Frasent Chainp, and Chukiat Chaiboonsn)
éun Cheng J‘-‘;ﬁs' and GiL) g Switching (Marc S. Paokela* and Pawel Polak) Huang®, Chun-Yu Chien, Yun Jhang Ya-
Hstian Hsu, and Han-Shen Chen) \ater? The FMOLS Estmation of Rich
unies Tourist Outbound 1 Four ASEAN Counties | 11:30-12:00
{Komkrnit Wongkhse® and Chukist Chaiboonsn )
W acroeconomic Deteminants of Stock Market Do We Still Need to Finance Energy until Next
11.45-12.30 ‘Volatility and Vol atility Rigk-Premiums Testing for Monotonidity in E xpected Asset 10-20 Years? : An Energy Model giving a Brief 3 Extrame Value
77T pvalentina Corradi, Walter Distaso, and Antonie| Retums (Joseph Roman and Michas! Wbi™) Picture of Our 2010 Policy (Apirmds 7 Chuangohic?, Aree Wiboonpong=e, | 5.00 420,
Wele*) Chinpratsep) Sanzidur Rahm an, Yaovarste Ghaovenspoonphal, and -
Songsak Sriboonchitia)
12:30-14:00 Lunch 12:30-14:00
Prediction in E conometrics: Towands bl
o i 2 25 Healing Rates (Sangkhse | 3
mathematical justification of simple (and QOn Permutation Tests for Serial Independence Duas_uﬁ—bﬁlﬁnoe_ sredt acﬂw_t!‘s afid e ,f‘\l'ﬁs’snj Pathairat 14:00-14:30
14.00 -14.45 i % : AR = & i bankg' profit eficiency? Empircal evidence
successful) heuristics (Wadik Kreinovich®, (Lanh Tran* and Jiexiang Li} fom the Indian banking Sector (Suni Kumsr )
Hung T. Mguyen, and Songsak Sriboonchitis) i g 4
B 3 2 ; Smooth Transition Quantile Capital Asset Banking reforms and total factor productivity
5 "
1445153 | Statitics vith F”(BZ’#D f}a inEconometrics | b i Models with Heteros cedasticity (Catiy | grovi in the banking indusiry: evidence from
Shide WIS, Chen®, Simon Lin, snd Philp LH. Yu) India (Rachita Guisti and Sunil K umar') e [15:00-15:30
15:30-16:00 Cofiee break 15:30-18:00
The relationship between Leisure Participated
Detecting Changepoints in Segmented Linear Forecast combination for discrete choice Motivation and Constraints on Senior Students 15:00-1630
16.00-16.45 Regression Heterozcedastic Models by models: predicting FOMC monetary policy | (Cheng-Chuan Chen®, Chih-Chuan Wang, and with econometric restme: B &
el Empirical Likelihood Methods (Husling Zheo dedisions (Laurent L. Pauwels* and Andrey Fui-Cheng Hong} selzction bizs protlems (K
and Hanfeng Chen®) Vasnev)
A New Appreach on Standard Setting in
e 3 =y
Education \,“h Fuz.zy Statistical Analysis : (Siwapam Fongihang* and 18:30-17.00
o T An Innovative Financial Time Series Model: (Mingchuan Hsieh) Komsan Suriys)
uzzy moaeling of survival unction TOm |y, g e ometric Process Model (snnifier S.K.
16.45-17.30 | interval or censored observations (Andrzgj Chan, Connie £.Y. Lam and S.T. Boris i = and Loan Sizes of
Szymanski* and Agnieszka Rossa) : gy Frersnmance Eystiation i s School. Gans ban Commu 17:00-17:30
hoxs Policy (Huang-Yu Shif} Thailand (Siwepam Fangthong* and Kom ssn Suriys)
An optimal model of monstry and fiscal policy
17:30-18:00 interacton in e oase onese [Heryo Kuncoro® | 17:30-18:00
and K. Dianta A Sebajeng)




Unii 2 MaIvkuaRaUnaIN 207

Program: Friday January 13th, 2012

Time Main Hal | Room ECE 1201 [ Room ECB 1202 | Reom ECB 1207 Time
08:00-09:00 Registration 08:00-09.00
09:00-10:30 Keynote Speech: "Granularity Adjustment for Risk Measures: Systernatic vs Unsystematic Risks™ by Prof. Christian Gourieroux at the Main Hall 05:00-10:30
10:30-11:.00 Coffee break 10:30-11:.00

Charitsbie giving behavior in Thailand and Mukdaham
Structural Breaks in Stock Retums Volatility: E stimation and Decomposition Agricuttural Province: Tobit ws. double-hurdle models (Jinfanee | 1.50 4139
11.00-11.45 Statistical inference from illknown data using | Evidence from the Stock Exchange of Thailand Productivity Grovth i?'\ Asia (Supawat Jintranun®, Peter Czbans, Songsak S‘M"ﬂ”ﬁ; and
et il belief fundtions (Thisrmy Denosux) (Yuthana Sethapramate and Suthawsan e Suifeal Chanoos=y
Rungsuriyawiboon) TR : Z
Prukumpail Modeling the Volstility of Rubber Frics Return using
VARMA GARCH Model (Wei Chen Sang®, Wan Tran
Huzng Aree Wibsonpongse, Sanzicur Rehman. | 11:30-12:00
Yaovarste Ghaovanspoonphol, and Songssk
Modelling Risk Premium using Capital Asset e DEpEHdeﬂ(:.E Meas.lre.s uf.Suulh Ed Does information and com munication Enboonhitta)
Asian Countries’ Cumency : Using Copulas
Pricing M odel with AsymmetricError h technology increase production efficiency? A
11.45-12.30 B, Approach (Kanchana Chokethawom, Jittaporn . » — R s "
Distributions (Nutanan Wichitaksorn and Sriboonji, Songsak Sriboonchits, Prasert comparison among gervice industries (Sophis |Modefing the volatiityin Ching's raitw 3y fraight volume
5.7.Boris Choy"} AT, ol yaonncl oy Frase P Dimelis* and Sotiris Papaiosnnou) basad on conditional wolatiitymodel (Dai Jng?, 12:00-12:30
Ghaitip, and Chukist Chaiboonsr) Songsak Sribookchitiz, and Li Ting)
12:30-14:00 Lunch 12:30-14:00
Analysis of Dependence Structure betwesn A State Space Frame Work r Modeling and
EehawuralDeus\unﬁnal):sisusmgfuzzy House Prices and Stock Indexes Using Mental Health, Happiness, and Income Forecasting Time Series (Muhammad Kashif*a 14:00-14:30
14.00-14.45 Target (Van-Nem Huynh* and Yoshiteru : Muhammad bhayat Khan)
Nakamor?) Archimedean Cuu_ulas (Jﬁ_ﬂxu Liw*® Songsak (Pungpond
SprncrEnti) New Approach on Core Human Capitsl Resourcs
Evaluation with Sott Computing Techniques (Xingy | 14:30-15.00
Yuzn?, Jechen Tang, and Berin Wu)
E ficiency Improvement by Local Moments in | Value at Risk Analysis of Gold Price Retums | Hold a Mirror Up to Nature : A ppi h
14.45-15.30 Grouped Data Analysis (Kohtaro Hitomi, Using Exdreme Value Theory (Kitiys on Comelation Evaluation with Fuzzy Data and | gy Prices 2nd Economic Growths in Peoplss
Sl Qingfeng Liv®, Neoya Sueishi, and Yoshihiko Chaithep* Songsak Sriboonchitta, Chukist its Applications in Econometrics (Chih Ching Republic of China Using Panel Dats {Wenjuan 15:00-15:30
Mishiyame) Chaiboonsri, and Patiret Paspipathul) Yang® Berlin Wu, and Songssk Srboonchitta) Huang®, Prapa ichon Jeriyapan, Piyaluk e )
, and Chaiwat
15:30-16:00 Coffee break 18:30-16:00
&an Application of Metsirontier CostModsl Measuring | New Services Development and Pricing Strategyod
. Solving nonlinear Black-Scholes by |the CostE yRato in Credt |Rail Transporters to Deliver Products of Small and
1go0-1830| “m”":f;";“y Tes "f‘:‘f“gms‘“ using the homatopy perturbation method Department of Farmers’ Assodation (Wan-Tran | Medium-Szed and CommunityEnirprises in Chiang | 16:00-16:30
odels (Sangyec! Leg) (Hsuzn Ku Liu* and Liang Tao) Huang, Yu-Han Hsu, Ghun-Yu Chisn®, Wei-Yi Ghen, |Mai, Thailand: An Anahsis wifh Binary Logitand
and Yung-Hsang Lu) Hedonic Price Models (Kom san Sunys* et )
3 : Capital Inflows and Inflation Nexws: Evidence | Faciors e Sacting outputin developed country panel | Detection o fregime switching in stock prices be
16.20 17,00 | Generalized MeanRisk Preferences (Dsniel | o onlinear Cointegration and Causality | ssmels ssizoton spprozon (Warstsya Chimnakum®. | “wndow dressing” st e yesrand using genete | 18:30-17:00
Tests (Abcul Rashid) Songsak Sriboon chitts snd Pathsirat Pasipip 2dal) algorithm (Tatchs Sudiesan® and Komsan Suniyz)
P rediction Interval of AR(1) Model with a Linear| 2 2pnlication of EVT to analyse US com Forsign Direct Investment, Human Capitsl and Can Rising Toutism Income Compensate Fading
Trend after P reliminary Unit Root Test market (Gong Xue®, Aree Wiboonpongse, | Economic Growt in People’s Republic of China: Using| Agricultursl Income? A General Equilbrium Ananeis of|
17.00-17.30 RS ch adit* and 5 t Sanzidur Rehman, Yaovarate Panel Dsts Approach (Xianghong Gao® Prapaichon | Income Distribution and Welfare ina Rural Vilage in [17:00-17:30
(Monchaya ‘5”9”’ A a5 Chaovanspoenphol, and Songsak Jsriyspsn, Fiysluk Buddhsuongss, and Chainat Northern Thailand (Pakpichs Pathompituknukoon
vitpong) Sriboonchits) Nim znussomba: ) Furich Khingthong?, and Kom an Suriys)

NURLLALAUVBINTUNLENAN

a

&
Jh

(1) UNANULIDY "Predicting price of palm oil using Extreme Value”

!




Unii 2 MaPIvknaRaUNAIIN 208

Outline

1. Introduction

2. Objective

3. Literature Review
4. Methodology

5. Empirical results
6. Conclusion

Introduction

-The last few years have seen an increase in the production of renewable

fuels because of rising crude oil prices, limited supplies of fossil fuel and
increased concern about global warming.

-Palm oil is a type of fatty vegetable oil derived from the fruit of the palm
tree. It is used for both food and non-food.

-The world palm oil production was 13.01 million tons in 1992 which has
increased to 50.26 million tons in 2011, a 286% increase in 19 years
(USDA, 2011).

-The major world producers and exporters are Malaysia and Indonesia.
-The major world importers are India, China and the European Union.
-Figure 1

-Palm oil price can be significantly affected in two ways, fluctuation in nature
and world demand.
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Introduction

-In risky conditions and between price instability, forecasting is very
important in helping to make informed decisions.

-Forecasting of agricultural price has traditionally been carried out by
applying an econometric model such as ARIMA, ARCH, GARCH based on

historical data. Using such approach ignores the possibility of extreme
event.

-The palm oil price prediction involves determining the probability of
extreme event.

-Extreme Value Theory enables to describe the behavior of random
variables both at extremely high or low levels.

Objective

Using the Extreme Value Theory focus on the Block Maxima (BM)

and Peak-Over-Threshold (POT) modeling to predict extreme price
events and forecast extreme value of palm oil price in the future.
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Literature Review

A number of studies exist on forecasting palm oil prices using
various technique.

-Alias and Tang (2005)
-Abdullah et al., (2007)
-Fatimah and Roslan (1986)
-Rangsan and Titida (2006)

EVT provides a strong theoretical basis with which we can construct
statistical models that are capable of describing extreme events

(Manfred and Evis, 2003). Extreme value methods were used in

environmental science, hydrology, insurance and finance.

Literature Review

for examples;

-Bensalah (2000)

-Silva and Mendes (2003)
-Bekiros and Georgoutsos (2004)
-Zuo-xiang et al., (2005)

In disaster studies,

-Li-Hau and Pei-Hsuan (2005)

-Xu and Zhang (2010)
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Methodology

The Extreme Value Theory (EVT)

EVT is a method for modeling extreme values. The main idea of this
theory is the concept of modeling and measuring extreme events which

occur with very small probability (Erik and Claudia, 2006).
There are two principal approaches

1. Block Maxima Model (BM)

The BM studies the statistical behavior of the largest or the smallest value in
a sequence of independent random variables (Xu and Zhang, 2010). One
approach to working with extreme value data is to group the data into blocks
of equal length and fit the data to the maximums of each block: assuming

we have identified n blocks let Zi (i=1,...,n) denote maximum observation in
each block(Coles, 2001).

Methodology

The BM is closely associated with the use of Generalized Extreme Value
(GEV) distribution with c.d.f:

co-onf o222 |

The log-likelihood for the GEV parameters when & # 0 is (Coles, 2001) is
given by:

(&, u, o) = -nlog o- (1+1/€) Z"’g{“f[z‘;”ﬂ - 21[1+§[%]r
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Methodology

The case & = 0 requires separate treatment using the Gumbel limit of the

GEV distribution (Coles, 2001). The log-likelihood in that case is:

4, o) = -nlog o- i(zi —uj ) gexp{—(zi;ﬂj}

i=1 o

Methodology

2. Peaks-Over-Threshold Model (POT)

The POT approach is based on the Generalized Pareto Distribution (GPD)
introduced by Pickands (1975). These are models for all large observations
that exceed a high threshold. If the block maxima has an approximate
distribution of GEV, then for large enough threshold, u, the distribution

function of (X-u), conditional on X > u, is approximately
j%
o
For & # 0 the log-likelihood is (Coles 2001)

H(y) = 1- (1+‘§y

(6, &) = -nlogo — (1+1/)3 log(1+ &, /)
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Empirical results

1. The results from the BM model

Growthrate

The scatter plot of annual maximum palm oil price growth rate (PPGR)

Diagnostic Plots for GEV fit to the annual maximum PPGR
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T-year return level based on GEV model

Item GEV fit 95%

z 02106

a 4.5000

m 06435
Year-5 7.5810 (14.0515.24 4286)
Year-10 225082 (17.5190.37.5984)
Year-25 30.1837 (21.8648.67.3767)
Year-50 36.8748 (24.9560,105.3495)
Year-100 445726 (27.8615.165.6797)

Empirical results

2. The results from the POT model
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Mean Residual Life Plot of PPGR

Mean Residual Life Plot: PPGR (
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Diagnostic plots for GPD fit to PPGR
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Conclusion

-The aim of this study is to predict extreme events in the
price of palm oil in the future using the best possible
method that overcomes previous shortcomings in the
literature dealing with palm oil price predictions.

-Using BM and POT approaches of extreme value
modeling technique, we fit GEV and GPD models to the

growth rate of the palm oil price covering a 25 year
period (Jul, 1986 to Jul, 2011).

-Both GEV and GPD found that palm oil price will have
higher extremes in the next 5, 10, 25, 50 and 100 year

period with acceleration in values towards longer future
periods.

(2) UNAMULIBI “An application of EVT to analyze US corn market’

An application of EVT to
analyze US corn market

Gong Xue, Aree Wiboonpongse, Sanzidur Rahman,
Yaovarate Chaovanapoonphol, Songsak Sriboonchitta
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Structure of Presentation

¢ |.Introduction

2. Econometric Analyse
3. Empirical Results

*4. Conclusion

Research Question

» Nowadays the agricultural price (such as
the corn) kept increasing, and fairly
volatile.

* In our study, we want to answer the
question like “What are the likely future
trends of corn price? How large the risk
of the corn market?”
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Motivation

Agricultural commodity price is significant
important because:

livestock Daily
feed staple

The risk of corn market
not only influence the interest of
the poor in low-income import
ethanol countries, famers ,|n U_SA,_
production and also everyone’s daily life.

Discuss Earlier Work

|. There are a large number of literatures

based on EVT focus on finance, energy,
insurance.

But a few of them on the agricultural
commodities price.
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There are a large number of literatures
~ based on EVT focus on finance, energy,

: INsurance.
Finance Bekiros,2005  Mathematics ~ used BMMand POT to calculate the VaR of
. three exchange rate indices. After comparing
and Economics  the results with traditional methods on three
different markets, they concluded that EVT-
based method produces the most accurate
forecasts of extreme losses.
; applied the Garch-EVT model in the oil market,
Energy MarImOUtou’ Energy . rrl\TdeIedVaR for long and short trading
2009 Economics positions by applying both unconditional and
conditional EVT models(Garch-EVT model) to
forecastVaR.However the conditional EVT
models are not superior to the others
Insurance Vandewalle, Mathematics On estimation of insurance premiums for
. excess-of-loss reinsurance policies in excess of
2006 and Economics high retention level ... with special attention

to heavy-tailed distributions and Wang’ s
premium principle as a generalization to the
net premium principle

Some similar papers focus on the

1 agricultural commodity price, but...

¢ John Cotter, Kevin Dowd, Wyn Morgan. (2008)
study the US. corn and soybeans future market
price, and use POT method to estimate the risk
in agricultural market. However, this paper only
focus on estimating the agricultural price by using
EVT but never compare the results with other
traditional methods. Therefore it can not say EVT
works better. Besides, the time span of this study
is about ten years, much shorter than ours.
Otherwise, they never provide any policy
suggestions to the government.
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Risk Measures Tools
in Extreme value Theory

* Here we introduce several Terminology

e Extreme Value Theory(EVT):

e The theory summaries the law of the movement of
extreme events.

* Return Level: to what degree the extreme events will
happen again in next few decades. (ten years)

. how much we can lose
with a given probability over a certain time horizon.

e Expected Shortfall: (Tsay, 2010) if the loss occurs, the
expected value of the loss.

Our Steps in Estimation

* We analyse the three methods in EVT as followed:

|. Unconditional model:

* Block Maxima Method (BMM), Peaks Over Threshold (POT)
(Coles, 2001)

e 2.Conditional Model:

¢ GARCH-EVT model (Alexander J. McNeil, Riidiger Frey,
2000)

* We compare the results of EVT family methods with the
other traditional methods (such as GARCH-normal, and
GARCH-t)
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Empirical Study

e Data set: corn U.S No.2 yellow.
» This quotation is the leading benchmark
price.

e Data source: USDA

e Time span: %t January 1979 to 29t
September 201 |

Fig. the corn return plot
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The Results of Return Level

Return Level(ten year)

monthly 488

BMM quarterly 4366
yearly 4.137

r=2 4.803

POT threshold=1.132  r=4 4.739
r=2 4714

threshold=0.771  r=4 4.671

- POT results of VaR

q
N
i

3.233 4.804 4.247 6.086

r=2
threshold: 3.337 4.927 4.358 6.183
1.132 r=4
X 2.73 4.114 3.616 5.189
r=
threshold: 2.878 4.319 3.797 5.41
0.771 r=4

The 1% and 5% VaR and ES estimates are not varied much in
two thresholds. Given threshold equal to 1.132,i.e u=95% in
the negative return, declustering r=2 we can predict
tomorrow’s loss for corn. U.S is 3.233% and if this happens the
corresponding expected loss will be 4.247%.
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The Results of Empirical Study
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Fig. the 1%VaR Estimate of Three Dynamic Models: GARCH-normal,
GARCH-t and GARCH-EVT

The Results of Empirical Study

- 0.95 quantile | 0.99 quantile | 0.995 quantile
° 103 20 10
E 99(0.048) 23(0.011) 11(0.005)
Normal 108( 0.052) 41(0.019) 25(0.012)
108(0.052) 37(0.017) 25(0.012)
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The Main Findings of This Study

* |.The shape parameters in the BMM and POT
estimation is positive, which confirms the
necessity to use the EVT in this study.

» 2. Comparing with the traditional approaches
such as the GARCH-normal and GARCH-t
models to calculate the VaR, the GARCH-evt
model performs better in the corn returns by
backtesting.

* 3. The corn percent change return level in next
ten year and the VaR is higher when using the
EVT methods which indicates that in the future
the price has rising trend than expecte.

The policy implication for the poor
countries: increase the investment in
Agriculture.

* For the long term, it is necessary to improve the
purchasing power of poor food buyers since price
trend is increasing higher, increase the investment in
agriculture may be the best way to cut poverty and
stimulate economic activity. In others, there may
equally be a need to diversify the structure of the
economy. In many cases, investments in improving the
overall environment in which agriculture operates
may be most appropriate — improving basic
governance systems, macroeconomic policy,
infrastructure, technology, education, health, etc
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Important Contribution

 This paper use the corn market as an
example to analyze the corn returns
exhibit extreme behavior which help the
US. governments to design the best
agricultural strategies and also for the
low-income import countries to help the
poor.

Conclusion

* As the volatility in the corn markets
increases,implement risk measures
became a necessity. In this study we
focused on the extreme market risk of
USA corn return in the period 1979 to
201 1.The Return Level, VaR, and ES tools
were used to assess extreme tail events
and market risk.We also give some useful
suggestions to the governments, especially
the US and the low-incoming countries.
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e Thank you everyone!!!
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Abstract Thailand is aleading producer and exporter of rubbker in the wotld market. The interdependencies and
volatility of Thai rubber price return with climatic factors (precipitation and temperature), exchange
rate, and crude oil market returns are determined in this paper. Vector autoregressive moving average
process with generalized autoregressive condifional heteroscedasticity (VARMA-GARCH), VARMA
with generalized autoregressive conditional heteroscedasticity (VARMA-AGARCH), and copula-
based GARCH models were emploved for the analyses. The results demonstrated the
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respectively. We conclude that the volatility of Thai rubber price retumn is inked with volatility in the
exchange rate and crude oil markets as well as chimatic factors. Thus, stakeholders in the rubber
industry should consider movements in those markets when forecasting Thai rubber price returns.
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Abstract

Volatility and dependence structure are two main sources of uncertainty in many economic issues, such
as exchange rates, future prices and agricultural product prices etc. who fully embody uncertainty amaong
relationship and variation. This paper aims at estimating the dependency between the percentage
changes of the agricultural price and agricultural production indices of Thailand and also their
conditional volatilities using copula-based GARCH models. The motivation ofthis paperis twofold. First,
the strategic department of agriculture of Thailand would like to have reliable empirical models for the
dependency and volatilities for use in policy strategy. Second, this paper provides less restrictive models
for dependency and the conditional volatility GARCH. The copula-based multivariate analysis used in
this paper nested the traditional multivariate as a special case (Tae-Hwy and Xiangdong, 2009 [13].
Appropriate marginal distributions for both, the percentage changes of the agricultural price and
agricultural production indices were selected for their estimation. Static as well as time varying copulas
were estimated. The empirical results were found that the suitable margins were skew fdistribution and
the time varying copula i.e., the time varying rotate Joe copula (270°) was the choice for the policy
makers to follow. The one-period ahead forecasted-growth rate of agricultural price index conditional on
growth rate of agricultural production index was also provided as an example of forecasting it using the
resulted margins and time-varying copula based GARCH model.

“ﬁlm: http://www.sciencedirect.com/science/article/pii/S0888613X 13000066



UNA 3 MIFIUNAINNEARIN HIITRITITINITISAURINITIA 235

(7) the Chiang Mai University Journal of Social Sciences and Humanities
a3 lavinnsasunanus w1 unanuldun Modeling the Volatility of
& n‘i’o o [ 1 A A
Rubber Price Return Using VARMA GARCH Model sﬁwm:ummag1m:mwmmwuﬁ

Chiang Mal University

JOURNAL of sodal sciences ond Humenities
Office of the University, Phone: 66 53 94 2676 Fax: 66 53 94 3600
Chiang Mai University, E-Mail: cmujour@chiangmai.ac.th
Chiang Mai 50200, Thailand. Website: http://cmuj.chiangmai.ac.th

Ref: No.6392 (11).3 / 02

July 25”‘, 2012

Ms. Wei Chen Sang
Faculty of Economics
Chiang Mai University
Chiang Mai 50200

Dear Ms. Wei Chen Sang:

Thank you for the manuscript entitled “Modeling the Volatility of Rubber Price
Return Using VARMA GARCH Model” by Wei Chen Sang et al., which you
submitted for possible publication in the Chiang Mai University Journal of Social
Sciences and Humanities.

After peer review of your manuscript, I am pleased to inform yvou that the CMU Journal
will accept your paper for publication, subject to some minor revisions in line with the
reviewers comments attached.

I look forward to receiving both a hard copy and an electronic copy of the revised
manuscript within one month of your receipt of this letter.

Thank you for choosing the CMU Journal of Social Sciences and Humanities as your
preferred medium for publication.

Yours sincerely,

P

fhe 7

Professor Anan Ganjanapan, Ph.D.

Editor-in-Chief

Tel: 05394 2676 ]
Fax: 053 94 3600 -

E-mail: cmujour@chiangmai.ac.th

nal of Social Scientes = E



	1
	นักวิจัย                 รศ.ดร. ทรงศักดิ์ ศรีบุญญจิตต์ คณะเศรษฐศาสตร์  มหาวิทยาลัยเชียงใหม่

	2
	3
	4
	5
	Correspondence: Kantaporn Chuangchid, PhD student, Faculty of Economics, Chiang Mai University, Chiang Mai, Thailand. E-mail: kaekanta@hotmail.com

	6
	7

