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Table 4
Friction factor data and proportional errors of smooth tube 2.

Mass flow Re Mass Friction factor results
rate flux Blasius  Petukhov  Experiment Correlation
[5] [6] 2
kg/s - kg/m?s - - _
0.0233 5446 464 0.0368 0.0376 0.0583 0.0549
0.0312 7274 620 0.0342  0.0345 0.0473 0.0481
0.0408 9532 812 0.0320 0.0319 0.0416 0.0425
0.0475 11,139 945 0.0308 0.0305 0.0380 0.0396
0.0575 13,296 1127 0.0294  0.0291 0.0360 0.0365
0.0675 15,636 1326 0.0283  0.0279 0.0333 0.0339
0.0742 17,467 1475 0.0275 0.0271 0.0325 0.0322
0.0833 19,640 1658 0.0267  0.0263 0.0319 0.0305
0.0917 21,646 1824 0.0261 0.0256 0.0304 0.0292
0.1008 23,831 2006 0.0254 0.0250 0.0292 0.0279
Proportional errors % % % %
19.92 20.54 - 3.04

of correlation for power model is in the program 0.992 showing that
the correlation model explains 99.292% of variability in the data.
Developed correlation according to Power model as a result of
curve fitting process is given below:
Developed correlation of friction factor for 6/8 mm smooth tube 1
is obtained as:
feorrelation1 = 0.269-Re "*"". 4.1)
Pressure drop is obtained for the developed correlation of smooth
tube 1 as:

L pVy?

AP orrelation2 = feorrelation” D 2

(4.2)

Developed correlation of friction factor for 8/10 mm smooth tube
2 is determined as:

—0.456
fcorrelationz =2.793'Re i

(4.3)
Pressure drop is obtained for the developed correlation of smooth
tube 2 as:

. 2
AP L pVn®

correlation2 — fcorrelationz ’ 5 ’ 2

(4.4)

Proposed correlation 3 for the simulated smooth tube 3 is devel-
oped by using 6/8 mm and 8/10 mm tube data in order to predict

Table 5
Friction factor data and proportional errors of microfin tube.

smooth tube 3 having 7.48 mm inside diameter. Developed correla-
tion according to Saturation Growth-Rate Model as a result of curve
fitting process is given below:

Developed correlation of friction factor for smooth tube 3 is calcu-
lated as:

0.026'Re
fcorrelationB = m (45)
Pressure drop is obtained for the developed correlation of smooth
tube 3 as:

L pV,2

AI)t:orrelation3 = fcorrelationB ’ 5 ’ 2 (4~6)
Developed correlation according to Power model as a result of
curve fitting process is given below:
Result of curve fitting process produced correlations for microfin
tube is given below:

—0.226

fcorrelationé& = 0.605'Re (4‘7)

PV

L
AP, etations = feorrelationd” = °
correlation4 correlation4
D, 2

(4.8)

Error for obtained results is calculated by means of equation
below:

N
Error = %Z (4.9)
i

Predicted value—Measured value
-100.
Measured value

5. Results and discussion

In order to develop the empirical friction factor correlation and
investigate the characteristics of pressure drop during single phase
flow of pure water in horizontal smooth and microfin tubes with
inner diameters of 6, 7.48 and 8 mm, the present study were performed
at the Heat and Thermodynamics Division lab. in YTU. Calculated and
experimental friction factors and their proportional errors of smooth
tube 2 having 8 mm i.d. and microfin tube having 7.48 mm i.d. are
shown in Tables 4 and 5, respectively. Comparison of pressure drop
results for investigated smooth and microfin tubes using well-known
equations and proposed ones in the literature and their alteration
with Reynolds number and mass flux are shown from Figs. 2 to 4. Com-
parison of measured experimental pressure drop data for simulated
smooth tube and microfin tube having equivalent inner diameter are

Mass flow Re Mass Friction factor results
rate flux Wang Siddique and Jensen and Zdaniuk Al Fahed Webb Haaland Experiment Correlation 4
etal. [2] Alhazmy [10] Vlakancic [12] etal. [14] etal. [15] etal. [19] [28]
kg/s - kg/m?s - - - - - - - - -
0.0233 5725 526 0.050 0.076 0.085 0.032 0.078 0.023 0.062 0.086 0.085
0.0312 7657 695 0.050 0.070 0.079 0.029 0.071 0.021 0.060 0.080 0.079
0.0408 10,140 920 0.049 0.064 0.073 0.027 0.066 0.020 0.059 0.074 0.074
0.0475 11,850 1070 0.049 0.061 0.070 0.026 0.063 0.019 0.059 0.071 0.072
0.0575 14,353 1295 0.049 0.058 0.067 0.024 0.059 0.018 0.058 0.066 0.069
0.0675 16,842 1521 0.049 0.056 0.064 0.023 0.056 0.017 0.058 0.065 0.066
0.0742 18,582 1671 0.0495 0.0544 0.0633 0.0226 0.0552 0.0169 0.0585 0.0666 0.0653
0.0833 20,894 1877 0.0494 0.0527 0.0615 0.0218 0.0533 0.0163 0.0583 0.0638 0.0636
0.0917 23,027 2065 0.0493 0.0512 0.0600 0.0212 0.0518 0.0159 0.0581 0.0638 0.0622
0.1008 25,353 2271 0.0493 0.0498 0.0586 0.0206 0.0504 0.0155 0.0580 0.0604 0.0609
Proportional errors % % % % % % % % %
30.0 17.0 2,36 65.3 15.7 744 16.6 - 2,5
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Fig. 2. Comparison of pressure drop results for the smooth tubes 1 (a), 2 (b) and 3 (c).

illustrated in Table 6 and Fig. 5. The following paragraphs present the
indirectly determined friction factor and measured pressure drops
using relevant measured data. Discussion of the results will be given
in turn as follows:

In Table 4, friction factor results of smooth tube 2 calculated
according to Blasius equation [5], Petukhov equation [6], developed
correlation of Eq. (4.3) and experimental friction factor and their pro-
portional errors are shown. It should be noted that proportional errors
of developed correlation 2 was calculated as 3.04% as shown in Table 4.

Friction factor data and proportional errors of microfin tube can be
seen Table 5. It was observed that the friction factor decreased gradually
as the Reynolds number increased. Decrease in the friction factor is

Fig. 3. Pressure drop comparison of smooth tubes according to Reynolds number (a) and
mass flux (b).

related to sublayer thickness. When Reynolds number is increased,
the thickness of sublayer decreases and it resulted in lower friction
factor results.

Comparison of pressure drop results for the smooth tubes 1, 2 and 3
can be seen in Fig. 2(a), (b) and (c), respectively. It was observed that
the experimental result were in good agreement with Blasius [5] and
Petukhov [6] equations for all smooth tubes. It means that these equa-
tions can be used for prediction of the pressure drop of smooth tubes.

Fig. 3(a) and (b) illustrates pressure drop comparison of smooth
tubes having different inside diameter according to Reynolds number
and mass flux, respectively. As seen in Fig. 3, tube having lower inside
diameter showed higher pressure drop when it is compared with
higher one.

Fig. 4(a) and (b) shows variation of pressure drop with Reynolds
number and mass flux for microfin tube, respectively. It was shown
that the pressure drop increased gradually as the Reynolds number
and mass flux increased. Fig. 4(c) compares experimental results
with equations of other researchers given in Table 5. The experimental
results were found in good agreement in the range of +20% except
Zdaniuk et al. [14] and Webb et al. [19] equations.

Fig. 5(a) and (b) represents pressure drop comparison of smooth
tube 3 and microfin tubes according to Reynolds number and mass
flux, respectively. Experimental pressure drop data for smooth and
microfin tubes can be seen in Table 6. As it expected, the pressure
drop for microfin tube was higher than the smooth tube. It means that
the microfin tube produced more flow disturbance by the occurrence
of the swirl flow and flow recirculation produced by the fins, which
led to higher frictional pressure drop.
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Fig. 4. Predicted and measured pressure drop results for microfin tube according to
Reynolds number (a), mass flux (b) and comparison of them (c).

A large number of graphics could be generated from the output of
the calculations, however, due to space limitation, only typical results
are shown for limited data. It should be also noted that detailed infor-
mation on the explanations above and some additional figures with
different experimental parameters related to this study can be seen
from the authors' previous publications [30-34].

6. Conclusion

Heat transfer enhancement has become a more important issue
over the years. Microfin tubes play an important role in heat transfer
enhancement applications. Many researchers have focused on two
phase heat transfer characteristic of microfin tubes but single phase

Table 6
Experimental pressure drop data for smooth and microfin tubes.

Smooth tube Microfin tube

Re G AP Re G AP

Pressure drop
augmentation

kg/m?s  mbar

- kg/m?s  mbar - Pricrofin/Psmooth

5809 528 8.70 5725 526 18.00  2.07
7759 705 13.60 7657 695 2920 215
10,167 924 2147 10,140 920 4740 221
11,881 1075 28.02 11,850 1070 6150 219
14,183 1283 38.54 14,353 1295 8440 219
16,678 1509 52.01 16,842 1521 11440  2.20
18,631 1679 63.42 18,582 1671 14060  2.22
20,949 1886 7897 20,894 1877 17000  2.15
23,089 2075 94.58 23,027 2065 205.70 217
25,420 2282 113.41 25,353 2271 235.70  2.08

heat transfer characteristic of enhanced tubes are not well studied
due to the new technological developments. In the present paper,
pressure drop by means of microfin tube in single phase flow was
discussed. Following results were obtained.

e It was found that the friction factor decreased gradually as the
Reynolds number increased for both smooth and microfin tubes.
With increase in Reynolds number, the thickness of sublayer de-
creases and hence in tube turbulent flow becomes more uniform.

« It was found that the pressure drop increased gradually as the Reynolds
number increased for both smooth and microfin tubes.

 The pressure drop in smooth tube having lower inside diameter was
higher than in the smooth tube having higher inside diameter.

Fig. 5. Pressure drop comparison of smooth tube 3 and microfin tubes according to
Reynolds number (a) and mass flux (b).
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* The friction factor and pressure drop values for the microfin tube were
higher than those for the smooth tube. This implies that the microfin
tube produced more flow disturbance by the occurrence of the swirl
flow and flow recirculation produced by the fins, which led to higher
frictional pressure drop.

Experimental results for smooth tubes compared with equations given
in the literature. It is shown that there was good agreement for smooth
tube results.

Experimental results for microfin tube compared with equations given
in the literature. It is shown that there was conflict about predict of
microfin tube pressure drop characteristic prediction. By the means of
experimental data, new correlation was developed in order to predict
the friction factor for investigated microfin tube.
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Efficiencies for Partially Wetted
Spine Fins: Uniform Cross
Section, Conical, Concave
Parabolic, and Convex
Parabolic Spines

In this study, efficiencies for partially wetted fins for the uniform cross section spine, con-
ical spine, concave parabolic spine, and convex parabolic spine are presented using an
analytical method. Depending on the set of boundary conditions, there are two methods
for deriving the efficiencies of partially wet fins for each spine. The eight equations for fin
efficiencies were investigated. Fin efficiency is a function of the length of the dry portion.
Thus, the equations for calculating the length of the dry portion are also presented. The
findings indicate that a larger cross-sectional fin results in a higher conduction heat
transfer rate. Contrarily, the fin efficiency is lower. This is different from the longitudinal
fin, for which the trend lines of heat transfer rate and fin efficiency are the same. This
converse relationship is due to the effect of the ratio of the cross-sectional area to the
surface area. Moreover, partially wet fin efficiencies decrease with increased relative hu-
midity. For convenience, the approximate equation for efficiencies for partially wet fins,
which is derived from the equations for fully wet and fully dry fin efficiencies, is also pre-
sented. [DOI: 10.1115/1.4024017]

Keywords: concave parabolic spine, conical spine, uniform cross section spine, convex
parabolic spine, partially wet fin efficiency

1 Introduction

A passive technique for heat transfer enhancement is to extend
surfaces. By increasing surface and turbulence, fins can enhance
heat transfer rate. For heat transfer evaluation, fin efficiency is
necessarily known. Schmidt [1] and Kern and Kraus [2] derived
dry fin efficiencies for longitudinal fins, spines, and circular fins.
Subsequently, Arslanturk [3], Heggs and Somasundram [4],
Joneidi et al. [5], Kulkarni and Joglekar [6], and Sharqawy et al.
[7] presented methods for evaluating heat transfer rate and dry fin
efficiency, and studied the influence of fin thermal conductivity on
fin efficiency. Cortes et al. [8] presented a numerical method for
evaluating dry fin efficiencies for fins of composite materials of
variable thickness.

However, the fins used in many applications are in fully wet or
partially wet surface conditions. Exemplarily, in evaporators,
which typically use aluminum fins with the surface temperature
generally being below the dew point temperature. As a result, si-
multaneous heat and mass transfer occurs along the fin surfaces.
Moreover, if the dew point temperature is higher than the outside
tube temperature but it is lower than the fin tip temperature, the
condition the partially wet surface is seen. In 1970, Threlkeld [9]
presented a method to obtain fin efficiency in fully wet conditions
based on the enthalpy potential. Thus, fully wet fin efficiencies
can be obtained using the Threlkeld method. Moreover, many
researchers have studied extended heat exchangers in fully wet
surface conditions and applied wet fin efficiency in the reduction
method. In 2000, Liang et al. [10] investigated the fully wet and
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partially wet fin efficiencies of a plate fin-and-tube heat
exchanger. However, Liang et al. [10] did not present the exact
partially wet fin efficiency. They only note that the partially wet
fin efficiency was obtained by multiplying the fully wet fin effi-
ciency by some variable. In 2007, using an analytical method, Pir-
ompugd et al. [11] presented circular fin efficiency in partially wet
surface conditions. In 2012, using an analytical method, Pirom-
pugd and Wongwises [12] presented partially wet fin efficiencies
for longitudinal fins of rectangular, triangular, concave parabolic,
and convex parabolic profiles. Moreover, using their results, they
presented the approximation method for evaluating partially wet
fin efficiencies from dry and wet fin efficiencies. Nevertheless, the
extended surfaces in some applications are in partially wet surface
conditions and may not be of longitudinal geometry. However,
there is little literature concerning fin efficiency related to partially
wet surface conditions. Thus, the objective of this present study is
to derive partially wet fin efficiencies for fins of uniform cross
section, conical, concave parabolic, and convex parabolic spines.

2 Mathematical Modeling

2.1 Dry and Wet Fin Efficiency. Differential equations for
heat transfer and their solutions for the four types of spines in dry
conditions were proposed by Kern and Kraus [2]. Then, the fin ef-
ficiency that is the ratio of the actual heat transfer rate of fin to the
ideal heat transfer rate by assuming base temperature to entire fin
(1 = (Gactal/Gidear)) can be shown as

. . . tanh mb
Uniform cross section spine : Neonstdry = b (1)
V21,(2+/2mb)
Conical spine : 7, =—— (2)
P n one,dry mb[l (2\/§mb)
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Concave spine : fyye dry = —F———= 3)

1+4/1+ g (mb)*
4
3 <§ \/imb>
4
2v2mbl, (g \/imb)

“)

Convex spine : Nevex dry =

where m =/ (h.P/kfA) for uniform cross section spines, P is the

fin perimeter, and m = w/(Zh(. /kféo) for conical, concave para-

bolic, and convex parabolic spines. The subscript of “const”,
“cone”, “ccave”, and “cvex” means the uniform cross section
spine, conical spine, concave parabolic spine, and convex para-
bolic spine. Moreover, the subscript of “part”, “dry”, and “wet”
mean partially wet, fully dry, and fully wet conditions.

Moreover, Egs. (1)—(4) are generally used for fins in dry condi-
tions. For fully wet surface conditions, Threlkeld [9] presented a
wet fin efficiency that accounts for the sensible and latent heat for
the longitudinal fin of a rectangular profile. With the Threlkeld
method, for uniform cross section, conical, concave parabolic, and
convex parabolic pines, the enthalpy excess profiles and wet fin
efficiencies can be developed as follows:

iform i i Yo cosh mrx
Uniform cross section spine : Veonstwet = (;OSh—me )
tanh mrb

= b 6
nconst.wet me ( )

b\ "1, (2v2mr/bx)
Conical spine : . (B) hevamyy

P Ycone,wet = V0 (X) I (2\/§me)
~ V2L(2V2mrb) ©
Teonee mybl (2v/2mrb)

i X *1-5+0-5(9+8m§b2)"'5

Concave Spine : Jccave.wet = 70 (;> ©)

Fig. 1
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Convex Spine : Yeyex wet = 4 {ab
Iy <§ \/ime)
4
311 <§ \/Eme>

’/Icvex,wel = (12)
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where mp = w/(h,,P/ka) for uniform cross section spines and

mr = (211(, /kféo) for conical, concave parabolic, and convex

parabolic spines and
1

Cp,a Yw
b, che

ho = (13)

The definition and derivation of %, can be found in Threlkeld [9].

2.2 Partially Wet Fin Efficiency. As mentioned above, if
the dew point temperature is higher than the fin base temperature
(Ty) but lower than the fin tip temperature (Ty;p), the water vapor
in moist air condenses onto the fin surface only near the fin base
region. There are two regions in a spine: (1) the wet region
between the fin base and the saturation point and (2) the dry
region between the saturation point and the fin tip, as shown in
Figs. 1(a), 1(b), 1(c), and 1(d). The fin is in partially wet surface
conditions.

For the dry fin portion (0 < x < xgy), neglecting heat transfer
through the fin tip, the differential equation in terms of tempera-
ture excess 0 = T — T, can be developed as follows:

Four spines in partially wet surface conditions
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d*0

Uniform cross section spine : — — mf = 0 (14)
dx?
d*0  2do b
Conical spi —2m’ ~0=0 15
onical spine : += Py (15)
d*0  _do
Concave spine : +3——2m’p*0 =0 (16)
2 dv
where v = Inx
20 1d0 b
Convex spine : +———=2m"/-0=0 (17)
a2 " xdx X

For the derivation of general solutions, Eqs. (14)—(17) must be
subjected to the following two boundary conditions:

do

&l =0 (18)

(19)

9|A Xdry dP

where Oy, = Ty, — T,

The first boundary condition (Eq. (18)) indicates that the heat
transfer rate through the fin tip is zero. This is exactly true for the
tiny fin that the fin thickness compared with length is very small.
(09 < b). The second boundary condition (Eq. (19)) indicates
that, at the saturation point (x = xg,y), the fin surface temperature
is equal to the dew point temperature.

The solutions for Eqs. (14)—(17), with boundary conditions, i.e.,
Egs. (18) and (19) are

0g4p cosh mx 20)

Uniform cross section spine : Oconst part =
cosh mxgyy

% 1(2v2mvbx)

11(2\/_m\/bxdry)
—1.5+0.5(9 + 8m2b?)"™?

Conical spine : Ocone part = 9,1,,< ) (21)
Xdry

Concave spine : Occave part = Odp(
Xdry

(22)

(23)

Convex spine : Ocyex part =
[0

|
e
e

mb02 xg;s)

For the wet portion (xgy < x < b), the differential heat equa-
tions in terms of enthalpy excess (y =i —i,) can be written as

d*>y 1d b

Convex spine : d—z + fd—z —2m \/;/ =0 (27)
subject to three boundary conditions:
dy , do
= — 28
dx Wb | (28)
X=Xdry X=Xdry

Vg = Vdp 29)
?]emp= 70 (30)

where Vap = ldp — la and yy = ip — 4.

The first boundary condition in Eq. (28) is given by considering
the conduction heat transfer from the dry portion to the wet por-
tion. The secondary condition in Eq. (29) is similar to that of Eq.
(19). The enthalpy excess of saturated air at the saturation point
equals that at the dew point. The last boundary condition in Eq.
(30) describes the enthalpy excess at the fin base.

The general solutions of Eqs. (24)—(27) can be shown as
follows:

Uniform cross section spine : = C1e™"" 4 Cre "
Y const, Jpart

(31)
Conical spine : Ytcone.part
= x5 [Cih@mrVEBY) + Ok (2mpVEBY)| (32)
Concave spine : Yecave part
= Cyx I STOSOTIET | o) (1505088 (33

44/2
Convex Spine : Jeyex part = C1 10( \3/_ iy x0'75)
44/2
+ C2Ko <—‘3/— me0'25x0‘75> (34)

The constants C; and C; in Egs. (31)—(34) can be solved by two
boundary conditions. There are two methods for finding the solu-
tions. The first method can be performed using Egs. (29) and (30)
and the second method can be done using Eqs. (28) and (30). The
fin efficiency can then be obtained. However, fin efficiency is still
a function of x4, and it is difficult to substitute the xq4,, obtained
from the remaining boundary condition in the fin efficiency equa-
tion. Thus, fin efficiency will be presented in terms of xg4., and
Xary can be obtained from the remaining boundary condition.

The first method, with the first set of boundary conditions repre-
sented by Egs. (29) and (30), and Eqgs. (31)—(34), can be solved as
follows:

follows: Uniform cross section spine:
2? V()emrh - ’y(/lpempCdry
Uniform cross section spine : 2 —mry =0 (24) Veonstl part = T T T
. . dry 2dy 2b Yape "I — poeCmrsatma)
Conical spine : 2 + Py 2mT; y=0 (25) + T T e 35)
d’ d
Concave spine : E Z 3 d—y — Zm%bzy =0 (26)  Conical spine:
vV
S D20k (2321 Bay) — X35 1K (212 ) 51 (232 /b)
conel,part 11 (2\/5}’}17‘/))1{ (2\/—.}’}17\ /bxdry) — 1] (2\/~m71 /bxdry)Kl (2\/2}7[1}7)
193901 (2v/2mrb) — Y3901 (27 2mr | /bx,
dry'}’dp 1 rh) — Pol1 ( T ary) 03K, (2\/§mr\/h_x) (36)

I (2V2mrb)Ky (2v/2my | /bxary) —
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Concave parabolic spine:

—L5-0SO+8m)" 1 5-0.5(9+8m2b2)S
_))dp

. _ YoXdry S LSH0.5(94+8m3b?)"
ceavel part X;y S=0SO+8mE0)" ) 1 510.5(9-+8m262)00 _ x;r]y-5+0-5(9+8m§l:2)“5 p1-5-0.5(9+8m2b2)"
_ 272105 —1.540.5(9+8m2p?)"?
Vdpb 1.540.5(9+8mzb*)" _ Yo ary . X—1.570.5(9+8m%b2)0'5 37)
x;l.5—0.5(9+8m3 »)* B150.5(0+8m252)"% _ X;145+0.5(9+8m%.h2)0'5 1:5-0.5(9+8m2p2)°3
ry Ty
Convex parabolic spine:
42 W2
70Ko | ——mrb" PGl | = 94K ( ——mrb
Vevexloart = 3 ' 3 I ﬂ mp b0 25,075
cvexl,part —
42 V) W2 W2 3
Iy <—3 me) Ko (—3 me0.25xg;;5> — 1y (—3 meO.Zﬁxg.rZIS) Ko (—3 mrb
42 V)
Yaplo | ——mrb ) = yolo | ——mrb"Pxg
n 3 3 Y K 4\/§m 025,075 38)
o\ —5—mr
42 42 42 42 3
[0 <T me) KO (T meO'ZSXg;_Z,S) — [0 <T anbO'ZSX(d)l'_Z,S K() Tme

It must be noted that the subscript of 1 mean the 1st method, and subscript of 2 mean the 2nd method.
Then the fin efficiency can be evaluated by dividing the conduction heat transfer rate through the fin base by the convection heat
transfer rate, with the assumption that all fin surface temperatures and fin base temperatures are equal. Then,

_ K Ad_y
_ b(AQO dx x=b 39

Mpart = ., (39)

c A n

Cra 70

By substituting Eqs. (35)—(38) into Eq. (39), the fin efficiency can be rewritten as follows:
Uniform cross section spine:

yo(eva,-xdry 4 eZm,b) o zyd em,-(xdry+l7)
Ip

Neonst1 Jpart = meV()(ezmTh _ eZmT,\'dry) (40)
Conical spine:
_ \/2’)“/0 [Kl (2\/2’7’17' \/ bXdry)Iz (Zﬁmrb) + 14 (2\/5}717"1 /hxdry)Kz (2\/2}717"]7)]
’/Iconel,part mez”yO [11 (2\/5me)1{| (2\/5}711“ A /bxdry) — 11 (2\/2}’”11 / bxdry)Kl (Zﬁme)} (41)

B V2% x4 4 [ (2V2mrb) Ky (20 2mrb) + Ky (2 2mrb) 15 (2/2mrb))]
myb2yo 11 (23/2mrb) Ky (27 2mr \/BXary) — 11 (2V/2my \/bXary)K1 (23 2mrb))]

Concave parabolic spine:

2,0.5 <
LS 0.5O+H8mb’) L 2 5.40.5(9+8m3h?)"S

1L590[(—1.5 4+ 0.5(9 + 8m3b*) ™ )xyy

Mecavel part = _71A570A5(9+8m;bz)°5b71.5+0.5(9+8m%b2)05

71.5+O,5(9+8m2b2)0'5 21210.5
m2byn |1 T 1.5-0.5(9+8mz.b
T /0|: dry X b ( T )

dry

_ 220 s
y —(-1.5-0.5(9 + Sm%bZ)O-S)Xdrly‘5+0~5(9+8 ) b72.570.5(9+3m;bz)°‘} — 1.57,(9 + Sm%bz)o‘sb*“ o)
15— 2 y2)05 212105 - 2p2)03 5
m2by, |:xdr;5 05(O+H8mib*)™ 1 540.5(9+8m202)" _ Xdr;'5+0.5(9+8m,.b2) b*‘-5*0-5(9+8m§”2)05]

Convex parabolic spine:

4 4 4 4
0.75\/53)0 [KO <§ ﬁmeg;§5b0'25)11 <§ \/Emﬂ?) +1 <§ \/Emeg;;sbozs)Kl <§ \/Eme)]

ncvexl,pan = 4 4 4 4
mrby, [[0 (§ ﬁmﬂ)) Koy (5 \/EmT Xg»r;S b0<25) A (5 \/fmr xg;;s bo.zs) Ko (§ \/zmT b)}
4 4 4 4
0.75v2y, [10 <§ \ﬁme) K <§ \/Emrb> +Ko (5 \/Eme> I <§ \/Emeﬂ
— (43)
4 4 4 4
mrby, {10 <§ \/ime> Koy (§ \/Emeg;;S b0-25) — I (§ \/imr xg.:ys bo.zs) Ko (§ \/EmT b)}
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Xary can be derived from the first boundary condition of Eq. (28). By substituting Egs. (20)~(23) and (35)—(38) into Eq. (28), the rela-
tions can be shown in Eqgs. (44)—(47) as follows:
Uniform cross section spine:

2mTVOemT(~‘dry +b) _ mry g, (ezmrldry + ezmrh)

R 44
T R T = mb,,, 4,0ap tanh (nxgry ) (44)

Conical spine:
bO‘S"/O [K] (2\/5}717“ \/ bxdry )12 (2\/5}'}173 / bxdry) + 1, (2\/5}’}11“ A\ /hxdry)Kz (2\/§me /bxdry)]
11 (2\/§me)K| (2\/5}’}17 A /bxdry) — 11 (2\/_2‘}7[7‘1 /bxdry)Kl (2\/2}’}17}))
X Vap[1(2V2mrb)Ka (2V2mr/bxay) + K1 (23/2mrb) o (272 /BXary)]  Xarybly gpfap 12(2v/2m/Bxary)

= (45)
1, (2V2mrb)K 1 (23 2my\/DXary) — 11 (28 2my /BXary ) Ky (2 2mrh) V2mpb 1 (2720 /bXary)
Concave parabolic profile:
5 5 _ . 0.5
Vd,,[(—l-S _ 05(9 + Sm%b2)0.5)h71.5+0.5(9+8m;b2)0 xdr?/j 0.5(9+8m7b°)
x;;.5—0.5(9+8m§b2)05b71_5+0‘5(9+8m%bz)0-5 _ Xl;r;5+0.5(9+8m%b2)05b,1A5,0A5(9+gm%b2)0-5
15— 212105 —2.540.5(9+8m25%)"° 5 _
(SL5 4 0.5(9 + 8rzh?))p 10308y 0 OS] 909 + 8n2b?) gt Ly g TL5H0509+ 8m2b?)"?
;rly-5*0~5(9+8"’27’72>°'5 151050 +8m2 b2 _ ;;5+0v5(9+8'"%”2)°'5 B 1:5-0.5(9+8m2p2)°3 wp Xdry
(46)
Convex parabolic profile:
4 4 4 4
mry, {Ko (§ ﬁmeg-r;S bo.zs) I (§ V2my xg.f;s bo.zs) A (§ N xg;;s bo.zs) K, (§ V2my. xggs bozs)}
4 V2 4 V2075 p025 4 V2075 p025 4 V2
I() g 2me K() g 2mrxdry b — ]() g 2medry b K() g Zme
4 4 4 4 4
mrydp |:10 <§ \/Eme) K1 (5 \/zmrxg‘rzs b0'25) + KO <§ \/Emrb) 11 <§ \/5me2£[st25>:| I] g \/megrzs bo’25>
- 2 4 2 2 = mby, 400 —77 @7)
Iy (5 \/Emﬂ)) Ko <§ \/Em—rxggs b0‘25> — 1y <§ \/Emeg’rZ,S b0'25) Koy <§ \/5me> Iy <§ \/megrzs b0'25>

However, the iterative calculation is needed to solve x4y
The second method, with the other set of boundary conditions represented by Eqgs. (28) and (30), and Egs. (31)—(34), can be solved as
follows:
Uniform cross section spine:
mTVO€7MI (2ay+b) + mb(v,dp gdl’eimr (ray+26) tanh(mxdl')’) M —mrx
mT(e—any-,\fd,y + e—2m,~h) mT(efzm’xdf«V + e—Zmy-b) (48)

mrypge " — mb!

w,dp 6‘1[7 e tanh (mx dry )

yconleparl

Conical spine:

S \/zmeV()Il (2\/§m1 /bXdry)Kz (2\/§mr \/ bxdry) + \/_imbo-ngéb;,ydpedel (2\/§mrb)lz(2\/§m1 /bxdry) I (2\/§mr\/b_x)
conezpart \/imeO'SXO'Sll (2\/_2‘}’}1\ / bxd,-y) [11 (Zﬁme)Kz (Zﬁmﬁ /bxdry) + Kl (2\/2}7[7‘}))12 (2\/—2}7’[7 \/ bxdry)}
V2mrbyol1 (2v/2m, /DXary )12 (2v/2my /DXdry) — \/Embo‘sxgébiv,dp Ogply (27 2mrb) I (27/2m /bXdry)

* V2mrbO5x051, (2v/2m /Bxary) [11 (23 2mrb) Ko (2 2mr\ /BxXary) + K1 (2v/2mrb) 12 (27 2mr \ /Dxary )]

Ky (2v2mr/bx)

(49)
Concave parabolic spine:
_ 242105 Ca ccave2
“I'ccz\veZ,pz\rl = CLCC?WEZX 154050 +8mrb%) W (50)
where
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1.5-0.54/ 9+3mzhzb /9+-8m2b?
T

dry

(—1.5—0.5\/9 + 8m2b?); OxdryV9+8m T 1505\ /05 8ne 1 +(1.5-0.5V9 + 8m2b2)b ' apDap

Cl,ccaveZ =
(15— 0.5\ F 8, Y ™" 4 (15 — 0.5,/0 F 8ng 2 ) VO
(51
c (15— 0.5/0 F 8mZb2)ygb' S O5VO8mP _ (15— 0.5V0 4 8m252)b, Oy V1" -
2,ccave2 — - —
(—1.5 - 05\/9 + 8n2b2 )Y "™ 1 (15 — 0.5\/9 + 8mdb2) o VOr S
Convex parabolic:
4
010( V2mb® 25)(2&5 > | <§\/§mrb° 2§xgr§5> by 4y 0apKo ( 3 V2 mrb)l i ( V2mb® 25xgr;5> .
Vevex2,part = 4 4 1 I (5 \/EmeO.25x0.75)
Iy (g\/i 0 Srf) {10 (g\/ﬁmrb)lﬁ (3 V2mpb*? ng/S) Ko <3 \/—mrb) I ( mrb® > gr?)}
4 4 4
Yol (§ \/Embo‘zsxf};?)f’ 1 (g V2mrb” 259&35) bly.apOaplo <3 ﬁmﬂa) I < V2mb™ 2%3;5) A
+ 7 7 7 Ko <§ V2mpb*% x0'75)
]0 (5\/_ bo 2 2TZ’5> |:[0 (3\/5}717‘]7) K1 (g\/imeO 2 ng/5> +K0 (5\/§me 11 (g\/—m bo 25 (d)rZ/5>:|
(53)
Then, the fin efficiency can be evaluated as in Eq. (39) as follows:
Uniform cross sections pine:
mryo (e~ — e 2Py 4 2mb), | O, tanh (mxgey )e "N t0)
Heonst2,part = meyo (e*Zmr‘fdry n e*ZmTh) (54)
Conical spine:
" _ \/EmeV()]l (2 2bxd,ym) LIZ (Zﬁmrb)[(z(z 2bxd,ymT) — [2 (ZMmT)KZ (Zﬁme)J
cone2,part m%bzyoll (2\/5”}1\ /bxd,y) []1 (Zﬁnlfb)[(z (2\/5]’}17"‘ /bxdry) + Ky (2\/§me)]2 (2\/§mT /bxdry)}
V2mb*x XG bl apOapl2 (2+/2bXarymr) [11(2V2mrb) Ky (2 2mrb) + Ky (2v/2mrb) (27 2mrb) | 55,

ma b2y (2v/2m . /Bxarg) [11 (2v/2mrb) Ko (23/2my /BXary) + K1 (23 2mrb) 1 (27 2my | /Dxary )|
Concave parabolic spine:
VB (45— 15VI SR, i YT b 0T i (57 VI g )
2miby, [(—1.5 — 050+ 8m%b2> o (152 05/ T8 )b \/‘m}

nccavelpart =

dry

(56)
Convex profile:

4 4 4
3\/5"/010 (g \/megrzf b0‘25> |:11 (g \/ime) K (3 \/vaXg 75 bO 25) ( \/vaXg 75190 25) 1 (g \/Eme) :|
4 4 4 4
4mrbyolo <§ V2mb" 25xgr;‘) {10 (g \/ime) K, (g V2mrb® 2*xgr;5) +Ko <§ \/ime) I (g Vamp b7 ) }

rlcvexz.part -

4 4 4 4 4 4
3v/2h, dped,,mﬁ [10 (gﬁme>K] <§\/§mrb)1] (gﬁmxgrfb‘) 25) +1 (gﬁme>K0 <§ﬁmrb>11 (5\@ migy b 2‘)}
T

+
4 4
dmrbyoly (gx/imbo Zng,f) {10 (g\/zmrb)lﬁ ( V2mpb®® 075) +K0( ﬁmﬂa)[, ( V2mpb® 25xgr75>]
(57)
To evaluate x4y, the second boundary condition in Eq. (29) is 3 Results and Discussion
continued. Then, V|x:xd,y can be calculated from Egs. (48)—(50)
and (53), and Vap is known. Using the iteration procedure, x4, can Like the results of Kern and Kraus [2] in fully dry conditions,
then be calculated. the four very faint lines of # plotted against mb are shown in Fig. 2.
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Fig.2 Fin efficiency plotted against msb

It can be observed that the fin efficiencies decrease with increases
of mb. At the same mb, the fin efficiency can be sorted from high-
est value to lowest value in the following order: concave parabolic
spine, conical spine, uniform cross section spine, and convex par-
abolic spine. For fully wet conditions, as shown in Egs. (6), (8),

(10), and (12), the fin efficiencies are dependent only on myb. Fig-
ure 2 shows that the trends of the results are similar to those for
dry conditions, but all values are lower. For partially wet surface
conditions, as shown in Fig. 2, the fin efficiencies determined by
Egs. (40)—(43) and those determined by Eqs. (54)—(57) are not dif-
ferent. The fin efficiencies are not dependent only on myb, but
they are more complicated than those in dry and wet conditions.
Figure 2 shows the partially wet fin efficiencies plotted against
mrb at 90% RH. Accordingly, at low myb, it can be found that the
four gray lines representing the partially wet fin efficiencies have
vanished. This is because the fins are in fully wet surface condi-
tions. Moreover, one can see that the partially wet fin efficiencies
are between the dry and wet fin efficiencies. The partially wet fin
efficiencies are proximate to the fully wet fin efficiency at high
RH, and are approximate to equal the fully dry fin efficiency at
low RH. The partially wet fin efficiency still decreases with the
increases of mzb, and the order of the sorted results is the same as
the order in dry and wet conditions. It must be noted that the m

for the uniform cross section spine is (h(,P / ka) but my for the

other spines is y/ (2h0/kf(30).

Figure 3 shows the temperature distribution along the distance
from the fin base. According to the trend line, the slope at the fin
base and the position of the saturation point can be evaluated for
heat transfer performance. In the same conditions, the steep line at
the fin base promotes good heat transfer. This can be described by
the conductive heat transfer rate at the fin base as shown in Eq.
(39). Moreover, more condensation, which promotes the heat
transfer rate, takes place when the saturation point nears the fin
tip. However, one can see that the trend lines in the dry portion
are opposite those in the wet portion. Essentially, with the excep-
tion of the uniform cross section spine, it can be found that the
sorting order of slope in Fig. 3 is opposite the sorting order of fin
efficiency in Fig. 2. This can be described with the actual and
ideal heat transfer rates as plotted in Fig. 4. From Fig. 4, with the
exception of the uniform cross section spine, the order of actual
and ideal heat transfer rates calculated from the part of the frac-
tion over and below the line of Eq. (39) is convex parabolic spine,
conical spine, and concave parabolic spine. The actual heat trans-
fer rate can be described by the ordering in surface area because
more surface area produces a higher heat transfer rate. However,
for considering fin efficiency, the actual heat transfer rate must be

Fig. 3 Temperature distribution for four spines

Journal of Heat Transfer
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Fig. 4 Heat transfer through four spines

Fig.5 Constant section spine efficiency plotted against relative humidity

compared with the ideal heat transfer rate. Figure 4 demonstrates
that, with the exception of the uniform cross section spine, both
the actual and ideal heat transfer rates of the convex parabolic
spine are highest. Moreover, it can be observed that the increase
in actual heat transfer rate is lower than the increase in ideal heat
transfer rate. Thus, the fin efficiency of convex parabolic spine is
lowest. This is the effect of the ratio of cross section area to sur-
face area. This effect is not distinct in longitudinal fins.

Figures 5-8 show 5 and 0.25 (xdry / b) plotted against the rela-
tive humidity. The lines for partially wet and fully wet conditions
are continuous, but there is a break between the lines of fully dry
and partially wet conditions. The 1,5, for fully dry conditions cal-
culated by dividing the actual heat transfer rate by the ideal heat
transfer rate in fully wet conditions (7] = (qacmal’dry /qideal‘wel)) is
presented in Figs. 5-8. For partially wet and fully wet conditions,
the fin efficiencies decrease with increased relative humidity

081903-8 / Vol. 135, AUGUST 2013

because the increase in the ideal or maximum heat transfer rate is
higher than the increase in the actual heat transfer rate. These
results are consistent with the results for a circular fin in partially
wet and fully wet conditions as determined by Pirompugd et al.
[11]. In 1999, Rosario and Rahman [13] presented an equation to
determine the partially wet fin efficiency for a circular fin. That
equation is a 2nd degree polynomial and is a function of dry por-
tion length per total length of fin. Pirompugd and Wongwises [12]
showed that, for longitudinal fins, the 1st or 2nd degree polyno-
mial approximations cannot precisely predict partially wet fin
efficiency. They derived the approximation by using ten times the
relative humidity. Accordingly, the approximation for the spine in
partially wet conditions is presented as follows:

Xary\ 10XRH Xey'\ 10XRH
”pﬂrt = < bfy) ndry + |:l - ( h)’) :|’7wet (58)
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Fig. 6 Conical
humidity

spine efficiency plotted against relative

Fig. 7 Concave parabolic spine efficiency plotted against rela-
tive humidity

Fig. 8 Convex parabolic spine efficiency plotted against rela-
tive humidity

Journal of Heat Transfer

Fig. 9 Comparison of approximate n and n at many Myb

As seen in Figs. 5-8, the results from Eq. (58) are consistent with
the theoretical data. Moreover, Fig. 9 shows a comparison with
the other conditions. According to the figure, at # > 0.2, almost all
the measured data fall within = 10%. However, error over =50%
may occur when 1 <0.2. Therefore, Eq. (58) can be applied only to
extended surfaces of # > 0.2. The methods for evaluating x4, have
been described in the first method and second method for partially
wet surface conditions. However, Eq. (58) is not necessary because
this study has proposed a theoretical partially wet fin efficiency.

4 Conclusions

(1) The partially wet fin efficiencies for spines of uniform cross
section area, conical, concave parabolic, and convex para-
bolic profiles are presented. Equations for evaluating the
length of the dry portion are also proposed.

The order of fin efficiency can be sorted, from highest to
lowest, as follows: (1) concave parabolic spine, (2) conical
spine, (3) uniform cross section spine, and (4) convex para-
bolic spine.

The order of fin heat transfer rate can be sorted, from high-
est to lowest, as follows: (1) uniform cross section spine,
(2) convex parabolic spine, (3) conical spine, (4) concave
parabolic spine.

(4) With an increase in relative humidity, partially wet fin effi-
ciencies decrease rapidly, but the decrease of fully wet fin
efficiencies is slower. Contrarily, the dry fin efficiencies are
independent of the relative humidity.

Conveniently, the equation for predicting partially wet fin
efficiency from fully wet and fully dry fin efficiencies is
also presented. The methods for obtaining the length of the
dry portion are also described.
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Nomenclature

A = cross section area of fin, m>

2
A" = fin surface area, m
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b = distance from fin tip to fin base, m
b',,.4p = slope of the saturated air enthalpy curved at the dew point
temperature, J kg ™' K™
b, s = slope of the saturated air enthalpy curved at the mean fin
surface temperature, J kg ™' K™
b'\., = slope of the saturated air enthalpy curved at the fin base
temperature, J kg~ ' K~
C,,., = air specific heat capacity, J kg ''c!
h, = convection heat transfer coefficient, kg m > s~
i = saturated air enthalpy at fin surface, J kg '
i, = air enthalpy at free stream, J kg '
1, = modified Bessel function solution of the first kind, order O
1, = modified Bessel function solution of the first kind, order 1
1, = modified Bessel function solution of the first kind, order 2
ks = thermal conductivity of the fin, Wm ™' K™
k,, = thermal conductivity of the water film, W m ' K~
K,y = modified Bessel function solution of the second kind,

order 0

K, = modified Bessel function solution of the second kind,
order 1

K> = modified Bessel function solution of the second kind,
order 2

m= (h(.P/ ka) for uniform cross section spines, and

m= (ZhL. / k_fﬁo) for conical, concave parabolic, and
convex parabolic spines.

myp =

(hoP /ksA) for uniform cross section spines, and

m=/ (2h0 / kféo) for conical, concave parabolic, and

convex parabolic spines.
P = the fin perimeter, m
RH = relative humidity
T = air temperature, °C
x = distance from fin tip, m
Xary = distance from fin tip to saturation point, m
y,, = thickness of the water film, m
dp = thickness of fin base, m
y = air enthalpy difference between fin surface and air, J kg™
n = fin efficiency
0 = air temperature difference, C

1

Appendix

The section shows the 1st method for derivation of efficiency of
partially wet conical fin. From Fig. 10, the fin is in the partially
wet condition. The fin base is cold and the surface temperature is
generally lower than the dew point temperature. Then, the con-
densation of water vapor in the moist air takes place. There is si-
multaneous heat and mass transfer from moist air to the fin
surface and both sensible and latent heat transfer takes place. The
surface temperature increases with a decrease of x until it is equal
to the dew point temperature. After this point, the surface temper-
ature is higher than the dew point temperature. Then, there is only
sensible heat transfer takes place in this region.

For the dry portion:

By Kern and Kraus [2], the differential equation for the dry por-
tion can be written as

d*0 do
2 2
—+2x——M2x0=0 Al
T * Y * (AD
with the boundary condition of
do
atx=0,—=0 (A2)
dx
at X = Xgry, 0 = Oyp (A3)

where M = v/2m?b.
By Frobenius method, the solution of differential equation can
be found in many mathematical handbook and can be shown as
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Fig. 10 Heat transfer along the conical spine

0 = x""%[C1;(2M V/X) + CoK1 (2M/x))] (Ad)

By the first boundary condition of Eq. (A2), C;=0 and by the
other boundary condition of Eq. (A3), the constant of C; can be
obtained as

Oqp = X3y C111 (2M \/Xary) (A5)

0y
Cil=—— % A6
' )cgr(;'sll(ZM1 /Xdry) (A6)
05
(J:Gd,,(k ) 1, (2M /x)

A7
Xdry I (ZM\/)TT)’) A7

For the wet portion:
By method of Threlkeld [9], the differential equation for the
wet portion can be written as

dy ., dy
2 2 —
X W-‘FZXE—MTX/*O (AS)
with the boundary condition of
at X = Xdry, Y = Vgp (A9)
atx=b,y =17, (A10)

where M = /2m2b.

By Frobenius method, the solution of differential equation can
be found in many mathematical handbook and can be shown as

y =x""[Ci1 (2M7r\/x) + CoKy (2M7+/x))] (ALL)

By substituting Eqgs. (A9) and (A10) into Eq. (A1),
Vap = x;§»5 [C111 (2M 1 \/Xary) + C2K1 (2M7 /Xy )] (A12)
90 = b*[C11,(2MV/b) + CoK, (2M1V/b)] (A13)

Then, C; and C> can be obtained as

bO370K1 (2Mr \[Rary) — X33 70K (2M7\/b)

C, =
]1 (ZMT\/Z)KI (2]‘47‘1 /-xdry) — ]1 (ZMT1 /xdry)Kl (ZMT\/I;)
(A14)
c Xy Tapl1 @MrV/b) — b0 901 (2Mr \/Xary)
) =
11 (ZMT\/[;)KI (ZMT‘ /xdry) — 11 (21\41“1 /xdry)Kl (ZMT\/B)
(A15)
Then, Eq. (A11) can be rewritten as shown in Eq. (36) or
Transactions of the ASME
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030K 1 (28/2mr \/BXary) — X33745K1(23/2mrb)

'}} —
1(2V2mrb)K 1 (2v/2mr\ /DXary) — 11 (2v/2my /BxXarg) K1 (23/2mrD)
o vapl (2V2mrb) — bO%yo11 (2V/2mr \/bXary)

Xﬁo‘sll (2\/5}71]"\/[7—)()

+[| (2\/5”11‘}7)1(1 (2\/§me /bxdry) - 11 (2\/5}’}1’[‘ / bxdry)Kl (2\/§me)

For the heat transfer rate and fin efficiency:

When C; and C, are obtained, the heat transfer rate can be eval-
uate by the conductive heat transfer through the fin base and can
be shown as

-~ kndj dy
4b;, , dx

90 (A17)

x=b
For differentiating dy/dx, the by-pass technique is applied as

~ kndg dydu
B 4b}, , du dx

40 (A18)

x=b

where u = 2Mr+/x

(A16)
x70'5K1 (2\/§n1T\/5)
Then,
kndd M
90 = 4Z’ : TT [C\1(2M7Vb) — CK> (2M7 Vb)) (A19)

w,0

The ideal heat transfer rate with assumption of entire fin surface
temperature equal to fin base temperature can be written as

h, ©
Gideal = ai dobyg (A20)
Then, the fin efficiency can be shown as Eq. (41) or
n= Gactual (OI' (10) (AZI)

Gideal

2
knoo My _2Cpa [C11,(2MVb) — CoK,(2MV/b)] (A22)

=46, b hymdobyg

 V2byo[K1(2V2my \/bXary )12 (2V2mrb) + 11 (27 2my \ /DXary ) K2 (2 2mr b))

o mpbyo [ (2V2mrb)K (23 2mr \ [BXary) — 11 (23 2mr \/DXary )K1 (23 2mrb)]
V260355374, [ (2V2mrb) Ky (23 2mrb) + Ky (2v/2mrb) 5 (2 2mrb))]

(A23)

 mb2y [ (2V/2mrb)Ky (27/2my/BXarg) — I (23/2my /Bary ) K1 (2/2mb)]
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Abstract

This paper presents the parametric design and functional optimization of a thin-walled food container with a corrugated surface. The
configuration of the can corrugation should be designed to minimize the use of raw material subject to the constraints of the targeted
structural performance. In the present study, the failure behaviors and the buckling strengths of a commercial food can under paneling
pressure and axial loading are investigated with a series of experiments and finite element analyses. Full factorial design is implemented
to study the effects of the geometric parameters of the corrugation (e.g., depth, radius, spacing and number of beadings) on its strength.
Parameter optimization using a rotatable central composite design is employed to identify an optimal corrugation design by approximat-
ing the response surfaces of the can strength in terms of the significant design variables. The obtained surfaces are derived through the
analysis of variance, and the suitability of the response is justified. A light- weight can body is then achieved by reduction of the can body
thickness according to the required strength characteristics. Finite element analysis of the optimal model is also performed to confirm the
predicted results. By using the proposed procedure, the can-body weight can be reduced by up to 12% compared with the original design.

Keywords: Buckling analysis; Corrugation design; Finite element analysis; Response surface method; Structural optimization

1. Introduction

The annual production of metal food and beverage contain-
ers in the United States has recently reached 100 billion cans
per year [1]. Because of this large production volume, the can
industry is actively pursuing new technologies to reduce costs.
An appropriate container design is expected to minimize the
can thickness and avoid compromising the structural perform-
ance requirements under the applicable manufacturing and
transportation loads.

The three main loading conditions applied to the cans dur-
ing the manufacturing processes are as follows: the vacuum
pressure in the packaging procedure, the internal pressure
during sterilization, and the compressive axial load during
transportation and stacking. The can body of a cylindrical-
shell shape possesses a high axial loading resistance but only a
moderate resistance against paneling and internal pressure. To
increase the can strength under a high out-of-plane pressure,
most can structures are designed with a corrugated surface.
However, the corrugation decreases the axial load resistance.
Failure of the can structures from paneling pressure and axial
load occur mostly due to shell instability. Calculations of the
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loading capability and the post-buckling behaviors of the shell
are complicated due to the existence of several bifurcation
points [2-4]. The analytical and the experimental results often
vary significantly (e.g., Refs. [5, 6]) because the deformation
behaviors depend on the imperfections of the geometry and
the material properties [7].

Research on the container design using various tools has fo-
cused on analyses of the containers in use for different loading
conditions. Sodiek and Sauer [8] studied the mechanical be-
haviors of food cans during the sterilization process and pro-
posed a method for prediction of the loading capacity. Siad [9]
suggested analytical formulae to predict the buckling of thin-
walled orthotropic cylindrical shells under a uniform external
pressure. The results were shown to be in agreement with
experiments performed by Ref. [10]. Finite element analysis
(FEA) has been employed to study the behaviors of food con-
tainers subject to different types of loading [11-13]. Certain
optimization techniques for the lightest container design have
also been widely proposed [14-16]. Yamazaki et al. [17] and
Han et al. [18] studied the shape of the end of the can to mini-
mize the weight of a beverage bottle. Ugail [19] demonstrated
method for design of a light-weight food container shape with
a required volume. Han et al. [20] applied a multi-objective
optimization approach to obtain the proper rib design for a
screw top bottle with a temperate touch surface for vending of
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Fig. 1. Beading configurations of the cans studied in the current work.

hot items. However, no application of an optimization tech-
nique for the study and design of the can-body corrugation
have yet been performed, particularly, with consideration of
the can structural performance, including the effects of a
nonlinear structural response.

In the current work, finite element analysis using Abaqus
software [21] is carried out to study the failure behavior and
the strength of corrugated food containers under paneling
pressure and axial load. Experiments performed on physical
models are used to compare and validate the results from the
FE models. The significant corrugation geometric parameters
that affect the can structural performance are specified via a
full factorial design based on the FEA results. The design
parameters include the thickness of the can body, the beading
depth, the spacing, the radius and the number of beadings.

The response surface methodology (RSM) [22], a statistical
technique that uses quantitative data obtained from appropri-
ately designed experiments to determine the regression model
and operating conditions, is then applied to determine the op-
timal corrugation design. With the purpose of minimizing the
can thickness, a numerical example is used to design the opti-
mized corrugation for the given loading requirements.

2. Structural performance of a food container

In the cannery industry, the can sizes are categorized to
avoid confusion from conflicting local names of cans. The can
used in the current research is designated as 603 x 700, which
would measure approximately 6-3/16 inches (157.2 mm) in
the outside diameter of the double seam and 7 inches (177.8
mm) in the overall height. Both the lids and the body are pro-
duced from single-reduced continuous-annealed tinplate. The
material properties of the tinplate are tested using five samples,
and the average values are as follows: the elastic modulus of
the tinplate is 219.86 GPa, the yield stress is 476.74 MPa, and
the Poisson’s ratio is 0.3. Two different models of beading
configuration are considered, as illustrated in Fig. 1. Model A
(or the “half” beading configuration) consists of two sets of six
beadings with a 32-mm spacing between. The thickness of the
can body and the can lids is 0.28 mm. Model B (the so-called
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Fig. 2. Boundary conditions for finite element analyses of the can
under: (a) internal and vacuum pressures; (b) axial compressive load.

“full’ beading configuration) has a full corrugated surface of
17 beadings over the can body. The can-body and can-lid
thicknesses are 0.25 mm and 0.28 mm, respectively. Both
models display the same corrugation pattern at the can lids.
The can structural performances are considered under three
types of loadings, i.e., internal pressure, vacuum pressure, and
compressive axial load. Three samples are tested for each
model in the experiments for all load cases. The boundary
conditions for analyses of the can under different loadings are
shown in Fig. 2.

2.1 Internal pressure

The can deformation under internal pressure is studied by
applying continuously increasing air pressure to the inside of
the can. After a certain amount of pressure is applied, the can
lids begin to bulge before a noticeable deformation of the can
body occurs. The internal pressure requirement is such that the
paneling growth (the maximum bulging of the can lid) does
not exceed the reference level at the top of the seam. The av-
erage allowable amount of paneling growth (measured by
using a dial gauge from three samples) is 4.496 mm, and the
average internal pressure obtained from the test is 20.6 kPa.

To simulate the can lid deformation from internal pressure,
a three-dimensional (geometrically and materially) nonlinear
FEA is performed. The can body of a thin-walled cylindrical
shell shape and the corrugated plate lids are modeled using 8-
node reduced-integration quadrilateral shell (S8R) elements.
The double seams along the rims of the can lids are stiffer than
the other parts and are thus modeled by 20-node quadratic brick
(C3D20) elements. The quadratic elements are preferred be-
cause of the curved boundaries of the can structure. An example
of the finite element model including the type and the element
size for each part is displayed in Fig. 3. The can material proper-
ties are assumed as elastic-perfectly plastic. The results from the
FEA show that when the paneling growth is controlled to the
measured value, the static internal pressure is 20.61 kPa. The
radial displacement of the can-body shell remains minimal,
which is in agreement with the experimental result.



P. Jongpradist et al. / Journal of Mechanical Science and Technology 27 (7) (2013) 2043~2052 2045

Shell elements
S8R

‘ R=786mm
>

Brick elements
C3D20

Shell elements
S8R

177.8 mm

Fig. 3. Meshing and element types of the finite element model.
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2.2 Vacuum pressure

The deformation behavior and the can structural resistance
under vacuum pressure are studied by placing the specimens
in a closed chamber as shown in Fig. 4, where increasing ex-
ternal air pressure is applied. Similar to the previous case,
when the pressure in the chamber is increased, the container
lids first start to cave in while no visible deformation is ob-
served in the can body.

Static and buckling tests are performed to study the can be-
haviors under vacuum pressure. First, an external pressure of
80 kPa is applied to the can, and the plastic deformations of
the can are measured after the pressure is released. The meas-
uring points are located along the radial direction of the can lid
at the peaks of each lid corrugation, namely, at locations A to
D and at the center O. The experimental deformation for each
peak is obtained from an average of four measuring points
located 90 degrees apart on the circumference.

The finite element simulation for this case is executed via a
two-step analysis: in step one, a static pressure of 80 kPa is
applied to the can, and in step two, the pressure is released.
The plastic deformations of the can lids at locations A to D are
recorded and compared in Table 1. The results from the ex-
periments and the FEA are shown to be similar at all locations
with less than 5% difference. A slightly larger yet acceptable
difference is detected at the center of the can lid.

The next experiment examined the can structural strength
and failure behavior under vacuum pressure. When the pres-

Table 1. Comparisons of the plastic deformation of the can lid from
FEA and experiments.

Method of Average deformation (mm)
analysis 1) A B c D
Experiment 1.958 2.130 2.078 1.887 1.238
FEA 2.186 2.044 1.996 1.797 1.277
Difference (%) | +11.6 -4.0 -4.0 -4.8 +3.2

(b) model B

Fig. 5. Comparisons of buckling mode shape due to vacuum pressure
in experiments and FEA.

sure in the chamber is increased although the high plastic de-
formation initially occurs at the can lids in both models, the
eventual failure is due to the instability of the can body. The
modes of failure for models A and B consist of four apexes
located around the can body as shown in Figs. 5(a) and 5(b),
respectively. The buckling strengths, read as the maximum
value before the pressure inside the chamber drops, are 142
kPa and 126 kPa, respectively.

In the FEA simulations, this load case is simulated in a
large-deformation static buckling analysis under a uniform
vacuum pressure inside the can. The modes of failure obtained
from the FEA for both models are analogous with those from
the experiments (Fig. 5). The buckling paneling pressures of
model A and B from the analysis are both comparable with
their experimental results at 143 kPa and 129 kPa, respectively.

2.3 Compressive axial load

To evaluate the compressive axial resistance of the can
structure, the specimens were tested under compression using
a universal testing machine. As shown in Fig. 6, a linear-guide
device is used to ensure movement in the vertical direction
and a uniform load around the can axis. The crosshead speed
is set to 10 mm/s. Failure from the compressive load occurs as
buckling of the can, and the load drops rapidly. For both mod-
els, the can bodies buckle such that seven waves are formed
around the can-body circumferences. In model A, the circum-
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Fig. 7. Buckling of the can structure under axial compression.

ferential waves occur between the two sets of beadings (Fig.
7(a)) at an average compression of 10450 N with a maximum
displacement of 1.89 mm. For model B, the buckling waves
arise at locations around the first to the third corrugation from
either side of the can ends. The average compressive load is
9884 N and the maximum displacement is 1.32 mm (Fig.
7(b)).

In the simulations, the can models are modified by the at-
tachment of rigid plates to the top and the bottom of the can.
The buckling mode shapes are first determined by static buck-
ling analysis to measure the eigenfrequencies, followed by
Riks analysis to study the buckling strength and the post-
buckling behaviors.

The load-displacement response of a thin-walled structure
under axial load usually produces a negative stiffness. To re-
main in equilibrium, the strain energy must be released. The
Riks method is able to find the static equilibrium during the
unstable phases of the model response.

To use the Riks procedure for solving a post-buckling prob-
lem, it is necessary to introduce an initial imperfection into the
perfect geometry of the model. The definition of the geometric
imperfection is created by a superposition of buckling eigen-
modes obtained from a previous buckling analysis. The nor-
malized displacement of the eigenmode shape and the imper-

Table 2. Normalized axial buckling resistances for various eigenmodes
and imperfection sizes.

Eigenmode Buckling load (N) for imperfection scaling factor
0.01t 0.1t 0.2t 0.5t
1 0.999 0.988 0.987 0.984
5 0.999 0.997 0.994 0.988
17 0.999 0.996 0.993 0.962

fection scaling factor are multiplied and result in the imperfec-
tion amplitude. The imperfection amplitude alters the perfect
structure to that of geometry with a deformation before the
load is applied on the model.

The imperfections used in the model were chosen in terms
of percent of the shell thickness, t. An appropriate perturbation
pattern in the initial condition corresponding to the eigen-
modes obtained from the static buckling analysis is applied to
trigger the buckling process. The top plate is assigned to move
downward at the speed of the crosshead. The buckling resis-
tance under the axial load is read from the maximum reaction
force at the reference point on the top plate before the force
drops. The stiffness of the structure and the maximum load are
observed to decrease with increasing imperfection values. The
respective buckling resistances of the perfect shell for model
A and B are 11,584 N and 10,588 N. The buckling mode
shapes from the FEA resemble those from the experiments.
Table 2 shows an example of the normalized buckling resis-
tance (as a ratio to the perfect shell buckling load) of model B
for different eigenmodes and imperfection scaling factors. The
sensitivity of the structure to the eigenmodes and imperfec-
tions appears to be marginal. The reduction of the buckling
load in the models with imperfections of up to 50% of the
shell thickness is less than 4%. Therefore, this study employs
the first eigenmode shape with an imperfection scaling factor
of 0.1 t to the axial buckling load analyses for all calculated
models in the optimization design. Local imperfections are not
introduced into the mode.

3. Effects of beading configuration and design pa-
rameters

As illustrated in the previous section, two beading configu-
rations and five geometric parameters are investigated in the
current work, as shown in Fig. 8. The parameters of interest
include the thickness of the can body (t), the beading depth (d),
the beading spacing (s), the beading radius (r) and the number
of beadings (n).

3.1 Beading configuration

Model A and model B with the same material thickness of
0.28 mm, are examined to study the effects of the beading
configuration. Because the thicknesses of the container are
approximately uniform, the material volumes for models A
and B can be computed by the multiplication of the can sur-
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Fig. 8. Corrugation parameters.

face area and the can thickness.

The amount of tin-plate in the can body V (in mm®) can be
expressed in terms of the number of beadings n, the angle &
(in radians) and the length | (in mm) of the line shown in Fig.
8, as

V = zDt[2n(2r8 +1) + (H —2ns)] ()

where D and H are the diameter and the height of the can
body, respectively. The values of @ and I can be determined
from their relationships to the beading spacing, s, and the
beading depth, d:

s=1cosé+2rsing 2)
d=Isinfd+2r(1—cosH). 3)

Egs. (2) and (3) can be solved simultaneously to obtain &as
a function of other geometric parameters as

o 4rs+/16r?s? — 4d (4r —d)((2r —d)? +5?) @
B 2((2r —d)? +s?) '

The length | can be calculated by substituting &from Eq. (4)
into either Eq. (2) or Eqg. (3). Note that the two values of 6
yield one positive and one negative value of | with the same
magnitude. Thus, only the positive value of | is realistic.

The can model used in the current study has diameter D of
157.16 mm and height H of 177.8 mm. For the beading con-
figuration of model A, there are two sets of six beadings (n =
12) with a spacing of 8 mm (s = 4 mm). The beading radius r
is 2.8 mm, and the depth d is 0.7 mm. Substitution of all vari-
ables into Eq. (4) gives the angle @ of 0.201 radians. The
length 1 is found from Eq. (2) or Eq. (3) as 2.94 mm. There-
fore, the model A material volume, V,, is calculated from Eq.
(1) as 24,798 mm”.

Model B has 17 beadings (n = 17) of radius r = 2.8 mm,
depth d = 0.7 mm and spacing = 7 mm (s = 3.5 mm). Thus, we
achieve a #and | of 0.244 radians and 2.21 mm, respectively.
Therefore, the model B material volume of the can body, Vg,
is 24,939 mm®. Thus, the material volumes for the two models
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Table 3. Comparisons of structural performances for the two models.

Model Material volume | Paneling strength | Axial strength
(mm?) (kPa) (N)
A 24,798 142 11584
B 24,939 158 11513
Difference (%) +0.57% +10.1% -0.62%
2.20 )
—=— Paneling strength N
2.0091 —— axial strength PR
1.80 1 e
7 1.80+ /_,,/Vb'_f_,n,: 416,71~ 288,917 + 79.421 - 6.555
Stae] , * R*=1
& 120 et
' 1.00 e
Joso{ =" Poa = —1BE2(% + 31, 111% 3,778 + 0,341
R'=1
0.50 1
0.40 |
0.20

{ { | { {
0.22 0.23 0.24 0.25 0.26 Q.27
Can body thickness (mm)

Fig. 9. Effects of changes the can-body thickness on the container
strength.

are almost identical.

The performances of models A and B with the same can
body thickness of 0.28 mm under vacuum pressure and axial
load as determined by FEA are shown in Table 3. Model B’s
pressure capacity is higher than that of model A by 10.1%
while its axial strength is smaller by 0.62%. Because the bead-
ings are designed to stiffen the unsupported wall section and
to increase the paneling pressure, their influence on the axial
load is smaller. The use of either design depends on the manu-
facturer’s requirements and the intended usages. In the current
study, the full beading configuration in model B is chosen as
the prototype for optimization.

3.2 Design parameters

The design variables that affect the can strengths are the
can-body thickness, the corrugation depth, the spacing, the
radius and the number of beadings. Because the surface areas
for the different corrugation designs quite similar, the key
parameter that directly affects the amount of raw material used
is the can thickness. Fig. 9 shows the FEA results for the pan-
eling and axial strengths of the chosen model (Model B) for
various can-body thicknesses. The ordinate is the normalized
loading for the axial and paneling pressure resistances calcu-
lated by the ratio of the buckling strengths and the required
loads. It can be observed that a decrease in the material thick-
ness results in lower structural performance. The effects of the
can thickness on both strengths are proportional to the magni-
tude of the bending stiffness and cubic relations are observed
between the thickness and buckling strengths. Moreover, it
was found that although can body thickness is one of the sig-
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nificant parameters, its interactions with the other parameters
are negligible. Therefore, the can-body thickness is excluded
from the design of the optimization process. The corrugation
shape needed to maximize the can performance should be first
determined, and the can-body thickness is then adjusted ac-
cording to the required safety factor.

The significance of the other design parameters (corrugation
depth, spacing, radius and number of beadings) to the can
structural strengths under paneling (vacuum) pressure and
axial load are investigated using a two-level full factorial de-
sign. Two values (high and low) are used for each parameter.
Note that the internal pressure condition does not affect the
can body strength since failure under this condition is ob-
served at the can lids. The normal probability plot shows that
the most significant main effects on the paneling pressure are
the spacing, the radius and the depth of corrugation. The spac-
ing is found in the negative field while the radius and depth
are found in the positive field. In addition, a subset of the fac-
tor interactions are found to be significant, which implies that
the linear surface of the factors and the response is not suitable,
and higher-order terms are required to achieve an adequate fit.

The corrugation spacing is a significant effect only for the
paneling strength, in which a smaller spacing is more desirable.
However, when the spacing is too small, the corrugation form-
ing process is problematic or impossible in certain cases, es-
pecially when the corrugation radius is large. The corrugation
formability can also be assessed mathematically using Eqg. (4).
When the designed corrugation shape can be formed effi-
ciently, the value of the term inside the square roots in Eq. (4)
will be large. When the obtained corrugation parameters are
geometrically impossible, this term becomes negative.

Moreover, it can be observed that the main and interaction
effects of the number of corrugations on both strengths are
insignificant. Because the simultaneous optimization of many
factors can cause a reduction in the changeable ranges of the
design variables due to interactions between the parameters,
the insignificant effects should be excluded from the response
surface optimization. To avoid unrealistic geometrical connec-
tivity problems, only the depth, radius and spacing are applied
to the weight minimization problem under the structural per-
formance constraints. The model with 17 beadings is therefore
used in the optimization.

4. Optimal design of corrugation parameters

4.1 Formulation of weight minimization problem for the can
body

The objective of the optimization is to minimize the can
weight while ensuring that the container’s strengths still meet
the manufacturer’s requirements. The axial strength A and the
paneling pressure requirement P are restricted to be larger
than the allowable minimum values A, and P, respectively.
The geometrical dimensions of the corrugation are selected as
the design variables. For a given can size, the weight minimi-
zation of the can body is then posed as:
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Find design variables: X = {x},i=1,...,n (5)

where n is the number of design variables.

Minimize f=V(X) (6)
subjectto gy = 1-A(X)/Anin <0, @)
02= l'P(X)/PmlnS 0, (8)
X <x <x’ 9)

where x- and x’ are the lower and upper bounds of the ith
design variable, respectively.

The optimization via response surface methodology is per-
formed based on the results from the finite element analyses.
First, the path of steepest ascent is determined to evaluate a set
of adjustments to the process variables that will move the
process toward the optimum. Next, the response surface mod-
eling procedure is applied to generate the approximated func-
tions of the axial strength A(X) and paneling pressure P(X) in
terms of the design variables.

A low-order polynomial in a selected relatively small region
of the independent variable space is often appropriate. When
the size of the region in which the response surface must be
accurate enough to describe and approximate the real function
is increased, a higher order polynomial or other response sur-
face functions must be applied [23]. Often, the curvature in the
true response surface is severe enough that a second-order
model will likely be required. Central composite design
(CCD) is the complete design which allows for efficient esti-
mation of the terms in the second-order response surface
model

y =B +Zf% + Zin:lﬁiixiz + ZZin<j:zﬂij XX (10)

where g, g, B, and g, are the constant, linear, quad-
ratic and cross product coefficient, respectively. The variables
X; and x; are the coded variables. The second-order model is
widely used because it is flexible and works well in solving
practical problems. In addition, in this type of model, the main
effects and the interactions among the variables may be esti-
mated by performing a minimum number of experiments and
the parameters can be easily estimated using the least squares
method [24]. For a two-level study, the total number of ex-
periments to be performed is generally given as a sum of the
2n factorial runs, 2n axial runs, and n. center runs, where n is
the number of independent variables.

The adequacy of the selected model and the statistical sig-
nificance of the regression coefficients are tested using analy-
sis of variance (ANOVA). The measured and the model-
predicted values of the response variables are used to compute
the correlation coefficient R* and the relative standard error of
prediction RSEP. The correlation between the measured and
the predicted values indicates the goodness of fit of the model,
whereas, the RSEP values are used to evaluate the predictive
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Table 4. Effects of corrugation spacing, radius, and depth on the paneling and axial strengths.

Independent variables Dependent variables
iabl Natural variabl

Run Coded variables - atural variables Paneling  |Axial strength| SF for panel- | SF for axial
X X X3 S(Priif;g Radius (mm) | Depth (mm) |strength (kPa) (N) ing strength | strength
1 -1 -1 -1 6.15 25 0.51 104.1 12,361 1.301 1.482
2 1 -1 -1 7 2.5 0.51 100.7 12,352 1.259 1.481
3 -1 1 -1 6.15 347 0.51 109.5 12,299 1.369 1.475
4 1 1 -1 7 347 0.51 104.4 12,264 1.305 1.470
5 -1 -1 1 6.15 2.5 0.63 123.1 10,581 1.539 1.269
6 1 -1 1 7 2.5 0.63 118.9 10,661 1.486 1.279
7 -1 1 1 6.15 347 0.63 126.8 10,496 1.585 1.259
8 1 1 1 7 347 0.63 120.7 10,479 1.509 1.257
9 -1.682 0 0 5.86 2.985 0.57 121.9 11,333 1524 1.359
10 1.682 0 0 7.29 2.985 0.57 116.2 11,409 1.453 1.368
11 0 -1.682 0 6.575 2.169 0.57 116.7 11,486 1.459 1.377
12 0 1.682 0 6.575 3.8 0.57 119.3 11,345 1.491 1.361
13 0 0 -1.682 6.575 2.985 0.47 95.2 13,015 1.19 1561
14 0 0 1.682 6.575 2.985 0.67 127.2 10,050 1.59 1.205
15 0 0 0 6.575 2.985 0.57 118.8 11,416 1.485 1.369
16 0 0 0 6.575 2.985 0.57 118.8 11,416 1.485 1.369
17 0 0 0 6.575 2.985 0.57 118.8 11,416 1.485 1.369
18 0 0 0 6.575 2.985 0.57 118.8 11,416 1.485 1.369
19 0 0 0 6.575 2.985 0.57 118.8 11,416 1.485 1.369
20 0 0 0 6.575 2.985 0.57 118.8 11,416 1.485 1.369

ability of the selected model. The RSEP is computed as: tween 2.50 and 3.47 mm is recommended.

The variables in the defined range of each parameter are

Sy —y_ ) coded to fall at +1 for the factorial points, O for the center

RSEP :\/”z;’et"—”ﬁ;‘s' %100 (11)  points and +1.682 for the axial points. The complete designs

it (Veas) consist of 20 combinations (including six replicates of the

where Y.eq; and Y.; are the ith predicted and measured
values, respectively.

4.2 Numerical example of optimal design

A design example for a food container of dimensions 603 x
700 with full beading corrugation is explained and discussed
in this section. The paneling pressure and the axial load re-
quirements are set as 80 kPa and 11,500 N, respectively.

To study the combined effect of the three significant vari-
ables of corrugation depth, radius and spacing, CCD is em-
ployed with an axial distance « of 1.682, which allows the
design to possess the property of rotatability. After the method
of steepest ascent, it was found that although the minimum
spacing is preferable for the paneling strength, spacing lower
than 6.15 mm may cause difficulties in the formation of the
corrugation. Therefore, spacing between 6.15 and 7.00 mm
are recommended. The appropriate minimum and maximum
depths are obtained as 0.51 and 0.63 mm, while a radius be-

center point). All designs are carried out using finite element
models as discussed in the earlier section. Because FEA gives
the same responses for all replicates, only 15 necessary runs
are performed. The combinations of the three independent
variables together with the responses are shown in Table 4.
The safety factor (SF) is computed by the ratio of the can
strength and its required load.

Analyses of variance results of the two response variables
for the prediction of paneling and axial strengths are shown in
Tables 5 and 6. The suitability of the regression is justified by
the fact that the Fisher’s F-test statistic of the model is much
higher than the critical F value (Fggs415 = 3.056) for the con-
sidered probability (P = 0.05) and degrees of freedom, and the
p-value approaches zero in both cases.

Based on the analysis of variance, the response surfaces of
the paneling and axial strengths are approximated using a
quadratic model. The model equations for the paneling
strength (Ypaneiing) and that of the axial strength (Y aar) are ob-
tained as:
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Table 5. Analysis of variance of the response surface model for the
prediction of paneling strength.

Source DF | Seq.SS | Adj.SS | Adj. MS | F-test | p-value
Regression 1376.25 | 1376.25 | 152.916 | 61.53 | 0.000
Linear 122248 | 1222.48 | 407.493 | 163.9 | 0.000
Square 150.12 | 150.12 | 50.040 | 20.14 | 0.000
Interaction | 3 3.64 3.64 1215 | 049 | 0.698
Total 19 | 14011

Table 6. Analysis of variance of the response surface model for the
prediction of axial strength.

Source |DF| Seg.SS Adj. SS | Adj. MS | F-test | p-value
Regression 10692060 | 10692060 | 1188007 | 4987.0 | 0.000
Linear 10657205 | 10657205 | 3552402 | 14823 | 0.000
Square 29822 29822 9941 41.48 | 0.000
Interaction | 3 5033 5033 1678 7.00 0.008
Total 19 | 10694457
Y pancling =118.877 — 2.079, +1.389X, +9.125%, — 0.417x;

~0.788x5 —3.192x; — 0.45%,X, — 0.225%,X; — 0.45X,X,
12)

and

Yo =11416.1+10.8x, — 47.9, —882x, —16.9x7 —1.1x]
+40.2x% —15.4xX, +13.4%,X; —14.6X,X, (13)

where x;, X, and X; are the coded variables for corrugation
spacing, radius and depth, respectively. The regression coeffi-
cients are shown in Table 6.

The R? values for these response variables are greater than
0.98 indicating that the developed response surface models
explain the response well. A particularly high value of the
adjusted correlation coefficient R,q; also shows the high sig-
nificance of the model. Additionally, considerably low RSEPs
(0.91 and 0.10) underscore the adequacy of the fitted quadratic
model.

The response surface plots of the paneling strength are illus-
trated in Fig. 10. For the specified ranges of the corrugation
parameters, the maximum paneling strength is achieved when
the corrugation spacing is less than 6 mm, the radius is be-
tween 3.20 and 3.50 mm and the corrugation depth ranges
from 0.62 to 0.65 mm. Fig. 11 shows the surface plots for
axial strength. From the steep surface plot along the depth axis,
it is obvious that the effect driven by the corrugation depth is
much more significant than that of the radius and the spacing.
Moreover, the low-curvature surface located between the cor-
rugation depth and the radius implies that the interaction of
these two variables is not substantial. It can be observed from
the plots that the maximum axial strength is obtained when the
depth is lower than 0.50 mm.
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Fig. 10. Response surface plot of the safety factor for paneling pressure
calculated from Eq. (12).

o
, 35 oo
Radius Spacing o o

Fig. 11. Response surface plot of the safety factor for axial load calcu-
lated from Eq. (13).
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Fig. 12. Optimal region found by overlaying the paneling and axial
safety factors for a spacing of 6.5 mm.

The optimal condition is determined using the desirability
functions. In this study, the objective is to maximize the re-
sponses while emphasis is placed on remaining close to the
target value. Thus, the weight of the desirability function is cho-
sen to be greater than unity. The lower and upper bounds for the
SFs are specified as 1.3 and 1.5, respectively, and the impor-
tance for both responses is set to 1. By using the optimizer, the
highest desirability is attained at a value of 0.692 when the cor-
rugation spacing, depth and radius are 5.86 mm, 0.54 mm and
3.65 mm, respectively. For this case, the SF for the paneling
strength is 1.46 and that of the axial strength is 1.42.

Another approach for determining the optimal condition is
to superimpose the contour plots of the two responses, as
shown in Fig. 12. The final product is considered as optimal
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Table 7. Safety factors and weight of the optimal design.

Can thickness SF Paneling SF Axial Weight
(mm) Predicted FE Predicted FE ()
0.25 1417 1.416 1.425 1.425 174.17
0.24 1.336 1.329 1.296 1.316 167.20
0.23 1.258 1.245 1.170 1.202 160.24
0.22 1.184 1.145 1.043 1.103 153.27

when the safety factors for both the paneling and axial
strengths are highest. Therefore, the criteria for the optimiza-
tion are targeted as higher than 1.3. By overlaying the re-
sponses, the optimal combined condition is found at a corru-
gation spacing of 6.5 mm, a depth between 0.536 and 0.542
mm and a radius between 2.87 and 3.60 mm. For this case, the
SFs for both the paneling and axial strengths are approxi-
mately 1.42. Thus, the optimal configuration from the overlay
plots is similar to that obtained from the optimizer. However,
this method is not advised if several parameters are considered
and the optimizer may be more convenient.

At the current stage, the optimal design gives the structure a
higher safety factor but the can weight remains relatively un-
changed (decreased by only 0.46%). The designed corrugation
shape can be used with a reduced can-body thickness for the
required safety factor such that the container weight is mini-
mized. Because the can strengths are dependent on the can
thickness, the slopes of the normalized loads from Fig. 9 are
then used to estimate the safety factors and possible thickness
reductions as listed in Table 7. The minimum can body thick-
ness is found to be 0.22 mm, and the can body weight calcu-
lated from Eq. (1) is reduced by 12.4% compared with the
original design. The predicted safety factors of the optimal
model are also confirmed as comparable with the results from
the FEA of the final model. The differences in the predicted
and the FE strengths are less than 5.5% although the discrep-
ancies are slightly larger for the axial load.

5. Conclusion

In this paper, parameter optimization using the response
surface method has been applied to identify an optimal corru-
gation design for a food container that minimizes the container
weight subject to predefined constraints on the paneling and
axial strengths. Finite element analysis is applied to simulate
the failure behaviors and calculate the can structural perform-
ances under loading in the manufacturing process. Full facto-
rial design is used to define the key factors that affect the can
strength. A central composite design is employed to approxi-
mate the response surfaces of the paneling and axial strengths
in terms of the three significant design variables: corrugation
depth, radius and spacing. A numerical optimal design exam-
ple leads to the can-body weight minimization that reduces the
container weight by up to 12.4%. A better understanding of
the optimization of the corrugation design is achieved. It is

clear from these results that using a RSM based on the design-
of-experiments technique is able to reduce the computational
costs of constructing approximate response surfaces and save
time in designing the shape of the can corrugation to meet
different levels of strength requirements.
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Nomenclature

: Corrugation depth
: Diameter of the can body
s : Corrugation parameters
: Corrugation radius
: Number of beadings
: Thickness of the can body
: Material volume
Xi : Coded variables
Yaia - Axial strength
Ypaneling - Paneling strength

<~ S-S—go

5 : Response surface coefficients
17 : Corrugation angle
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This paper is a continuation of the authors’ previous work [W. Duangthongsuk, S. Wongwises, An exper-
imental investigation of the heat transfer and pressure drop characteristics of a circular tube fitted with
rotating turbine-type swirl generators, Exp. Therm. Fluid Sci. 45, (2013), 8-15.]. Swirl generators inserted
into a conventional smooth tube is an innovative way to increase the thermal performance of the heat
exchangers. The effect of the free rotation of a swirl device on the thermal performances and friction
behaviors are investigated experimentally. Five turbine-type swirl generators with and without free rota-
tion are inserted and installed equally distant along the test section. In the present study, DI water is used
as a testing fluid and flows under a turbulent flow regime. A common stainless steel tube with an OD of
10 mm, ID of 9.2 mm, and length of 2.3 m is used as the test tube. A DC power supply is used to supply the
heat load to the test section in order to meet the constant heat flux boundary condition. The data for a
common smooth tube are compared with the data for fixed (FTSG) and freely rotating turbine type swirl
generator (RTSG). The measured data illustrate that the heat transfer performance of the tube with RTSG
inserts is 6.3% and 56% higher than that of the FTSG insert and the conventional smooth tube, respec-
tively. Moreover, the heat transfer coefficient significantly increases when the fluid flows pass the RTSG
and FTSG inserts. However, inserting the RTSG and FTSG into the common smooth tube results in an

increase of the pressure drop. The tube with RTSG inserts gives the lowest pressure drop.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

In order to increase the thermal performance of the heat ex-
changer, two conventional heat transfer enhancement techniques
are used. The first is the active technique and the other is the pas-
sive technique. For the active technique, external force such as jet
impingement, stirring of the fluid, fluid and surface vibration, and
electric field are required. Equally, the passive technique requires
special surface geometries such as extended surface, displaced in-
serts, swirl flow inserts, and surface roughening. Focusing on the
passive technique, swirl generator devices can be fitted both inside
and outside of the tubes to create swirl flow, which leads to a de-
crease in the thermal boundary layer thickness for enhancing the
thermal performance. At the same time, the tube being fitted with
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some devices can cause an increase in the pressure drop. The ratio
of the heat transfer performance to the pressure drop should be
maximized in order to improve the heat exchanger performance.
As previously mentioned, many researchers have studied and have
tried to develop the new type of swirl flow devices for increasing
the thermal performance and reducing the pressure drop inside
the common plain tube to be as low as possible. Several articles
describing these attempts are depicted in the previous work of
the authors [1]. However, the recent articles are in addition to
those described [2-8].

From the above mentioned studies, many researchers illus-
trated that the use of swirl flow devices implanted in the common
smooth tube gave higher thermal performances than the plain
tube. However, this enhancement was supplemented by an in-
crease in the penalty drop of pressure. Except the research wok
of Zhang et al. [6], most of their works mentioned the swirl flow
devices which are the fixed type swirl inserts. The effect of free
rotation on the heat transfer performance and pressure drop
characteristics which has never been seen before in the open liter-
ature is presented. The fixed and freely rotating turbine-type swirl
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Nomenclature
A area (m?
G specific heat (J/kg K)

D diameter (m)

f friction factor

h heat transfer coefficient (W/m? K)
1 electric current (A)

k thermal conductivity (W/m K)
L length of the test tube (m)
m mass flow rate (kg/s)

Nu Nusselt number

Pr Prandtl number

AP pressure drop (Pa)

Q heat transfer rate, W

Re Reynolds number

T temperature (°C)

u velocity (m/s)

%4 electric voltage (V)

Greek symbols

€ roughness (m)
o density (kg/m?)
u viscosity (kg/ms)
Subscript

ave average

elec electric

f fluid

in inlet

m average

out outlet

S surface

w tube wall

X local distance

generators (FTSG and RTSG) used in the present study are new de-
signs. Both FTSG and RTSG are fitted inside the test section sepa-
rately and tested in order to compare them with the data of a
common plain tube.

2. Experimental apparatus and procedures

The experimental setup used in the present study is shown
schematically in Fig. 1. It mainly consisted of two test sections:
the first was conducted to test the conventional smooth tube,
and the other was conducted to investigate the tube fitted with
FTSG and RTSG. Moreover, the test loop consisted of a pump with
a speed controller, two cooling tanks, and a rotameter. In this re-
search, De-ionized (DI) water was used as the testing fluid, and it
flowed through the test tubes under turbulent flow regimes and
uniform wall heat flux boundary conditions. Straight stainless steel
tubes with an inner diameter of 9.2 mm, 0.4 mm thickness, and
2,300 mm in length were used as the test sections. For the test sec-
tion with both types of swirl generator inserts (FTSG and RTSG),
RTSG was first installed and tested. Then, FTSG were mounted in-
stead of FTSG for comparison. Both FTSG and RTSG used in the
present study having 5 pieces and were located at x/L of 0.0, 0.2,
0.4, 0.6, and 0.8, respectively. FTSG and RTSG used in this research
were made from aluminum material with twist angles of 60°, blade
thickness of 0.5 mm, 2 cm in length, and 6.6 mm in outer diameter,
and each FTSG or RTSG had four blades. Each FTSG and RTSG was
installed inside the transparency tube to observe the flow fluid
behavior after the flow passed the swirl devices. When the fluid
was forced through the FTSG, swirl flow was created. Similarly,
after fluid flowed through RTSG, continuously free rotation was ob-
tained and swirl flow was produced simultaneously. Fig. 2 shows
the detail of the FTSG and RTSG inserts used in the present work.

For measuring the available data, a differential pressure
transmitter and the T-type thermocouples were installed at both
ends of the section to measure the pressure drop and the bulk
temperature of the working fluid, respectively. Likewise, in order
to measure the wall temperature along the test section, 10 T-type
thermocouples were placed at different longitudinal positions on
the outer surface. For the thermocouple fixations at the outer wall
of the test section, the thermal insulation tape was used to bind the
thermocouple end around the tube. The positions of the wall tem-
perature measurements and the FTSG and RTSG locations are de-
scribed in Fig. 3. In order to meet the wall heat flux boundary

condition, a DC power supply was used to adjust the heat load to
the test section. Cooling tank No. 1, with a 4000 W electric heater,
a 3.52 kW cooling capacity, and an RTD with a temperature con-
troller, was used to keep the water temperature constant at a de-
sired value. Also, cooling tank No. 2, with an 5.28 kW cooling
capacity, and an RTD with a temperature controller, was used to
cool the working fluid temperature leaving from the test section
to the setting temperature. A rotameter was used to measure the
flow rate of the working fluid. An inverter was used to control
the water flow rate. In order to prevent the heat loss along the test
section, the elastomer type insulator with thermal conductivity of
0.04 W/mK, 20 mm of thickness was used to shield the outer sur-
face of the tube. The test section configurations and operating con-
ditions are summarized in Table 1.

For instrument calibration, all of the thermocouples were well-
calibrated in a controlled temperature bath, using standard
precision mercury glass thermometers. The uncertainty of the
temperature measurements as recorded by the data acquisition
system was £0.1 °C. An air-operated dead weight tester was used
to calibrate the differential pressure transmitter. The uncertainty
of the pressure measurement was +0.030 kPa. The rotameter was
specially calibrated by the manufacturer, and its accuracy was
+7% of full scale. Finally, in order to estimate the uncertainty
of the measured data, the root mean sum square method was
applied. The uncertainty of the measured heat transfer was
approximately 5%.

The experiments were tested with different water flow rates. A
Reynolds number ranged from 4500 to 9500 was conducted. The
wall heat flux was kept constant at 15 kW/m? by adjusting the
voltage regulator. The inlet water temperature was kept at 15 °C.
During each experiment, the system was certified to approach a
steady state before any data were recorded. After a steady state
was reached, the wall temperatures and the inlet and outlet tem-
peratures of the water and the pressure drop across the test section
and the flow rates of water were recorded.

3. Data reduction

To determine the heat transfer performance and flow character-
istics of the common plain tube with FTSG and RTSG inserts, the
experimental system calibration is necessarily done. Thus, a con-
ventional round tube is verified. The measured data of the heat
transfer coefficient and friction are compared with the calculated
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Fig. 1. Schematic diagram of the experimental apparatus [Duangthongsuk and Wongwises [1], with permission from Elsevier].

values obtained from Gnielinski’s equation and Colebrook’s equa-
tion, respectively.
The Gnielinski equation [9]:
~ (f/8)(Re —1000)Pr
14+12.7(f/8)*°(Pr*? — 1)’
where Nu is the Nusselt number, Re is the Reynolds number, Pr is

the Prandtl number, and f is the friction factor.
The Colebrook equation [10]:

15 Olog &b, 251
VI T3 TReyf)
The pressure drop of working fluid can be calculated from:

L u
D2 P (3)

(1)

2)

AP =f

where AP is the measured pressure drop, L is the length of the tube,
D is the inner diameter of the tube, u,, is the average velocity of
fluid, and p is the density of fluid.

Then, the heat transfer performance of plain tube with FTSG and
RTSG inserts can be calculated from the following equation.

The heat load to the test section can be calculated from:

Qelec = VI, (4)

where V is the electric voltage, and I is the electric current.
The heat transferring into the fluid is computed from:

Qf = mcp(Tout - Tin)s (5)

where m is the mass flow rate, Cp is the specific heat, and T;, and
T,y are the temperatures of the fluid at the inlet and exit of the test
section.

The average heat transfer rate is determined from:

que = M7 (6)
where Q. is the average heat transfer rate. In the present study,
the energy balance between heat supplied and working fluid are
roughly less than 2.0%.

The local Nusselt number is calculated as follows:

q
hy = ——, 7
T =T)), @

hyD
Nu =", ®)

where hy is the local heat transfer coefficient, Nu, is the local Nus-
selt number, q is the wall heat flux, T,, is the wall temperature of
the tube, Ty is the bulk temperature of the fluid at each section,
and k is the thermal conductivity of the fluid.

The bulk fluid temperature at any position can be computed
from:

B qnDx
T2 =Tra+pes 9)
where q is the wall heat flux, Tris the bulk temperature of the fluid
at each section, and x is the length of the each section of test tube.
Finally, the average Nusselt number (hgye) is also presented and
can be calculated from.
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(a)

(b)

(©

Fig. 2. Configuration of the swirl generator inserts used in the present study: (a)
bare FTSG and RTSG, (b) fitted in an acrylic tube and (c) after fitting in the
experimental system [Duangthongsuk and Wongwises [1], with permission from
Elsevier].

1 [*
Nugye = z / Nude, (10)
X1
The Reynolds number is defined as follows:

Re — P“/;"D, (11)

where L is the tube length, p is the density, and yu is the fluid
viscosity.
Finally, the Prandtl number can be calculated from:

pr:L,fP_ (12)

In order to evaluate the flow characteristic of the common plain
tube implanted with FTSG and RTSG, the data from the measured
pressure drops of the common plain tubes are compared.

56 46 46

Table 1
Test section configurations and testing conditions.
Parameter Quantity
1. Tube length (mm) 2300
2. Tube inside diameter (mm) 9.2
3. Tube thickness (mm) 0.4
4. Inlet fluid temperature (°C) 15
5. Wall heat flux (kW/m?) 15
6. Reynolds number 4500-9500
7. Volume flow rate (LPM) 2-4
8000 1 1 1 1 1
A Gnielinski equation
2 & Experimental data
o~
£
< 6000 | r
T
0
o
= A ®
& 4000 + A ® r
o
B rN &
‘@ A o
& @
£ 2000 4 H
T Common plain tube
o Heat flux = 15 k\W/m?
Inlet temperature = 15 °C
0

4000 5000 6000 7000 8000 9000
Reynolds number

10000

Fig. 4. Comparison between the Gnielinski equation and experimental data for heat
transfer coefficient of common plain tube.

4. Results and discussion

In the present study, the experimental data can be categorized
into two aspects: the first is the data for convective heat transfer
performance, and the other is the pressure drop data. The results
are described as follows:

4.1. Heat transfer performance

The heat transfer performance of the common plain tube is first
measured for validating the experimental system. As a sequence,
the measured data are compared with the predicted values from
the Gnielinski equation [9]. As shown in Fig. 4, the results show
good agreement between the measured values for the common
plain tube and the calculated values.

The wall temperature variation along the test section for the
conventional smooth tube and the FTSG and RTSG inserts is shown
in Fig. 5a-c, respectively. For the conventional smooth tube, the
measured data illustrate that the wall temperature increases with

<—><—><—><—><—>4L>(
Flow direction

13 23 23 23 23 23 23
> e———> “«—>

<+—>
Tw,8 TW,7

<+

Toul Tw,lO Tw,‘) Tw,6 TW,S

46 46
<—
23 23 23 30
+— P —r¢———>
Tw,4 Tw,3 TW,I Tw,l Tin

Fig. 3. The wall temperature measurement locations and the position of FTSG and RTFG inserts (unit: cm) [Duangthongsuk and Wongwises [1], with permission from

Elsevier].
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Fig. 5. The wall temperatures as function of tube length and volume flow rate: (a)
for the common plain tube, (b) for FTSG inserts and (c) for RTSG inserts.

the tube length. This is due to the heat load continuously supplied
to the test section. Thus an increase of the wall temperature is
achieved. However, for the common tube fitted with the FTSG,
unusual behavior is observed. As shown in Fig. 5b, it is clearly seen
that the tube wall temperature is dropped behind the position of

35 1 1 1 1
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Fig. 6. Comparison between the wall temperatures obtained from the common
plain tube and the tube with FTSG and RTSG inserts.

the FTSG. As shown in Fig. 5c¢, a similar tendency is obtained from
the data of the RTSG inserts. A higher heat transfer rate is obtained
due to swirling flow after each FTSG and RTSG, which leads to a
reduction in the wall temperature.

Comparison of the local wall temperature between plain tube,
FTSG, and RTSG inserts is shown in Fig. 6. The measured data dem-
onstrate that the wall temperature of the tube fitted with RTSG is
slightly lower than that of the FTSG inserts. This may be because
the swirling flows caused from continuous free rotation of the
RTSG is more intensive than the FTSG inserts, which leads to high
heat dissipation. Compared with the common plain tube, smaller
tube wall temperature can be seen, especially at high x/L ratio. This
behavior implies that the tubes implanted with swirl flow devices
provide higher heat transfer performances than the common plain
tube and the use of RTSG inserts provides a higher heat transfer
performance than the FTSG inserts.

Variations of the local Nusselt number as a function of the flow
rates and tube length for the common plain tube, FTSG, and the
RTSG inserts are shown in Fig. 7a-c, respectively. For the common
plain tube, the experimental data show that the local Nusselt num-
ber varies with the volume flow rate and remains constant along
the test section. However, for both cases of the FTSG and RTSG in-
serts, abnormal behavior is observed. The local Nusselt number of
the FTSG and RTSG inserts increases with increasing tube length.
Moreover, focusing on the point after the FTSG and RTSG, a dra-
matically higher local Nusselt number is obtained. This result is
due to the swirling flow after the FTSG and RTSG inserts, promot-
ing greater heat transfer performance.

Comparison of the local Nusselt number between FTSG and
RTSG inserts is shown in Fig. 8. The results show that the tube with
RTSG inserts provides a slightly higher Nusselt number than that
for the FTSG inserts. This behavior may be caused from the effect
of the free rotation of the RTSG inserts can create a high distur-
bance of the fluid flow, which leads to an increase in the Nusselt
number. This means that the use of RTSG inserts provides a higher
heat transfer performance than the FTSG inserts.

Similarly, a comparison between the average Nusselt number
obtained from the tube fitted with FTSG and that obtained from
the RTSG inserts is shown in Fig. 9. The measured results show that
the average Nusselt number of the RTSG inserts is approximately
an average of 6.3% and 56% higher than that of the FTSG insert
and the plain tube, respectively, and varied with Reynolds number.
This result is due to more intensive swirling flow after the RTSG
than the FTSG, which leads to enhancing the heat transfer
performance.
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Fig. 7. Local Nusselt number as function of volume flow rate and dimensionless
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4.2. Pressure drop

Similar to the heat transfer performance, the reliability and
accuracy of the pressure drop data should first be verified. The data
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Fig. 10. Comparison between the Colebrook equation and the measured data for
friction factor of common plain tube.

of the measured friction factors are compared with those obtained
from the Colebrook equation [10]. As shown in Fig. 10, the exper-
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Fig. 12. Relationship between Nusselt number and pressure drop for all tubes.

imental friction factor agrees well with those of calculated values
for the common plain tube.

In general, the addition of some swirl flow devices into the main
flow will provide a higher penalty drop in the pressure. The value
of a pressure drop should be minimized as well as possible. As
shown in Fig. 11, the measured data indicate that the pressure drop
of the tube with RTSG inserts is smaller than that of the tube with
FTSG inserts by a few percent. It is caused from the effect of free
rotation of the RTSG, which can not resist the flow as a case of FTSG
inserts.

Fig. 12 shows the variation of the Nusselt number with pressure
drop in the plain tube, FTSG and RTSG inserts. At pressure drop less
than 2.0 kPa (lower flow rate), it can be seen that the average Nus-
selt number of RTSG and FTSG inserts are significantly higher than
that of the common plain tube at the same pressure drop (or the
same pumping power). However, opposite behaviors is obtained
for the pressure drop greater than 2.0 kPa (higher flow rate). As
shown above, the use of swirl flow device inserts can create higher
heat transfer performance and pressure drop than the common
plain tube simultaneously. This means that the tubes with swirl
generator inserts consume much more pumping power than the
plain tube and also give lower heat transfer performance,

especially at high pressure drop (higher flow rate). Thus, an at-
tempt to minimize the pressure drop in the case of swirl device in-
serts is the challenge task in order to meet the highest performance
of the heat transfer apparatus.

5. Conclusions

This paper presents an experimental investigation on the heat
transfer and pressure drop behaviors of a common circular tube
with fixed (FTSG) and freely rotating turbine-type swirl generator
(RTSG) inserts. Both types of the swirl devices are new designs.
The measured data for the common circular tube are used for com-
parison. Major findings have been given as follows:

e The tube fitted with RTSG gives a larger heat transfer perfor-
mance than that of the FTSG inserts. For both cases, unusual
local heat transfer behaviors are observed.

e The tube with RTSG inserts promotes higher heat transfer per-
formance than the FTSG and common plain tube by about
6.3% and 56%, respectively.

e The tube fitted with RTSG gives a smaller pressure drop than the
FTSG and the common plain tube by approximately a few
percent.

e Use of the RTSG insert instead of FTSG insert gives a higher heat
transfer performance and lower pressure drop.
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In this paper, the performance of a microchannel heat sink using TiO,/water nanofluid is experimentally
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models, which are based on experimental and theoretical relations. It is concluded that the use of the
model which is based on experimental data is very important to estimate the friction factor, while the use

of different models to calculate of thermal conductivity has no considerable effect on the prediction of

Nusselt number.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The use of nanofluids in various fields of thermal engineering has
been developed. The nanofluids are used to enhance the efficiency
and performance of thermal systems. For instance, the nanofluids
could be utilized in cooling of electronics, combustion, fuel cell, med-
icine, heat exchangers [1,2] and renewable energy systems [3] while
some review papers have been reported on the enhancement of
heat transfer using nanofluids [4-6].

It is over than two decades that microchannel heat sinks have
attracted special attention because of their ability to generate high
heat transfer rate, small size, and small coolant requirements [7].
Many studies both experimentally and theoretically have been done
on the performance of microchannels using common fluids. However,
relatively there are few reports on the performance of microchannels
where the working fluid is a nanofluid. Also, the number of experimen-
tal studies is less than the theoretical ones because of difficulties to per-
form experiments with microchannels and nanofluids. Here, the former
experimental works on the flow of nanofluids in microchannels are
reviewed briefly. Chein and Chuang [8] tested a microchannel heat
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sink using CuO/water nanofluid with volume fractions of 0.2% to 0.4%.
They concluded that using nanofluids in high volume flow rates is not
beneficial, but at low flow rates, the use of nanofluids is more helpful
than water to absorb the heat from microchannel. Jung et al. [9] mea-
sured the convective heat transfer coefficient and friction factor of
Al,O3/water nanofluid through a rectangular microchannel. They
found that the convective heat transfer coefficient of the nanofluid
with volume fraction of 1.8% is higher than water by 32% while the au-
thors revealed that using the nanofluid has no considerable effect on the
magnitude of friction factor. Ho et al. [10] tested the effects of Al,03/
water nanofluid on the heat transfer rate and friction factor in a
microchannel heat sink with 25 flowing channels. For each channel,
the length, width, and height are 50 mm, 283 pm and 800 pm, respec-
tively. They indicated that the use of nanofluid is more beneficial than
water. Also, it is found that the use of nanofluids results in a slight in-
crease of friction factor. Wang et al. [11] investigated the performance
of a microchannel heat sink using ZnO/water. They concluded that at
a low Reynolds number (i.e. 3.8), the heat transfer coefficient of the
nanofluid is higher than water by 13%. Vafaei and Wen [12] studied
the subcooled flow boiling of Al,Os/water nanofluid in a microchannel.
They found that the critical heat flux increases up to 51%, by using
only 0.1% volume fraction of nanoparticles. Xu et al. [13] compared
the effects of two different working fluids including water and
Al,03/water nanofluid (mass fraction = 0.2%) on the boiling ther-
mal performance of a rectangular microchannel. They concluded
that using the nanofluid enhances heat transfer rate and avoids boil-
ing instability. Byrne et al. [14] used CuO/water nanofluids with and
without surfactantin a parallel microchannel flow configuration.
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Nomenclature

A area, m?

d¢ diameter of molecule of base fluid (m)
dp diameter of nanoparticle (m)

Dn hydraulic diameter (m)

f friction factor

h heat transfer coefficient (W/m? K)
I electric current (A)

k thermal conductivity (W/mK)

L length (m)

M molecular weight of water (g/mol)
m mass flow rate (kg/s)

N number of microchannel

Nu Nusselt number

AP pressure drop (Pa)

q heat flux (W/m?)

Q heat transfer rate (W)

Re Reynolds number

T temperature (K)

U, mean velocity (m/s)

\ electric voltage (V)

W width, m

Greek symbols

© volume fraction

u dynamic viscosity (kg/m s)
o density (kg/m?)

Subscript

ave average

ch channel

f base fluid

in inlet

out outlet

w wall

They observed that the heat transfer rate increases by 17% for low
concentration of nanofluid that is 0.01%. Kalteh et al. [15] estimated
the heat transfer rate for a wide rectangular microchannel heat
sink (94.3 mm, 28.1 mm and 580 um; length, width and height, re-
spectively) where the working fluid is Al,03/water nanofluid. They
found that the Nusselt number increases with an increase in the
Reynolds number and volume fraction of nanoparticles. They also
concluded that a decrease in particle's size enhances the heat trans-
fer rate. Duangthongsuk et al. [16] examined the heat transfer and
pressure drop due to flow of Al,Os/water nanofluid (concentrations
up to 3 wt.%) in a microchannel heat sink. They perceived that heat
transfer increases by 15% where as using the nanofluid has no signifi-
cant effect on pressure drop compared to water. Ning and Luo [17]
experimented three microchannels with different hydraulic diameters
using Al,Oz/water nanofluid. They observed that with increasing the
particle loading the Nusselt number increases while pressure drop de-
creases a little. In another work, the flow boiling heat transfer in a single
microchannel with a size of 7500 x 100 x 250 pm is investigated using
water and Al,Os/water nanofluid with weight concentration of 0.2%
[18]. Recently, Anoop et al. [19] investigated the forced convection
heat transfer of silica/water nanofluids in a microchannel with the
size of 8 mm x 12 mm x 100 um (width x length x height) where
the wall temperature is kept as constant. Regarding the effects of

uncertainties in thermophysical properties on the flow and heat trans-
fer characteristics of nanofluids, Duangthongsuk and Wongwises [20]
in study of turbulent flow of TiO, nanofluid in a heat exchanger con-
cluded that the different models have no significant effect on the results.
In another work, Mahian et al. [21] studied the effects of uncertainties in
thermophysical models on prediction of entropy generation due to
nanofluid flow between two rotating cylinders. They considered six
different models and showed that the use of different models may
give opposite results, so that one model predicts that using nanofluids
increases the entropy generation, while another model predicts the
decrease of entropy generation.

In this study, the heat transfer and pressure drop ofTiO,/Water
nanofluid flowing in a microchannel heat sink are experimentally investi-
gated. The effects of uncertainties in thermophysical properties(Thermal
conductivity and viscosity) on the prediction of Nusselt number and fric-
tion factor in a microchannel are investigated. Three sets of models are
used to predict the viscosity and thermal conductivity. The size of the
microchannel, the amounts of heat flux applied to the microchannel are
completely in accordance with real situations observed in the personal
computers.

2. Nanofluids preparation

In the present study, TiO,/water nanofluid solution with a con-
centration of40 wt.% is provided from Degussa Company, Germany.
The original solution is diluted before the beginning of experiments
through adding water to prepare nanofluids with volume fractions
of 0.5%, 1%, and 2%. In the preparation of nanofluids, the most im-
portant issue is the prevention of sedimentation of nanoparticles.
An ultrasonic vibrator is used for 4 hours to sonicate the mixture
to avoid the sedimentation.No sedimentation of nanoparticles has
been observedduring the experiments

3. Experimental apparatus and procedure

The schematic of the experimental set up is shown in Fig. 1. The
system consists of a temperature-controlled inlet tank, a temperature-
controlled outlet tank, and a test section. The temperature of nanofluid
is adjusted before entering the test section with cooling coils and a
heater. Then, the nanofluid is pumped to the test section. The tempera-
ture of nanofluid is measured at four points in the inlet of the test sec-
tion and at four points in the outlet of it, using T-type thermocouples
with an accuracy of 0.1 °C. To measure the wall temperature of
the microchannel, six T-type thermocouples are used, and to measure
the pressure drop within the microchannel a differential pressure
transmitter with accuracy of 0.01 kPa is used. The pressures are
measured at three positions in the inlet and three positions in the
outlet of the microchannel. The microchannel is heated using a power
supply with the power of 90 W, where the output current is between
0 and 3 A and the output voltage is between 0 and 30 V. Three different
values of heat flux including 50.6, 60.7, and 69.1 W are applied to
the microchannel at each test. After heating, the nanofluid enters
the temperature-controlled outlet tank to circulate. The range of flow
rate is between 344 and 2363 cm’/min with Reynolds numbers
0f250-1700. The time required to reach steady state conditions for
each test is about 20-60 min. Fig. 2 illustrates two perspectives of
the test section. The positions of the eight thermocouples in the
inlet and outlet of the microchannel, data logger, pressure transmitter,
and power supply are shown in Fig. 2(a). Fig. 2(b) displays the flow
pattern of the nanofluid where the nanofluid passes through the
microchannels. The width and height of microchannel are 500 pm,
and 800 um respectively. The 500 um thick fins run throughout the
total length of 40 mm, with a total width 0f40.5 mm and thickness
of4 mm.
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Fig. 1. Schematic diagram of experimental apparatus.

4. Data reduction where ppspp, and p,, are densities of the nanofluid, nanoparticle, and

water, respectively.To study the effects of uncertainties in thermophysical

First, the relations that are used to calculate the thermophysical properties (thermal conductivity and viscosity)on the performance

properties of nanofluid are presented. The density of nanofluids is cal- characteristics of the microchannel three sets of models are used in
culated by using the following relation [22]: as follows:

Model # 1 This model is the combination of the most used theoretical
Prp=¢-Pp+(1=)-py (1) equations. The viscosity in model #1 is calculated by the

Fig. 2. Prospectives of the microchannel: (a) overview of the microchannel and measurement devices and (b) cross-sectional view of microchannel test section.
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Brinkman relation [22]:

:unf _ 1
PR @

For the thermal conductivity of model#1, the Maxwell
equation [22] is utilized:

ky o+ 2K+ 20(ky—ky)
ke ey + 2k = (k,—ky)

()

Model # 2 In this model that is the combination of the newer rela-
tions, the viscosity is calculated as [23]:

oy 1
M 1-3487(dy/dg) 910

(4)

where d,, is nanoparticle size, and dyis the molecule diam-
eter of base fluid which can be calculated by:

o] sm 17 )
I Nmpy

where M is the molecular weight of base fluid, N is the
Avogadro number, and pyo is the density of base fluid
calculated at the temperature of 293 K.To obtain the
thermal conductivity, the Yu and Choi relation is used
[24]:

ke Kp 2K +2 (kp_kf) 1+P)¢ )
Ky dey+ 2k (ky—ky ) (1 + )%

where 3 = 0.1.

Model # 3 This model is based on experimental data. Duangthongsuk
and Wongwises [25] based on their experimental data on
TiO,/water nanofluid, presented following models to
calculate the viscosity and thermal conductivity as:

Viscosity:
oy _ (a+b¢+c¢2) 7
He

Thermal conductivity:

k

kif —d+ed (8)
f

where a, b, ¢, d and e are functions of temperature.

Using the above models the Nusselt number and friction factor are
calculated and the results are compared.

The amount of heat transfer to the nanofluid in the microchannel
is determined as:

Quy =VI 9

where Qyyis heat transferred to nanofluid, V is electrical voltage, and I
is electrical current.The average convective heat transfer coefficient
for the nanofluid is obtained as:

Quy
A- (Twall _Tnf>

oy = (10

where Enf is the average convective heat transfer coefficient of the
nanofluid, Tyqu is the wall temperature of microchannel, T,y is the

temperature of nanofluid, and A is the surface area of the channels.Nusselt
number is obtained based on the following relation:

where Nunf is the Nusselt number of nanofluids and Dy, is the hydraulic
diameter of the channel.To calculate the friction factor in the channel, fol-
lowing relation is used:

2D, AP

for =
" Lpnfu%

(12)

where APis he pressure drop and it is obtained based on the experiments.
Also, L is the length of the microchannel and u,,, is the average velocity of
the nanofluid in the microchannel. It should be noted that the friction fac-
tor will be depended to viscosity where the right hand side of Eq. (12), is
defined based on the Reynolds number.

It is helpful to define the augmentation Nusselt number, which is
the ratio between the Nusselt number of nanofluid to the Nusselt
number of base fluid, as follows:

Nu
Nuy = —2

N, (13)

This relation helps to find that using a nanofluid at a specified vol-
ume fraction how much is beneficial compared to the base fluid. A
greater augmentation Nusselt number implies that using the nanofluid
is more beneficial than the base fluid from the heat transfer point of
view.

It should be noted that the uncertainty in Nusselt number and
heat transfer coefficient does not exceed 4%.

5. Results and discussions

In this section, first, the results related to heat transfer coefficient
are presented. Next, the effects of uncertainties in viscosity and ther-
mal conductivity on the Nusselt number are discussed. Fig. 3 shows
the variations of heat transfer coefficient with the Reynolds number
for different volume fractions at heat fluxof69.1 W.

It is observed that the convective heat transfer coefficient increases
with increasing the volume fraction of nanoparticles. This happens be-
cause of some factors such as Brownian motion of nanoparticles, higher
thermal conductivity of nanoparticles. However, it is unknown that
how much the heat transfer coefficient increases with increasing the
volume fraction. For instance, it is seen from Fig. 3 that at low Reynolds

6000
g Q=69.1W ® water
N T,=294K o 0= 2vol%
NE 5500 - N = 40, L= 40mm
= v 6= 1vol%
S A 0= 0.5vol.%
= 5000 -
(0] o
£ 4500 °
= 4500 o
S o ° Ty v v Y v A A .
o v A °
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© A
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®
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Reynolds number

Fig. 3. Heat transfer coefficient at different volume fractions for Q = 69.1 W.
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numbers (Re ~ 400), with increasing the volume fraction from 0.5%
to 1% the heat transfer coefficient increases more than 500 W/m?K,
while the amount of increase in the heat transfer coefficient is not
more than 200 W/m?K where the volume fraction increases from
1.5% to 2%. It is also perceived that with increasing the Reynolds
number the heat transfer coefficient increases especially at the
volume fraction of 0.5%. The gradient of heat transfer coefficient at
concentration of 0.5% is greater than other concentrations because
the unfavorable effects of viscous forces for ¢ = 0.5% are lowest
compared to other concentrations.

Figs. 4-6 show the variations of the Nusselt number with the vol-
ume fraction for the three sets of models, two amounts of Reynolds
number including 400 and 1200 and three values of heat flux. From
the figures it is found that the difference between the Nusselt num-
bers predicted by the three models is approximately 2%, and occurs
at the concentration of 2%. In other concentrations (i.e. 0.5% and
1%), the difference is lower. Therefore, it is concluded that even
using the Maxwell model which is a temperature-independent
model may be reasonable for calculating the Nusselt number in the
microchannels. From Figs. 4-6, it is also observed that the Nusselt
number increases between 13% and 20% with increasing the volume
fraction from 0 to 2%.

Table 1 provides the augmentation Nusselt numbers at different
volume fractions for model 3 and for the three heat fluxes applied
to the microchannel. It can be seen that the augmentation Nusselt
number has the maximum amount at the maximum volume fraction
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Fig. 4. Effects of uncertainties on the Nusselt number for Q = 50.6 W for (a) Re = 400
and (b) Re = 1200.
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Fig. 5. Effects of uncertainties on the Nusselt number for Q = 60.7 W for (a) Re = 400
and (b) Re = 1200.

(2%) and minimum values of the Reynolds number (Re = 400) and
heat flux (Q = 50.6 W). In other words, for Re = 400, and Q =
50.6 W, adding nanoparticles by 2% gives the best results from the
heat transfer point of view compared other values of heat flux and
the Reynolds number. On the other hand, the augmentation Nusselt
number is minimized at Re = 400, Q = 69.1 W for concentration of
0.5.

Fig. 7 shows the effects of different models on the friction factor
for Re = 400 and Re = 1200, and various volume fractions of
nanoparticles. It can be observed that the difference between the re-
sults predicted by the models increases with increasing the volume
fraction as expected. As shown in Fig. 7(a), for Re = 400, based on
model #2 the friction factor increases with increasing the volume
fraction while the models 1 and 3 predict that with increasing the vol-
ume fraction from 1.5% to 2%, the friction factor decreases. It is con-
cluded that model # 2 fails to predict the trend of variations of
friction factor. The increase of concentration from 1.5 to 2%, leads to
a decrease in friction factor because of increasing the nanofluid den-
sity. In this case, the density of nanofluid increases with a higher
rate compared to the pressure drop increase, and hence the friction
factor decreases (see Eq. (12)). It can be seen also that model #3
gives the smallest amount of friction factor. At ¢ = 2%, the difference
between the friction factors predicted by models 1 and 3 is about 14%,
while the difference between the friction factors predicted by models
1 and 2 is about 21%. This shows that using model#3 which is based
on experimental data is necessary to have an accurate estimation of
friction factor. For Re = 1200 (Fig. 7(b)), it is found that all models
predict the same trend for the friction factor where the volume
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Fig. 6. Effects of uncertainties on the Nusselt number for Q = 69.1 W for (a) Re = 400
and (b) Re = 1200.

fraction increases from 1.5% to 2%. However, the differences among
the models are large, similar to the case of Re = 400.

6. Conclusion

An experimental study is performed on the flow and heat transfer of
TiO,/water nanofluid (with volume fractions between 0.5% and 2%) in a
microchannel with a focus on the effects of uncertainties in thermal
conductivity and viscosity models on the prediction of Nusselt number
and friction factor. The size of microchannel and heat fluxes applied to
the microchannels, are selected based on practical applications. To do
this, three sets of models are used to calculate the thermal conductivity
and viscosity of nanofluids. The results show that even the use of a very
old model such as Maxwell model to calculate the thermal conductivity
gives very good estimation of the Nusselt number. It is found that the
difference among the Nusselt numbers predicted by the various models
is about 2% (at ¢ = 2%), which is not considerable. However, for the

Table 1
Augmentation Nusselt number at different heat fluxes and volume fractions.

NugatQ =506W  NugatQ=607W  NugatQ = 69.1W

Volume Re = Re = Re = Re = Re = Re =
fraction (%) 400 1200 400 1200 400 1200

0 1 1 1 1 1 1

0.5 1.066332 1.085192 1.070055 1.071436 1.013103 1.043571
1 1.206521 1.120315 1.210766 1.081913 1.165728 1.086858
2 1.24769  1.154983 1.242311 1.15319  1.163649 1.170568
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Fig. 7. Effects of uncertainties on the friction factor for Q = 69.1 W and (a) Re = 400,
(b) Re = 1200.

friction factor, it is observed that the differences between the friction
factors predicted by the three models at ¢ = 2% are great, so that
using the viscosity obtained based on the experimental data is neces-
sary to estimate the friction factor. From the values obtained for the
augmentation Nusselt number, it is concluded that the use of nanofluid
with volume fraction of 2% in the minimum amounts of heat flux and
Reynolds number is more advantageous compared other situations.
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The paper presents the enhancement in the operational limits (boiling, entrainment,
sonic, viscous and capillary limits) of heat pipes using silver nanoparticles dispersed in
de-ionized (DI) water. The tested nanoparticles concentration ranged from 0.003 vol. %
to 0.009 vol. % with particle diameter of <100 nm. The nanofluid as working fluid enhan-
ces the effective thermal conductivity of heat pipe by 40%, 58%, and 70%, respectively,
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60 W, the adiabatic vapor temperatures of nanofluid based heat pipes are reduced by
9°C, 18°C, and 20°C, when compared with DI water. This reduction in the operating
temperature enhances the thermophysical properties of working fluid and gives a change
in the various operational limits of heat pipes. The use of silver nanoparticles with 0.009
vol. % concentration increases the capillary limit value of heat pipe by 54% when com-
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1 Introduction

Heat pipes are widely used in thermal management of micro-
electronic devices. The heat transport capability of heat pipe is
limited by the working fluid transport properties. The excessive
heat transport capacity of the working fluid can be obtained by
suspending nanoparticles in base fluids. Choi and Eastman [1] first
applied these nanofluids in thermal engineering for efficient heat
transfer due to its enhanced thermal conductivity. Many research-
ers like Shafai et al. [2] and Liu et al. [3] studied the effects of
nanofluids on the performance of cylindrical heat pipes and cylin-
drical microgrooved heat pipes and found that nanofluids as work-
ing fluids enhance the performance of heat pipes. Nemec et al. [4]
proposed a mathematical model to verify the heat transfer limita-
tions of heat pipe. The modeling was done for ethanol heat pipe
operating in the temperature varying from —30°C to 140 °C with
sintered wick and grooved capillary structure. The effect of these
limitations on the cooling performance of heat pipes was eval-
uated. Finally, the study concluded that the increased permeability
and increased pore dimensions decreases the capillary pressure.
Since, the capillary limit is the primary heat transport limitation
of the heat pipe. It was also observed that the capillary limit had
the highest influence regarding circulation of the working fluid.

Nemec and Huzvar [5] presented a mathematical analysis of
total heat power of the sodium heat pipe on the basis of heat trans-
port limitation equations. The heat pipe was made up of steel with
sodium as working fluid and operating temperature ranging from
500K to 1000K. It was found that the viscous and sonic limits
reach very high values and are not important for influencing the
total performance of the heat pipe. The results reported that the
capillary limit was the maximum heat transport limitation and
subsequently the other limits, such as the entrainment and boiling
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limits, also influence the heat pipe performance. Naik et al. [6]
designed, fabricated, and tested the heat pipe with axially grooved
wick for horizontal and gravity assisted conditions. The design
was based on five primary heat transport limits which include vis-
cous, sonic, capillary, entrainment, and boiling limits. Three dif-
ferent working fluids, such as methanol, acetone, and distilled
water were used and the maximum heat transfer coefficient was
found to be 3550 W/m’°C, 1700 W/m>°C, and 2400 W/m’°C,
respectively, in horizontal and vertical orientation. Faghri [7] and
Peterson [8] explained the modelling of heat pipes based on the
various operational limits and suggested that these operational
limits mainly depend on the operating temperature and thermo-
physical properties of working fluids. Thuchayapong et al. [9] pre-
sented a numerical approach with finite element method (FEM) to
study the effect of capillary pressure on the performance of heat
pipe. The two-dimensional heat transfer and fluid flow in a heat
pipe at steady-state condition was numerically simulated using
FEM. The numerical results indicated that the capillary pressure
gradient inside the copper mesh wick at the end of the evaporator
section was found to be very high. The finding of the numerical
analysis suggested that the capillary pressure was one of the key
parameters in the design and efficiency of the heat pipe. Riehl and
Santos [10] investigated the operational behaviour of loop heat
pipes and pulsating heat pipes (PHPs) with copper-water nano-
fluids with nanoparticles sizes (diameter) below 40 nm. Results
have demonstrated that the liquid’s thermal conductivity is
enhanced by 20% for a nanoparticles concentration of 5% by
mass. Further it is noted that the improvements on the overall
device’s operation have been observed when using the nanofluid
with lower temperatures, as well as a direct influence on the ther-
mal conductance throughout the PHP.

Chiang et al. [11] developed a magnetic-nanofluid (MNF) heat
pipe (MNFHP) with magnetically enhanced thermal properties.
The results showed that an optimal thermal conductivity exists in
the applied field of 200 Oe. Furthermore, the minor thermal per-
formance of MNF at the condenser limited the thermal conductiv-
ity of the entire MNFHP, which was 1.6 times greater than that
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filled with water for the input power of 60 W. Liu and Li [12]
reviewed the research done on heat pipes using nanofluids as
working fluids in recent years. The effect of characteristics and
mass concentrations of nanoparticles on the thermal performance,
the mechanism of enhancement, or degradation of heat transfer
and the relative reduction of the total heat resistance for various
heat pipes with nanofluids are summarized in comparison with the
existing ones and also presented a perspective on possible future
research applications. Putra et al. [13] investigated the thermal
performance and the effect of coatings on the structure of screen
mesh wick heat pipes with Al,Oz—water, Al,Oz;—ethylene glycol,
TiO,—water, TiO,—ethylene glycol, and ZnO-ethylene glycol
nanofluids with the concentration of the nanoparticles varied from
1% to 5% of the volume of the base fluid. It is observed that the
screen mesh wick heat pipe with Al,Os;—water nanofluid with 5%
volume concentration yielded the best performance. Further it is
noted that the use of nanofluids resulted in the formation of a thin
coating on the screen mesh surface from the element of the nano-
particles which enhanced the thermal performance in the heat
pipes. Hajian et al. [14] experimentally studied the thermal per-
formance of silver-DI water nanofluids with concentrations of 50,
200, and 600 ppm in a medium-sized cylindrical meshed heat
pipe, under both transient and steady-state conditions. The results
showed that the thermal resistance and response time of the heat
pipe decreased up to 30% and 20%, respectively, compared with
DI water.

Alizad et al. [15] analyzed the thermal performance, transient
behavior, and operational start-up characteristics of flat-shaped
heat pipes using CuO, Al,Os, and TiO, nanofluids. The results
showed an enhancement in the heat pipe performance while
achieving a reduction in the thermal resistance for both flat-plate
and disk-shaped heat pipes throughout the transient process.

Tsai et al. [16] investigated the thermal performance of disk-
shaped miniature heat pipe (DMHP) with gold and carbon nano-
particles suspended in DI water as nanofluids. The measured
results showed that the significant reduction in thermal resistance
of DMHP for nanofluid when compared with that of DI water.
Putra et al. [17] investigated the application of nanofluids to a
heat pipe liquid-block and the thermoelectric cooling of electronic
equipment. The results showed higher thermal performance in the
heat pipe liquid-block and thermoelectric cooled system with
nanofluids as a working fluid. Jamshidi et al. [18] experimentally
investigated the thermal characteristics of closed loop pulsating
heat pipe with nanofluids for (30%, 40%, 50%, 70%, 80%) volu-
metric filling ratio with an input heat power of (5-70 W). The
results showed that the best thermal performance for water and
ethanol as working fluids when the corresponding filling ratios are
40% and 50%, respectively.

Ji et al. [19] experimentally studied the effect of four different
sizes of Al,Oj3 particles with average diameters of 50 nm, 80 nm,
2.2 um, and 20 pum on the heat transfer performance of an oscillat-
ing heat pipe (OHP). Experimental results showed that the Al,O3
particles added in the OHP significantly enhances the heat transfer
performance and it depends on the particle size. It has been found
that the OHP charged with water and 80 nm Al,Oj; particles, gave
the best heat transfer performance among four particles investi-
gated. Li et al. [20] experimentally investigated the two-phase
flows in an OHP charged with DI water and a nanofluid. It is
observed that the nanofluid OHP had a much lower thermal resist-
ance than the DI water OHP with the most effective heat transfer
in the nanofluid OHP occurring in the slug flow regime. Huminic
et al. [21] presented an experimental investigation on the thermal
performance of thermosyphon heat pipe using iron oxide nanopar-
ticles suspended in DI water as a working fluid with 0%, 2%, and
5.3% concentration of nanoparticles. Results showed that the
addition of 5.3% (by volume) of iron oxide nanoparticles in water
presented improved thermal performance compared with the oper-
ation with DI water.

Liu and Zhu [22] analyzed the application of aqueous nano-
fluids in a horizontal mesh heat pipe adopting the fuzzy theory to
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control the frequency of compressor of water chilling unit, sec-
ondary pump, and ventilator of air conditioner box, so as to realize
the thermal comfort of room and fixed outlet temperature. The ex-
perimental results reported that when the outlet temperature of
chilling water is set as 12°C, the thermal comfort of room is
maintained at 0.5 and the energy is saved effectively. Wang et al.
[23] performed an experimental study and investigated the opera-
tional characteristics of a cylindrical miniature grooved heat pipe
using aqueous CuO nanofluid as the working fluid. The experi-
ment results showed that the heat pipe with nanofluid apparently
improved the thermal performance under steady operation. The
total heat resistance and the maximum heat removal capacity of
the heat pipe using nanofluids reduced by 50% and increased by
40% compared with that of the heat pipe using water, respec-
tively. Li et al. [24] investigated the influence of the water-based
CuO nanofluid with an average diameter of 50 nm on both steady
and transient operation characteristics of a small capillary pumped
loop (CPL) with mesh wicked construction. The experiment
results of the transient operation indicated that both the start-up
time and evaporator wall temperature were reduced and the opera-
tion characteristics of the CPL were improved after substituting
the nanofluid for water as the working fluid. Liu et al. [25] experi-
mentally studied the thermal performance of an inclined miniature
grooved heat pipe using water-based CuO nanofluid as the work-
ing fluid. The inclination angle and the operating pressure on the
heat transfer of the heat pipe using the nanofluid with the mass
concentration of CuO nanoparticles of 1.0wt. % were investi-
gated. Experimental results showed that an inclination angle of
45 deg indicated the best heat transfer performance of heat pipes
using both water and the nanofluid.

Shafahi et al. [26] analyzed the thermal performance of flat-
shaped heat pipes using nanofluids. The presence of nanoparticles
within the working fluid resulted in a decrease in the thermal re-
sistance and an increase in the maximum heat load capacity of the
flat-shaped heat pipe. Qu et al. [27] investigated the thermal per-
formance of an oscillating heat pipe charged with water and
spherical Al,O3 particles of 56nm in diameter. Experimental
results showed that the alumina nanofluids significantly improved
the thermal performance of the oscillating heat pipe (OHP), with
an optimal mass fraction of 0.9 wt. % for maximum heat transfer
enhancement. The thermal resistance was decreased by 0.14 °C/W
when compared with pure water. Kang et al. [28] experimentally
studied the thermal performance of silver nanoparticles having the
size of 10nm and 35 nm in diameter suspended in pure water in
sintered circular heat pipe with concentrations ranged from 1, 10,
and 100 mg/l. The results indicated that at a same charge volume,
the nanofluids filled heat pipe temperature distribution demon-
strated that the temperature difference decreased 0.56-0.65°C
compared with DI water at an input power of 30-50 W. Yang
et al. [29] carried out an experiment to study the heat transfer per-
formance of a horizontal microgrooved heat pipe using CuO nano-
fluid as the working fluid. The Mass concentration of CuO
nanoparticles varied from 0.5 wt. % to 2.0 wt. % with an average
diameter 50 nm. Experimental results showed that the CuO nano-
fluid improved the thermal performance of the heat pipe.

Liu et al. [30] experimentally studied the nucleate boiling heat
transfer of water-CuO nanoparticles suspension (nanofluids) at
different operating pressures and different nanoparticle mass con-
centrations in a miniature flat heat pipe (MFHP) with micro-
grooved heat transfer surface of its evaporator. The experimental
results indicated that the operating pressure has great influence on
the nucleate boiling characteristics in the MFHP evaporator. The
heat transfer coefficient and the critical heat flux (CHF) of nano-
fluids increased by about 25% and 50%, respectively, at atmos-
pheric pressure, whereas about 100% and 150%, respectively, at
the pressure of 7.4kPa. Ma et al. [31] studied the effect of nano-
fluid on the heat transport capability in an OHP by combining
nanofluids with thermally excited oscillating motion in an oscillat-
ing heat pipe. The results showed an increase in the heat transport
capability of the OHP when charged with nanofluid. Tsai et al.
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[32] studied the effect of structural character of gold nanoparticles
in nanofluid on heat pipe thermal performance. Results showed a
reduction on thermal resistance of heat pipe with nanofluid as
compared with DI water at the same charge volume. The meas-
ured results also indicated that the thermal resistance of a vertical
meshed heat pipe varied with the size of gold nanoparticles.

From the above mentioned literature, it is observed that all the
researchers have stated that the heat transport limitations, such as
viscous, sonic, capillary, entrainment, and boiling limits are the
key design parameters on the heat pipe performance. Peterson [8]
has reported that the operational limits of the heat pipe mainly
depend on the thermophysical properties of working fluids and
significantly varies with the change in the operating temperature.
Surprisingly, the amount of literature available with regard to the
heat pipe limitations is quite small. Moreover, no published work
has been reported in the open literature that deals with the various
operational limitations of the heat pipe using the low volume con-
centration of pure metal nanoparticles. Hence in the present work,
the silver nanoparticles with 0.003%, 0.006%, and 0.009% vol-
ume concentrations are dispersed in DI water and used as the
working fluid in the heat pipe. The heat pipe is tested for a maxi-
mum heat load of up to 100 W. The effect of heat load and volume
concentration on the various limitations of the heat pipe are exper-
imentally investigated and presented.

2 Experimentation

2.1 Nanofluid Preparation. Silver-water nanofluid is pre-
pared using a two step method. The silver nanoparticles (manufac-
tured by Sigma Aldrich; the product number is 576,832, Silver
nanopowder, <100nm, 99.5% metals) is mixed with de-ionized
water without any additive. The nanofluid is then sonicated using
the ultrasonic processor, UP400S (Hielscher) ultra sound technol-
ogy, with rated voltage, Nennspannung 200-240 and rated cur-
rent, Nennstrom 4 A and rated frequency, Nennfrequenz 50/60
Hz) for about 45 min for stable suspension of the nanoparticles.
After preparation of nanofluids, a stability test was conducted by
taking some small sample of nanofluid for the maximum concen-
tration (0.009 vol. %) and physically observed if there is any set-
tling occurs. The photo was taken after 24 and 48 h as shown in
Fig. 1. It is clearly seen from Fig. 1 that the settling does not occur
in 48 h. Hence, the prepared nanofluid is considered to be stable
throughout the experiment. Furthermore, the scanning electron
microscopic (SEM) analysis is done on silver nanoparticles to
characterize the average particle diameter. Figure 2(a) shows the
SEM image of 0.009% volume concentration of silver nanopar-
ticles. It is clearly seen from the image that the size of the

Fig. 1 Stability test for 0.009 vol. % silver/water nanofluid

Journal of Heat Transfer

Fig. 2 (a) SEM image of 0.009% volume concentration of silver
nanoparticles and (b) particle distribution percentage against
size of silver nanoparticles

nanoparticles is found to be less than 100 nm. It is also found that
in some places, the size exceeds 100 nm due to the agglomeration
of the nanoparticles. Figure 2(b) shows the histogram of the size
distribution in percentage against the particle size of the silver
nanoparticles. The SEM micrographs confirmed the spherical
shape of the silver nanoparticles and revealed a single modal par-
ticle size distribution with average diameters of 160 nm estimated
by measuring the diameter of randomly selected particles in
enlarged SEM image.

2.2 Experimental Setup and Procedure. The schematic
layout of test facility to measure the effect of nanoparticles con-
centration on the operational limitations of heat pipe is shown in
Fig. 3.The heat pipe is made up of copper material with a length
of 180 mm and outer diameter of 10 mm, respectively. The inner
diameter of the heat pipe is 9mm and lengths of evaporator sec-
tion, adiabatic section, and condenser section of the heat pipes
are, 50mm, 50 mm and 80 mm, respectively, with wall thickness
of 0.5 mm. The screen mesh wick wrapped inside the heat pipe is
made up of copper with a wire diameter of 0.105mm and mesh
number 100/in. The condenser section of the heat pipe is made up
of acrylic material with Teflon end closures. The test set up is
equipped with a pump and flow meter (with an uncertainty of
0.17+10x 107° m3/s) to circulate cooling water at a constant
flow rate of 4.33 x 10~® m?/s through the condenser section. The
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Fig.3 Schematic diagram of the experimental setup

inlet temperature of the circulating water is maintained at 24 °C
for all the test conditions by using a constant temperature chilled
water bath. Two T-type thermocouples are fixed between the inlet
and outlet of the condenser to measure the inlet and outlet temper-
atures of the circulating cooling water. Eight T-type thermocou-
ples (uncertainty 0.5 °C), are inserted in to the heat pipe (two in
evaporator, three in adiabatic and three in condenser section,
respectively) to measure the inside vapor temperatures. The sur-
face temperatures in the evaporator and condenser are also meas-
ured by fixing four T-type thermocouples two on each section.
The thermocouples are calibrated separately under the experimen-
tal heat loads before the experiments are being conducted. A data
logger (Model-(DA 100-13-1F), Yokogawa-N 200) is used to
measure the fluctuation in the measured temperatures of the ther-
mocouples for a sample of 40 readings for each applied heat load.
It is observed from this uncertainty study that the temperature
reading measured by each of the thermocouple is =0.5 °C. How-
ever, the operational limitations calculated in the present study
depend up on the mean adiabatic vapor temperature (operating
temperature) of the heat pipe. The thermocouples used in the adia-
batic section are calibrated twice and no maximum deviation in
the measured temperature is observed more than *0.5°C. The
input heat load is applied by using a digital wattmeter with an
uncertainty of =0.5W (Make MECO). An electric heater made
up of nichrome wire is wounded on the evaporator section. The
heater coil is energized by using a 220V ac supply. Glass wool is
used to insulate the evaporator and adiabatic sections to minimize
the heat loss to the surroundings. The experiments are conducted
on four identical heat pipes fabricated as per the above mentioned
dimensions. One of the four heat pipes is filled with DI water and
the remaining three are filled with 0.003%, 0.006%, and 0.009%
volume concentrations of silver nanoparticles. The amount of
working fluid charged in all the four heat pipes remains constant.
The testing conditions, such as condenser coolant circulation rate
and inlet temperature, are identical to obtain the performance ac-
curacy. The initial heat load of 20 W is applied on the heat pipe
by switching on the power supply and energizing the heater. The
input heat load is gradually increased from 20 W to 100 W in five
steps. During the experimental test, the vapor and surface temper-
ature readings of the heat pipe are measured using a data logger
(Model-(DA 100-13-1F), Yokogawa-N 200). The entire data ac-
quisition system is monitored and controlled by using a personal
computer.
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2.3 Thermophysical Properties of Nanofluid. The thermo-
physical properties of silver-water nanofluid are calculated based
on the following equations.

The density is calculated from Pak and Cho [33] using the fol-
lowing equation:

Pat = 9Py + (1= @)py, (1

The specific heat is calculated from Xuan and Roetzel [34] as
follows:

(PCp) = ‘P(/’Cp)p + (1= 0)(pCp), @

where (pCp)yr is the heat capacity of the nanofluid, (pCp),, is the
heat capacity of the nanoparticles, and (pCp)y, is the heat capacity
of the base fluid. The other properties, such as viscosity and ther-
mal conductivity, are measured using the following equations
proposed by the present authors. The detailed measurement tech-
niques and procedure are given elsewhere [35] in a published lit-
erature by the present authors for reference.

Eaf — (1.005 + 0.497¢ — 0.1149¢%) 3)
Mo

knf

% = (096920 +0.9508) )

2.4 Data Reduction. The maximum heat transport capability
of heat pipe is governed by various operational limits. The present
study deals with the five primary heat transport limitations,
including boiling, entrainment, capillary, sonic, and viscous lim-
its. All the equations for calculating the operating limits of heat
pipes are taken from Peterson [8].

24.1 Capillary Limit. The pumping ability of the capillary
structure to provide the circulation of the working fluid is limited
for a given working fluid and wick structure. This limit is termed
as capillary or hydrodynamic limit. The wick structure will de-
velop a pressure head and this will cause stable circulation of
working fluid in the heat pipe. For an effective operation of the
heat pipe, the net capillary pressure difference or capillary head
should be greater than or equal to all the pressure losses occurring
throughout the liquid and vapor flow paths of the heat pipe.
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APy > APy + APy + APy o + APphc + AP, (5)

where AP is the sum of inertial and viscous pressure drops occur-
ring in liquid phase, AP, is the sum of inertial and viscous pres-
sure drops occurring in vapor phase, AP, is the pressure
gradient across phase transition in evaporator, AP, . is the pres-
sure gradient across phase transition in condenser, and AP, is the
pressure drop in the liquid due to the effect of the gravitational
force in the direction of the heat pipe axis.

AP, maximum capillary pressure = 2o cos0
rC
APy = [/ (KAw2p1)|LetrQ (6)
AP, = [(C(RRe)m)/ (2(ma) Aup, ) | ™
AP = pygd,cose ®)

If the above expression is satisfied, then the capillary structure
is capable of returning an adequate amount of working fluid to the
evaporator in order to prevent the dry-out.

24.2 Capillary Pressure. The main phenomenon that gov-
erns the operation of the heat pipe is capillary pressure difference
developed across liquid—vapor interfaces in evaporator and con-
denser regions. The pumping ability depends on the capillary
pressure. Vaporization in the evaporator region and condensation
in the condenser region causes a difference in the local capillary
radius. Vaporization causes the meniscus to recede in to the wick-
ing structure, reducing the radius of curvature in the evaporator
portion. Similarly, condensation causes a greater radius of curva-
ture in condenser region at liquid interface. This resulting differ-
ence in the two radii will provide the capillary pumping pressure
necessary for operation of heat pipe. The capillary pressure is cal-
culated based on the following equation:

20 cos 0

©))

AP, = maximum capillary pressure =
rC

for perfectly wetting system, contact angle between fluid and wick
0 =0deg.

2.4.3 Boiling Limit. The boiling limit also called as heat flux
limit is comprised two separate phenomena: (1) bubble formation
and (2) growth or collapse of bubble.

The bubble formation is governed by the size and number of
nucleation sites on the solid surface and the difference between
heat pipe wall temperature and working fluid temperature. The
growth or collapse of bubbles formed on plane flat surface
depends on liquid temperature and corresponding pressure differ-
ence across the liquid—vapor interface caused by the vapor pres-
sure and surface tension of the liquid. The boiling limit depends
on radial heat flux or circumferential heat flux applied to the evap-
orator. If the heat pipe wall temperature becomes excessively
high, nucleate boiling phenomena of the working fluid will take
place in the wick. This causes the vapor bubbles to block the
return of the working fluid back to evaporator and results in evap-
orator dry-out. The heat pipe should be operated within this limit
to avoid nucleate boiling phenomena. The boiling limit is calcu-
lated based on the following equation:

Lesekest Ty |2
eff Reff 70—7 APcm:| (10)

hfgpv In (:—1> |:I'n

where L. is the effective length of heat pipe that is equal to 0.5
L.+L,+05L,

ker 1s the effective thermal conductivity of the liquid—wick
combination

Boiling limit, Qpo = Opo = 27
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fore — Rk A+ ko — (1= €)(k — kv)))
Mtk + (1= €) (ki — ky)
———For wrapped screen wick

ky is the liquid thermal conductivity and k,, is the wick thermal
conductivity, € is the wick porosity that is equal to
1—1.057Ndy /4, d,, is the wire diameter of the wick, and N is the
screen mesh number, 1.05 is the wick crimping factor, AP, is the
mMaximum capillary pressure = 2a cos 0/r. where r. is the effec-
tive capillary radius that is equal to 1/2N for wire screen wick,
cosf is the wetting angle, and r,, is the nucleation site radius.

2.4.4 Entrainment Limit. This limit depends on vapor veloc-
ities, when the vapor velocity in the heat pipe is sufficiently high,
the shear forces between liquid—vapor interfaces may become
greater than the liquid surface tension forces in the wick. This
may cause the liquid droplets being picked up or entrained in the
vapor flow and will be carried back to condenser. This entrain-
ment of liquid droplets will limit the axial heat transport capability
of heat pipe. The entrainment limit is calculated based on the fol-
lowing equation:

1/2
Gpv} (an

Entrainment limit Qc,=Ay g, {
2rhw

where A, is the cross-sectional area of the vapor core = nd? /4 and

hw 18 the wick surface pore hydraulic radius =1/2N—d,, /2.

24.5 Sonic Limit. In a converging—diverging nozzle, the
mass flow rate is constant but the vapor velocity varies due to
varying cross-sectional area. Whereas in the case of heat pipes,
the area is constant and the vapor velocity varies because of evap-
oration and condensation along the heat pipe. Decreased con-
denser temperature results in a decrement in the evaporator
temperature; however, the vapor velocity may reach sonic or su-
personic values at a particular condenser temperature. Any further
reduction in the condenser temperature will not reduce evaporator
temperature. This mainly arises during start-up or steady-state
operation. The sonic limit is calculated based on the following
equation:

O=Avp hi (1R /(207 41))] (12)
where 7, = specific heat ratio of vapor, R, =R/M =8.314 x 10%/

18 =462 J/Kg k, M is molecular weight of vapor = 18 moles, and
R is the universal gas constant.

2.4.6 Viscous Limit. The vapor pressure difference between
evaporator and condenser will be low at low operating tempera-
tures. This will cause the viscous forces to dominate the pressure
gradient. When this happens, the pressure gradients will not be
sufficient to generate vapor flow and the vapor will be stagnating.
This no-flow or low-flow condition refers to viscous limitation.
The viscous limit is calculated based on the following equation:

Ovi = d>hAy ( (13)

Pup, )
4(fyRey)Lept,
where Re, = local axial Reynolds number in the vapor.

2.4.7  Uncertainty Analysis of the Measured Parameters.

2.4.7.1 Uncertainty in evaporator and adiabatic section. The
uncertainty in the calculated operational limitations depends on
the corresponding measured temperature at which they are calcu-
lated. This in turn will depend on the accuracy of the thermocou-
ples and the uncertainty in the wattmeter (+0.5%) used to supply
the corresponding heat load. It is found from thermocouple cali-
bration that the eight T-type thermocouples used in the present
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study has an uncertainty of =0.5°C. The uncertainty in heat load
is calculated using Eq. (14). It is calculated based on the uncer-
tainties in the applied voltage 0V and the applied current O/ to the
heater coil. It also includes the uncertainties in the measured
length JLg and diameter Odg of the evaporator region over which
heater coil is wrapped. The least count of the vernier calipers used
to measure this length and diameter is taken as the uncertainty

value.
00 [(ov\* (on\* (oLe\* | (0dx\Y]"
0 (7) *(7) *(E) *(E)
/2
90 [(0.5\* (0.1\* (0.02\* (0.02\’ !
60 {(%) 5) (%) +(%) 1

090 =253 W
00 (253 B

24.7.2 Uncertainty in condenser section. The uncertainty in
the condenser section based on energy balance principle between
the heat absorbed in the evaporator and heat rejected in the con-
denser. The uncertainty in the coolant flow rate maintained in the
condenser is =0.17 x 107% m?/s. The uncertainty in the heat
rejected from the condenser is calculated using Eq. (15):

[ye0 2 /a0 2 /a0 2
o= [(%wm) +(a—cpwcp> +<W(UAT)

The maximum uncertainty in the heat absorbed in the evaporator
and heat rejected in the condenser is found to be 3.16%. The aver-
age values of uncertainties in the heat load applied in evaporator,
adiabatic, and condenser sections based on the applied voltage,
current, temperature, and mass flow rate are 3.68%. Therefore, it
is found that an uncertainty data of the calculated limitations in
the evaporator, adiabatic, and condenser sections are around 4%.

12
(15)

3 Results and Discussion

The experiments are conducted with test section kept in hori-
zontal orientation as shown in Fig. 3. Table 1 shows the mean adi-
abatic vapor temperatures for which all the limit values are
calculated and plotted. The experimental results are compared
between water and nanofluid for all the concentrations and the
enhancement in various operational limits with respect to water
and nanofluid are discussed and presented.

The capillary limit as a function of adiabatic vapor temperature
is shown in Fig. 4. It is noted that as the nanoparticle’s volume
concentration and adiabatic vapor temperature increases, the cap-
illary limit also increases and the maximum increment is found to
be 54.20% for 0.009 vol. % concentration when compared with
DI water. The surface tension of the working fluid and effective
capillary radius of the wick influences the maximum capillary
pressure head and acts as the pumping force for the operation of

Table 1 Operating temperatures of heat pipe test section

Adiabatic vapor temperature ( °C)

Q 0.003 0.006 0.009 Mean adiabatic vapor
(W)  Water Vol. % Vol. % Vol. % temperature (°C)
20 68 53 50 50 55.25
40 76 67 60 57 65
60 87 78 69 67 75.25
80 94 91 79 76 85
100 103 99 91 87 95
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Fig. 4 Capillary limit with

temperature

respect to adiabatic vapor

the heat pipe. High surface tension values of working fluid are
observed as shown in Table 2 at high nanoparticle concentrations.
This increment is directly proportional to the increase in the capil-
lary pressure. Moreover, the increase in the liquid density, latent
heat of vaporization, and the surface tension of the working fluid
are accountable for the increase in the capillary limit.

The boiling limit as a function of adiabatic vapor temperature is
shown in Fig. 5. It is observed that the boiling limit increases with
the increase in the volume concentration of the nanoparticles and
decreases with the increase in the adiabatic vapor temperature. An
enhancement of 87.34% in boiling limit is observed for 0.009 vol.
% concentration based heat pipe when compared with DI water.
Similarly, for 0.003 vol. % and 0.006 vol. %, a significant
enhancement of 53.48% and 77.66% is observed when compared
with DI water. The increment in the nanoparticle volume concen-
tration increases the effective thermal conductivity of working
fluid, this leads to an enhancement in the effective thermal con-
ductivity of liquid—wick combination (K.g) Also, the surface
tension of the nanofluid increases with respect to volume concen-
tration. The other properties, such as vapor density and latent heat
of vaporization also influence the boiling limit. The increment in
heat load causes an increment in the adiabatic vapor temperature
and raises the vapor density. This combined enhancement effect
leads to an increment in the boiling limit when using nanofluids
and the same decreases with respect to increase in adiabatic vapor
temperature. The physical phenomena that lies behind the boiling
limit enhancement is that during heat pipe operation the nanopar-
ticles gets deposited on the wall and forms a layer on the heating
surface in the evaporator. This layer improves the boiling per-
formance of the working fluid by creating more number of local-
ized spots for bubble formation leading to effective heat transfer
by reducing the wall temperature.

The entrainment limit as a function of adiabatic vapor tempera-
ture is shown in Fig. 6. It is clearly seen that the entrainment limit
increases with the increase in the adiabatic vapor temperature and
volume concentration of the nanoparticles. An enhancement of
10.73% in the entrainment limit is observed for 0.009 vol. % con-
centration of the nanoparticles. The properties that significantly
affect the entrainment limit are surface tension of the working
fluid, vapor density, and latent heat of vaporization. It is observed
that the surface tension values significantly increases by 11.35%,
28.48%, and 52.74% with respect to volume concentration as
shown in Table 2 when compared with DI water. This change in
the thermophysical properties as a function of operating tempera-
ture and concentration enhances the entrainment limit value. The
underlying phenomena in the enhancement of entrainment limit is
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Table2 Thermophysical properties of working fluids

T, (°C) P, (Kg-m’) heg (J/Kg) o (N/m) P, (Pa) tty (Pas) t (Pas) p1 (Kgm®)
68 0.18288 2,338,000 0.064838 28599 0.000011195 0.0004152 978.86
76 0.25184 2,318,100 0.063402 40239 0.000011456 0.0003728 974.22
DI water 87 0.38064 2,290,200 0.061378 62556 0.000011828 0.0003255 967.29
94 0.48777 2,272,100 0.06006 81541 0.000012065 0.0003006 962.57
103 0.66056 2,248,500 0.058332 112770 0.000012372 0.0002731 956.18
53 0.095494 2,374,700 0.081138 14312 0.000010711 0.0005238 1015.12
67 0.17549 2,340,500 0.079013 27368 0.000011162 0.0004238 1007.95
0.003 Vol. % 78 0.27209 2,313,000 0.077038 43703 0.000011526 0.0003657 1001.53
91 0.43918 2,279,900 0.074628 72890 0.000011963 0.0003201 993.15
99 0.57847 2,259,000 0.073104 97852 0.000012235 0.0002866 987.59
50 0.083147 2,381,900 0.107944 12352 0.000010616 0.0005512 1045.012
60 0.13043 2,357,700 0.106238 19946 0.000010935 0.0004701 1040.2
0.006 Vol. % 69 0.19052 2,335,500 0.104659 29876 0.000011228 0.0004128 1035.37
79 0.28271 2,310,500 0.102856 45527 0.000011559 0.0003617 1029.4957
91 0.43918 2,279,900 0.100628 72890 0.000011963 0.0003133 1021.7723
50 0.083147 2,381,900 0.150944 12352 0.000010616 0.000552 1073.52
57 0.11433 2,365,000 0.149755 17336 0.000010838 0.000493 1070.23
0.009 Vol. % 67 0.17549 2,340,500 0.148013 27368 0.000011162 0.0004251 1065.02
76 0.25184 2,318,100 0.146402 40239 0.000011459 0.0003764 1059.86
87 0.38064 2,290,200 0.144378 62556 0.000011828 0.0003286 1052.99

that, as the surface tension of the working fluid increases with
respect to concentration the adhesive property between the work-
ing fluid and wick also increases and obviously resulting in high
velocity vapors at high operating temperatures which cannot
entrain or tear the liquid from the wick surface and carry back to
the condenser.

The sonic limit with respect to the adiabatic vapor temperature
is shown in Fig. 7. The rate of cooling maintained in the con-
denser is constant for all the heat pipes under various heat loads.
Hence, the condenser pressure remains constant. It is observed
that the sonic limit is directly proportional to the adiabatic vapor
temperature and inversely proportional to the nanoparticle volume
concentration in the base fluid. A reduction in sonic limit value by
20.6%, 42.88%, and 49% is observed for 0.003%, 0.006%, and
0.009% volume concentrations of nanofluids when compared with
DI water. An increase in the heat load of heat pipe causes a raise
in the vapor pressure, vapor density, and adiabatic vapor tempera-
ture. As mentioned before, the properties, such as vapor density,
adiabatic vapor temperature, and latent heat of vaporization sig-
nificantly influences the sonic limit. The operating temperatures

Fig. 5 Boiling limit with respect to adiabatic vapor of heat pipes with nanofluid are less when compared with DI
temperature water. This reduction in adiabatic vapor temperature reduces the
vapor density by 9%, 19%, and 26%, respectively, for 0.003%,

Fig. 6 Entrainment limit with respect to adiabatic vapor
temperature Fig. 7 Sonic limit with respect to adiabatic vapor temperature
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Fig. 8 The logarithmic plot of viscous limits with respect to ad-
iabatic vapor temperature

0.006%, and 0.009% volume concentrations when compared with
DI water which lead to the reduction in the sonic limit. The influ-
ence of latent heat of vaporization on sonic limit is less when
compared with vapor density and operating temperature.

The logarithmic plot of viscous limit as a function of adiabatic
vapor temperature is shown in Fig. 8. It is observed that the vis-
cous limit gradually increases with respect to adiabatic vapor tem-
perature and reduces as concentration level of nanoparticles in
base fluid increases. The key properties that influence the viscous
limit are vapor pressure, vapor density, latent heat of vaporization,
and dynamic viscosity of vapor. As mentioned earlier, the use of
nanofluids reduces the adiabatic vapor temperature of heat pipe
which in turn drastically reduces the vapor pressure and vapor
density and conversely increases the latent heat of vaporization of
working fluid. However, this increase in latent heat is very small
when compared with the influence of vapor pressure and vapor
density on viscous limit. Hence, viscous limit decreases with the
use of nanofluids when compared with DI water. It is noted that
the viscous limit decreases by 29.65%, 63%, and 71.05%, respec-
tively, for 0.003%, 0.006%, and 0.009% volume concentration of
nanoparticles in base fluid when compared with DI water. The
present values of viscous limit are very high when compared with
other operational limits for constant adiabatic vapor temperature.
A similar trend and high values in the viscous limits have also

Fig. 9 Operating limits of nanofluid based heat pipes against
adiabatic vapor temperature
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Fig. 10 Operating limits of DI water-based heat pipe against
adiabatic vapor temperature

been observed by other researchers [4,5] which state that the vis-
cous limit will not influence the performance of heat pipes.

The various operational limits as a function of mean adiabatic
vapor temperature for nanofluid (by taking the average values of
all the concentrations of silver nanoparticles) and for DI water are
plotted and shown in Figs. 9 and 10. The plot represents the loga-
rithmic values of sonic and viscous limits along with other operat-
ing limits with respect to the experimentally recorded mean
adiabatic vapor temperatures. It is observed that the viscous and
sonic limit values obtained are found to be very high when com-
pared with that of the other limits. To incorporate all the operating
limits in a single plot, the very high values of viscous and sonic
limits are taken as the logarithmic values multiplied with 1000 as
common multiplier. Bejan and Kraus [36] and Ahmad and Rajab
[37] reported that the heat input to the heat pipe can be limited to
a certain value beyond which heat pipe fails to operate or works
with very low performance. It is suggested that the capillary, boil-
ing, and entrainment limits are the failure limitations of heat pipes
which are characterized by insufficient liquid flow to the evapora-
tor for a given heat input and resulting in dry-out of the evaporator
wick structure. The other two limits, such as sonic and viscous
limits are termed as the nonfailure limits of heat pipe. It is
observed from the present study that the failure limits (boiling,
entrainment and capillary limits) of heat pipe are found to be
higher and the nonfailure limits (sonic and viscous limits) are
lower for nanofluids when compared with that of DI water. It is
also seen that the capillary limit is an essential parameter that pri-
marily influences the heat pipes performance. It is also reported
that the higher values of nonfailure limits do not affect the heat
pipe performance and the same trend is also observed by research-
ers [4,5]. The main phenomenon that deals with the enhancement
in heat pipe performance with the use of nanofluids is the increase
in the number of localized spots by the deposited nanoparticles
layer in the evaporator surface. This localized spots effectively
increase the boiling of the working fluid by increasing the bubble
formation and growth. It is also observed that the boiling limit
values of nanofluid gradually decreases with increment in adia-
batic vapor temperature, since gradual increase in heat loads
causes the boiling phenomena to come closer to nucleate boiling.
Addition of nanoparticles to the base fluid also increases the adhe-
siveness of working fluid toward wick structure due to increased
surface tension. This prevents the liquid droplets to be carried
back to condenser by the high velocity vapors and hence an incre-
ment in the entrainment limit is recorded. This high surface ten-
sion values and adhesiveness also increases the capillary pressure
head and results in an increment in the capillary limit. It is
observed that the average capillary limit value of all the
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concentrations increases by 38.63% when compared with DI
water and this increases the operating range of heat pipes
employed with nanofluids.

4 Conclusion

The present study shows the variation in the operational limita-
tions of heat pipes using silver-water nanofluid. It is observed that
the use of silver nanoparticles with volume concentrations of
0.003%, 0.006%, and 0.009% gives the reduction in the adiabatic
vapor temperature for a given input heat load of 60 W. This reduc-
tion in operating temperatures enhances the failure limitations
(capillary, boiling, and entrainment limits) of heat pipes by 54%,
87.34%, and 10.73% when compared with DI water. The enhance-
ment in terms of failure limits of heat pipes with the use of nano-
fluids improves the heat pipes performance and operating range
by providing sufficient amount of working fluid to the evaporator
region and preventing the evaporator dry-out even beyond the op-
timum heat transport capability observed in the case of DI water-
based heat pipe. It is also observed that the capillary limit is the
lowest value among the failure and nonfailure limitations of heat
pipe. The heat pipe fails to operate beyond this limit due to the
incapability of the wick structure in providing sufficient amount
of working fluid to the evaporator. The use of silver nanoparticles
with 0.009 vol. % concentration increases the capillary limit value
of heat pipe by 54% when compared with DI water.
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Nomenclature

A = cross-sectional area (mz)

C = constant depending on Mach number (value taken as 1)
¢, = specific heat capacity (J kg K)
diameter (m)

drag coefficient

acceleration due to gravity (m/s%)
latent heat (J/kg)

thermal conductivity (W/m K)
wick permeability (m?)

length (m)

molecular weight of vapor (moles)
wick screen mesh number (mfl)
pressure (Pa)

heat load (W)

= radius (m)

Reynolds number

specific gas constant (J/kg K)
universal gas constant (J/kg mol K)
wick crimping factor

T = temperature (K)

el
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Greek Symbols

A = difference

y = specific heat ratio of vapors

o = surface tension (N/m)

€ = wick porosity

¢ = volume fraction

1 = dynamic viscosity (kg/m s)

p = density (kg/m®)

0 = inclination angle (deg)

A = latent heat of vaporization (J/kg K)
w = uncertainty

Journal of Heat Transfer

Subscripts
a = adiabatic
b = basefluid
bo = boiling

¢ = condenser, capillary
cm = maximum capillary
e = evaporator
en = entrainment
eff = effective
fg = vaporization

g = gravity

hw = wick surface pore hydraulic
i = inner
1 = liquid

n = nucleation
nf = nanofluid

p = particle
ph = phase transition
S0 = sonic

vV = vapor

vi = viscous
w = wick, wire
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In this paper, the effects of thermophoresis and Brownian motion on the heat transfer of nanofluids between two
rotating cylinders are investigated. The flow between the cylinders is considered laminar and steady, whereas the
walls of the cylinders are kept at different constant temperatures. The governing equations, including momentum,
energy, and volume fraction in cylindrical coordinates, are simplified and solved. An exact solution for the velocity
distribution is presented and the homotopy perturbation method is employed to obtain the temperature field. The
results obtained from the homotopy perturbation method are validated with the results of a numerical solution. The
effects of various quantities of the Eckert and Prandtl numbers, the rotational velocity ratio of the cylinders, Brownian
motion, and thermophoresis parameters on the temperature field, and Nusselt number in the annulus are examined.

I. Introduction

LUID flow and heat transfer between two concentric rotating

cylinders is a classical problem in fluids engineering. It has
significant applications such as electrical motors and generators,
mixing equipment, journal bearings, and swirl nozzles [1,2].

Water, ethylene glycol, and oil as the traditional fluids in thermal
engineering systems have low thermal conductivity and hence, the heat
transfer enhancement is limited. An innovative technique to enhance
the heat transfer is the use of a nanofluid, which is a mixture of common
liquids and very fine particles (1-100 nm), introduced by Choi [3].

Currently, nanofluids are applied in various thermal systems to
enhance the heat transfer rate and thermal efficiency. Nanofluids can
be used in different fields of thermal engineering such as solar energy
[4], heat exchangers, nuclear reactors, and cooling of electronic
devices [5]. In addition, the readers can refer to the most recent
theoretical and experimental works that have been done on
nanofluids in different geometries and conditions [6-22].

Different factors, such as the thermal conductivity increase,
particle migration, dispersion and chaotic movement of nano-
particles, Brownian motion, and thermophoresis, could be effective
in the enhancement of the heat transfer rate where the nanofluid is used
as a working fluid. The most obvious factor is the increase of thermal
conductivity of base fluid due to adding nanoparticles that have higher
thermal conductivity in comparison with the base fluid. Two other
main factors are Brownian motion and thermophoresis effects.

Here, a brief review of the former works related to the nanofluid
flow in a cylindrical annulus in both natural and forced convection
cases is performed. Abu-Nada et al. [23] investigated the natural
convection due to four different nanoparticles including Cu, Ag,
Al,O; and TiO, suspended in pure water in a horizontal annulus.
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They presented the results for different values of Rayleigh number,
gap magnitude, and volume fraction. Abu-Nada [24] studied the
effects of uncertainties in thermophysics models on the predicting of
heat transfer rate due to free convection of Al,O; /water nanofluid in
an annulus. He used four sets of models to calculate the thermal
conductivity and viscosity. These models include temperature-
dependent and temperature-independent relations. His results show
that opposite predictions of average Nusselt number trend may be
obtained by using different models. Later on, Abu-Nada [25]
developed his former work [24] for CuO/water nanofluid. Abouali
and Falahatpisheh [26] presented a numerical study of natural
convection of Al,O5 /water nanofluid between two vertical cylinders
where the bottom and top ends are insulated. Izadi et al. [27]
investigated the forced convection of Al,O;/water nanofluid
between two cylindrical tubes where the flow is developing. Shahi
et al. [28] numerically studied the natural convection of Cu/water
nanofluid in an annulus at different angles with respect to the
horizontal surface where the ends of the annulus are adiabatic.
Moghari et al. [29] examined the mixed convection of Al,O;/water
nanofluid in a horizontal iso-flux annulus by considering the effects
of Brownian motion of nanoparticles. Cianfrini et al. [30]
theoretically investigated the natural convection heat transfer due
to a nanofluid between two long horizontal cylinders where the wall
of the annulus is subject to a constant wall temperature. They found
that there is an optimal volume fraction of nanoparticles for which the
heat transfer rate is maximized. Soleimani et al. [31] numerically
solved the natural convection in a semi-annulus enclosure where the
working fluid is Cu/water nanofluid. They obtained the optimal angle
of the arc in which the heat transfer reaches maximum. Sheikhzadeh
et al. [32] performed a numerical study of natural convection of Cu/
water nanofluid between two concentric cylinders where four fins are
mounted on the wall of the inner cylinder. Later on, Sheikhzadeh et al.
[33] investigated the effects of different parameters including
the number of fins installed on the inner cylinder, fin length, and the
volume fraction of nanoparticles. Nasrin et al. [34] investigated the
effects of viscosity variation of Al,O3/water nanofluid on natural
convection in an annulus. They assumed that the nanofluid confined
in the annulus produces heat internally. In another work, Parvin et al.
[35] focused on natural convection of Al,O;/water nanofluid in
the annulus where two models are used to calculate the thermal
conductivity. They assumed that the inner cylinder is under constant
heat flux while the outer one is kept at constant temperature.
Ashorynejad et al. [36] used the Lattice Boltzmann method to study
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the effects of magnetic field on natural convection of Ag/water
nanofluid between two horizontal cylinders. The previously
mentioned works were concerning the first law of thermodynamics
analysis. Some works performed by Mahian et al. [37-39] on the
entropy generation between two rotating cylinders used nanofluids in
different conditions.

A review of the literature shows that there is no reported research on
Brownian motion and thermophoresis effects of a nanofluid on heat
transfer between two rotating cylinders. Buongiorno [40] proposed a
mathematical nanofluid model by taking into account the Brownian
motion and thermophoresis effects on flow and heat transfer fields. In
this model, an additional equation for nanoparticle volume fraction is
introduced so that the volume fraction distribution could be obtained.

This paper aims to present analytical and numerical studies of the
Brownian motion and thermophoresis effects of a nanofluid on heat
transfer between two isothermal cylinders. The mathematical model
proposed by Buongiorno [40] is used to take into consideration the
Brownian motion and thermophoresis effects. An exact solution for
the velocity distribution is presented. Energy and volume fraction
equations are naturally coupled. These equations are decoupled after
some manipulations and it leads to convert the energy equation to an
ordinary differential equation. The homotopy perturbation method
(HPM) is used to solve the energy equation and consequently the
temperature field is obtained. The results obtained from the HPM are
validated with the results of a numerical solution.

II. Problem Formulation

Consider the steady, laminar, and fully developed flow and heat
transfer of a nanofluid between two rotating cylinders. The schematic
of the problem is shown in Fig. 1. The inner and outer cylinders have
radii of r; and r,, respectively, whereas the inner and outer walls of
the annulus are kept at temperatures of 7'; and T',. The inner and outer
cylinders can rotate with constant angular velocities w; and @,,
respectively. Assuming a two-dimensional problem that corresponds
to no relative axial motion between the cylinders and ignoring the
radial velocity component compared to the tangential uy, the
momentum equation reads

0 10 1
ua+7ﬂ_7u9:0 (1

Also, by neglecting the convection term and taking into account
the viscous dissipation term, the energy equation becomes

aod (PCp)s
rar(r )+(PCP)f

op P\ (oT T or T
<o) G D) -2 () ]

+u@ﬁ—fgz=0 @)

or r

Fig.1 Schematic of the problem and boundary conditions.

The equation of nanoparticle volume fraction can be written as

m@+ﬂ+ %;g—f 3)

ar

In the preceding relations, 7 and ¢ are the temperature and
nanoparticles volume fraction. u, a, and k are the dynamic viscosity,
thermal diffusion coefficient, and the thermal conductivity of the
base fluid, respectively. Here, Dy and Dy are Brownian diffusion
coefficient and thermophoresis diffusion coefficient, respectively.
Here, p and C), are the density and heat capacity where the subscripts
of S and f represents the solid and fluid. In the volume fraction
equation, £ is a constant. The following boundary conditions are used
for the inner and outer cylinders

r=r;—ly = riw; T=T;=T,, b=di
r=7Tog = Uy = TroWo, T=To=Tc p=¢o 4
The following dimensionless parameters are defined
. . : 2,2
j:ﬂ, H:i, Pr—u—f, Ec= To% R=L,
w, o ay CpAT’ r,
U: ug b 9: T_TC9 =4)—¢)05 r=£5
Fo®, Th - TC (/)i - (/)0 AT
Cp)s DA Cp)s Dy AT
b, = Po 7 sz(p p)s Dp ¢7 =(ﬂ p)sDr (5)
Ag (pCp)s vy (pCp)s vsTe

In the preceding relations Pr, Nb, Nt, and Ec are the Prandtl number,
the Brownian motion parameter, the thermophoresis parameter, and
the Eckert number, respectively. Also, U, @, 6, 6,, and ¢, are
dimensionless velocity, dimensionless volume fraction, dimension-
less temperature, temperature ratio, and volume fraction ratio,
respectively. Using the dimensionless parameters defined in Eq. (5),
the dimensionless forms of governing equations can be written as

PU 10U U
et ———— =0 6
0R2+R6R R? ©

10 20 0D D+DN\[(0 O0+06
——(R )+NbP( + + )(—+ +’)

ROR\" oR OR R oR" R
0 0+0, ou U
+ NtPr (aR = ) +EP(0R R) =0 )
oD D+ O, 0 6+0,
Nb -
(6R+ R )+N(aR R ) h ®

Subject to the following dimensionless boundary conditions

R=N-U=Il, 6=1 ®=1
R=1-U=1, 6=0, ®=0 )

III. Solution to the Problem
A. Velocity Distribution

The exact solution of the momentum equation, Eq. (6), is obtained
as

U= CR—|—g (10)
where
I ) (A -1)
= R Cy=——— 11
1 l_H2 2 1—H2 ( )
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By using the solution of the velocity, the skin friction coefficient on
the inner cylinder can be expressed as

10U
fi=moo
Re 0R |,_py

in which

_ pfr%wo
Hr

Re

is the rotational Reynolds number.

The energy and volume fraction equations, Eqs. (7) and (8), are
nonlinearly coupled. Integrating from the volume fraction equation,
Eq. (8), and substituting the boundary conditions for dimensionless
temperature and volume fraction gives

The approximation for the dimensionless temperature @ in terms of
the power series parameter p is written as

0=00+ po, + p*0r+ P05+ ... = > plo; (15
i=0

Substituting Eq. (15) into Eq. (14a) and after manipulations, a set of
recursive ordinary differential equations, along with their boundary
conditions, are obtained and solved. To save space, only three terms
of the homotopy series are presented. The calculations are made
by the MAPLE software for the dimensionless temperature (for
I1=0.5)

0y = —2R +2 (16)

NbL(® + D,) + Nt +0,) =‘%R +% (12)
h
where 0, =2bR>+ (2 InR—2bInR—-3b—ecnR—d
Nb + Nt + Nb®, + N10, — L (Nb®, + N16,) 7
pr=2 i —2In24+2bIn24+eln2)R—eln2+—-d
1d
ﬁzszq)r_{_Nt,gr_% (13) +212-2bIn2+ b=y a7
0, = —R*b> 4+ (ebIn R+ b*>—eb1ln2+bd—2b>1n2+2b1n2—2b1n R — be + 2b* In R)R?
—$4-5bIn2+5(In2)?b+3(In2)%¢+3b>In2—dIn2+3be—3bd+1b*+1bd In 2
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—Ze(ln2)?——bdln2————-—— 18
pen 2 —gbdIn 2=~ g &2 18
Eliminating the dimensionless volume fraction parameter ® from the In the preceding relations parameters b, e, d, and A are
energy equation by using Eq. (12), one reaches the following
ordinary differential equation b= _% Pr(Nb + Nt — Nb®, — N1©,)
= bb
P20 (1 00 B Pr 4EcPrA? ¢ =%
A1
A==—— 19
373 (19)

The preceding equation should be solved to obtain the temperature
field and consequently the Nusselt number. Here, Eq. (14) is solved
both analytically and numerically, and the results of both solutions
are compared. A semi-analytical solution is carried out to obtain a
parametric correlation for temperature distribution. In the present
study, HPM is used as a semi-analytic method.

B. Thermal Field
1. Homotopy Perturbation Solution

We are now ready to apply the HPM to solve the ordinary
differential equation (14) with its boundary conditions, as defined in
Eq. (9). First, we construct a homotopy for Eq. (14) as follows

2 2
o n(E2-5)

dr*> dR?
e (1 o pPr AECPrA?
et (w+pPr) S 0+0,)+ =0
ﬂ)[dRZJF(RJFﬂ1 r)dR+ g OO0 T
(142)

For more details on the homotopy perturbation method, the readers
can refer to [41-44].

2. Numerical Solution

Equation (14) is solved using the finite difference method, and the
obtained results are compared with the results of HPM. It should be
mentioned that the HPM solution is valid in a limited range of the key
parameters of the problem, but this method is presented here to give a
parametric relation that can be useful. The range of parameters for
which the HPM provides acceptable results is as follows

Nb <6,
Ec <0.5,

Nt <2,
Pr< 10,

0, <10, O, <3,
-20<14<20

A comparison between the results obtained from the HPM (up to
four terms) and numerical solutions is presented in Table 1. It is seen
that for the third and fourth terms of the series, the numerical and
analytical results are in good agreement.
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Tablel Comparison between numerical and analytical
results for Nb =3, Nt =0.5,0, =4,®, =05, Ec = 0.1,
Pr=2,A=7andII =05

R Numerical HPM HPM HPM HPM
(4terms) (Bterms) (2terms) (I term)
0.5 1.0 1.0 1.0 1.0 1.0
0.6 1.083442  1.083638  1.085524  1.073379 0.8
0.7 0916858 0.91692  0.920113  0.921441 0.6
0.8  0.644526 0.64441 0.646892  0.660229 0.4
0.9 0329146  0.329011 0.329903  0.343878 0.2
1.0 0.0 0.0 0.0 0.0 0.0

The quantity of physical interest is the local Nusselt number Nu; .
From the fundamental heat transfer concepts, by writing energy
balance on the inner cylinder, we can derive the relation for the
Nusselt local number

oT AT 00
kp—| = hyo(Tp=Te) = —kp——
For r (T A=k o OR|p_p
hyfro 00
= AT = Nu; = =270 = &2 (20)
ky OR | g—n

This definition also implies the mean Nusselt number because the
temperature is independent of tangential coordinate.

C. Volume Fraction Distribution

It is clear from Eq. (12) that by obtaining the temperature, the
nanoparticle volume fraction could be obtained as

L[&R +%—Nt(9+9,):| _o, @1

b =
2

" Nb

Also, the relation for the Sherwood number on the inner cylinder is
presented below:

_ oo

Sh; = —
" OR

(22)

R=I1

IV. Results and Discussion

Figure 2 displays the velocity distribution in the annulus as a
function of radial distance for various values of velocity ratio where
the radius ratio is 0.2. As seen, increasing the magnitude of A, the

0.8

0.6

r=-1,0,1,2,3,4,5

0.2

-0.2 | | |
0.2 0.4 0.6 0.8 1

R

Fig.2 Dimensionless velocity distribution for different values of velocity
ratio.

velocity reaches a minimum point in the vicinity of the inner cylinder.
This minimum point can be obtained by taking the velocity gradient
equal to zero at the inner cylinders. Generally, the velocity ratio for
which the minimum velocity occurs on the inner cylinder is obtained
by

2 ou
A = ——— | obtained from— =0
-+ 1 OR |p_n

Here, in radius ratio of 0.2, the minimum point can be found in the
velocity profile for 4 > 1.92. As the velocity ratio increases, this
minimum point moves toward the outer cylinder. The velocity
distribution is linear where the cylinders rotate with the same velocity
but in opposite directions (4 = —1).

The effects of the Brownian motion parameter on the
dimensionless temperature are presented in Fig. 3. As shown, with
an increase in the Brownian motion parameter, the absolute
dimensionless temperature decreases in the whole of the annulus, so
that for high values of N, (say 5 and 6) the temperature reaches a
minimum point near the outer cylinder. With increasing the Brownian

0.8
06 Nb=6,5,4,3

D 04

02

-0.2 L T I I I ]

Fig. 3 Dimensionless temperature distribution for different values of
Brownian motion parameter at Nt = 0.5,0, = 4, ®, = 0.5, Ec = 0.01,
Pr=3,and A =17.

0.8

0.6
Nt=0.05,0.2,0.3,0.4,0.5

0.4

0.2

L l L L l L L l L L l L L
0.6 0.7 0.8 0.9 1

o
o)

Fig. 4 Dimensionless temperature distribution for different values of
thermophoresis parameter at Nb =3, 0, =4, ®, = 0.5, Ec = 0.01,
Pr=3,andA=17.
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Ec=0.01, 0.05, 0.1

-0.4 L I I I R TR L

0.5 0.6 0.7 0.8 0.9 1

Fig. 5 Dimensionless temperature distribution for different values of
Prandtl and Eckert numbers at Nt = 0.2, Nb = 3,0, = 4,®, = 0.5,and
A=1.

motion of nanoparticles, the thickness of thermal boundary layer
increases, and hence, the temperature gradients in the annulus fall
down. The variation of dimensionless temperature in the annulus is
plotted in Fig. 4 for different thermophoresis parameters. It is found
that an increase in the thermophoresis parameter leads to the increase
in the dimensionless temperature. This shows the opposite effects of
the thermophoresis parameter on the temperature field, compared to
the Brownian motion parameter. The effects of both Prandtl and
Eckert numbers on the dimensionless temperature are presented in
Fig. 5. The Eckert number indicates the magnitude of viscous
dissipation effects due to nanofluid flow in the annulus. As expected,
with an increase in Eckert number the fluid temperature in the
annulus increases because the kinetic energy due to fluid flow
converts to heat, and consequently the temperature in the annulus
increases. Itis also observed that the fluid temperature increases with
increasing Pr. From the physical point of view, as the Prandtl number
increases, the thermal diffusivity in the annuli decreases so that the
diffusion of heat generated by the viscous dissipation decreases.
Consequently, because of the accumulation of heat between the
cylinders, the fluid temperature increases. The effects of Brownian
motion on the nanoparticles volume fraction are presented in Fig. 6. It

Fig.6 Dimensionless nanoparticles volume fraction for different values
of Brownian motion parameter at Nt =05, 6, =4, ®. =05,
Ec=001,Pr=3,and A ="7.

1.2

0.8

Nt=0.2,0.3,0.4,0.5

04

04

_08 L L l L L l L L l L L l L L
0.5 0.6 0.7 0.8 0.9 1

Fig.7 Dimensionless nanoparticles volume fraction for different values
of thermophoresis parameter at Nb = 3,60, =4, ®, = 0.5, Ec = 0.01,
Pr=3,and A =17.

is observed that as the Brownian motion increases, the dimensionless
volume fraction increases. Returning to Eq. (12), it is reasonable that
for fixed values of the other parameters at a certain position R, with a
decrease in the dimensionless temperature resulted from increasing
Nb (see Fig. 3), the dimensionless volume fraction increases.

Figure 7 shows the dimensionless nanoparticle volume fraction
for different values of the thermophoresis parameter. As the
thermophoresis increases, the nanoparticles volume fraction
decreases. Returning to Eq. (12), it is reasonable that for fixed
values of the other parameters at a certain position R, with an increase
in the dimensionless temperature resulted from increasing Nt (see
Fig. 4), the dimensionless volume fraction decreases.

Figures 8 and 9 present the dimensionless nanoparticles volume
fraction for different values of Eckert number and velocity ratio,
respectively. It is seen that when the Eckert number and the velocity
ratio increase, the volume fraction profiles fall down in the annuli.
This is due to this fact that as the Eckert number increases, the
temperature inside the annulus rises because of the viscous effects
and as a result, the concentration of the nanofluid (nanoparticles
volume fraction) is reduced. In addition, a higher velocity ratio means
a higher relative velocity between the layers of the nanofluid, which

0.8

0.6

Ec=0,0.03,0.05,0.08, 0.1

02

202 L T P T P
0.5 0.6 0.7 0.8 0.9 1

Fig.8 Dimensionless nanoparticles volume fraction for different values
of Eckert number at Nt = 0.2, Nb = 0.5,0, = 4, ®, = 0.5, Pr = 3, and
A=T.
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1 =0, 10, 15,20
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Fig. 9 Dimensionless nanoparticles volume fraction for different values

of velocity ratioat Nt = 0.2, Nb = 0.5,0, = 4,®, = 0.5, Ec = 0.01,and
Pr =3.

leads to higher viscous force between the cylinders and causes a
higher temperature and as a result, the concentration of nanofluid
decreases.

The variation of Nusselt number in the inner cylinder is plotted as a
function of the Brownian motion parameter in Fig. 10 for different
values of thermophoresis parameter. It is perceived that the Nusselt
number decreases with an increase in the Brownian motion. On the
other hand, Nusselt number increases with the increase of
thermophoresis parameter. The changes in the Nusselt number are
higher for smaller values of the parameter Nb. These results can be
explained by the fact that as the Brownian motion decreases, or
thermophoresis effect increases, the temperature gradients increase
and finally lead to an increase in the heat transfer rate (as seen in
Figs. 3 and 4).

The Nusselt number vs the velocity ratio at different values of the
temperature ratio 6, is plotted in Fig. 11. The lower temperature ratio
results in the increase in Nusselt number. It is interesting to note that
as the velocity ratio increases, first the Nusselt number decreases and
reaches a minimum value, and then increases. The Nusselt number is
minimum at A = 1.0 regardless the temperature ratio. From the
physical point of view, at A = 1.0, there is no relative motion between

Nt=0.3,04,0.5

| | |
0 0.5 1 1.5

Nb
Fig.10 Nusselt number (inner cylinder) vs Brownian motion parameter
for different values of thermophoresis parameter at 6, = 4, ®, = 0.5,
Ec=001,Pr=3,and A ="7.

4

7 |

-8 4 0 4 3

Fig. 11 Nusselt number (inner cylinder) vs velocity ratio for different
values of Eckert temperature ratio at Nt = 0.2, Nb =3, ®, = 0.5,
Ec =0.01,and Pr = 3.

®,=03,0.4,0.5

Nu.

] ] ] ]
0 0.2 0.4 0.6 0.8 1
Nt

Fig. 12 Nusselt number (inner cylinder) vs thermophoresis parameter
for different values of volume fraction ratio at Nb =3, 60, =4,
Ec =0.01,A = 10, and Pr = 3.

the two cylinders so it is similar to the case in which the nanofluid is
stationary in the system. In such a case, the fluid layers have no
relative motion and hence the viscous dissipation due to shear stresses
is minimized. Figure 12 illustrates the Nusselt number vs
thermophoresis parameter in the presence of volume fraction ratio.
As seen, the higher volume fraction ratios lead to a higher Nusselt
number. It is found that the change in the Nusselt number increases
for higher values of the thermophoresis parameter.

V. Conclusions

Analytical and numerical solutions to the flow and heat transfer
of a nanofluid between two rotating cylinders are presented,
considering the effects of Brownian motion and thermophoresis. The
momentum, energy, and volume fraction equations are simplified
and solved in the cylindrical coordinate system. The homotopy
perturbation method (HPM) is employed to solve the energy
equation, whereas the results obtained from the HPM are compared to
the results of a numerical solution. The following results are found
from the study:
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1) Temperature decreases in the whole of the annulus with
increasing the Brownian motion parameter, whereas the increase of
thermophoresis parameter has an opposite effect.

2) With an increase in the Brownian motion parameter, the Nusselt
number of the inner cylinder decreases, while the Nusselt number
increases with increases of the thermophoresis parameter.

3) With an increase in the angular velocity of outer cylinder
(considering a constant velocity for the inner cylinder), the volume
fraction in the annulus fall down.
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In this study, the closed form of artificial neural network method is used to have a reliable empirical corre-
lation to estimate the measured Nusselt numbers of R134a flowing downward and horizontally inside
smooth and corrugated copper tubes by means of some dimensionless numbers. R134a and water are
used as working fluids flowing in the tube side and annular side of a double tube heat exchanger, respective-
ly. The training sets have the experimental data of in-tube condensation and in-tube boiling tests including
various mass fluxes and saturation temperatures of R134a. Inputs of the formula are the dimensionless
numbers obtained from measured values of test section such as Froude number, Weber number, Bond num-
ber, Lockhart and Martinelli number, void fraction, the ratio of density to dynamic viscosity, liquid, vapor
and equivalent Reynolds numbers, surface tension parameter and liquid Prandtl number, while the output
of the formula is the experimental Nusselt numbers in the analysis. Nusselt numbers of R134a are modeled
using closed form of multi-layer perceptron (MLP) method of artificial neural network (ANN). Analyses of
the ANN method are accomplished by means of 1177 data points. The performance of the closed form of
multi-layer perceptron (MLP) with three inputs and one hidden neuron architecture was found to be in
good agreement, predicting the experimental Nusselt numbers with their deviations being within the
range of 4 30% for all tested conditions. Empirical correlations are proposed for both condensation and boil-
ing flows separately. A single empirical correlation is found to be capable of predicting the experimental
Nusselt numbers of both condensation and boiling flows together. Dependency of output of the ANNs
from input values is also investigated in the paper. Vapor Reynolds number, equivalent Reynolds number,
Weber number and Froude number are found to be the most affective parameters as a result of the depen-
dency analyses.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

reduce the thermal resistance in a conventional heat exchanger by
promoting a higher convection heat-transfer coefficient in order to min-

Heat exchangers using in-tube condensation have great signifi-
cance in the refrigeration, automotive and process industries. Effec-
tive heat exchangers have been rapidly developed due to the
demand for more compact systems, higher energy efficiency, lower
material costs and other economic incentives. The surface area of
heat exchangers has a directly significant effect on their heat-
transfer performance. Improvements to make heat transfer equip-
ment more energy-efficient would need to focus on miniaturization
on the one hand and an astronomical increase in heat flux on the
other. Normally, heat-transfer enhancement techniques necessarily

* Communicated by WJ. Minkowycz.
* Corresponding author.
E-mail address: dalkilic@yildiz.edu.tr (A.S. Dalkilic).

0735-1933/$ - see front matter © 2013 Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.icheatmasstransfer.2013.08.012

imize the size of the heat exchanger. Recent numerical studies of authors
on these subjects regarding the two-phase flows in the literature are
summarized in the following paragraphs.

Dalkilic and Wongwises [1,2], Laohalertdecha et al. [3], and
Balcilar et al. [4] reviewed the studies on in-tube condensation
using smooth and enhanced tubes intensively since two-phase flow
in tubes is the most challenging phenomenon in the heat exchanger
systems. All effective possible research subjects of in-tube condensa-
tion were classified generally according to the tube orientation (hor-
izontal, vertical, and inclined tubes) and tube geometry (smooth and
enhanced tubes). Detailed information on the in-tube condensation
studies of heat transfer, pressure drop, flow pattern, void fraction, and
refrigerants in the literature were given. Their papers not only mention
the new enhancement techniques of heat transfer, but also include
some information on the new refrigerants, theoretical, numerical and
empirical models in the literature.
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Nomenclature

Bo Bond number

d internal tube diameter, m

f function

Fr Froude number

G mass flux, kg m=2 s~!

j superficial velocity

Pr Prandtl number

R ratio of density to dynamic viscosity
Re Reynolds number

X average vapor quality

We Weber number

Xt Lockhart and Martinelli parameter
Greek Symbols

a void fraction

p density, kg m—3

u dynamic viscosity, kg m~! s7!
o surface tension, N m~!

v surface tension parameter
Subscripts

ANN artificial neural network

eq equivalent

exp experiment

g gas

h hydraulic

1 liquid

TP two-phase

Artificial intelligence methods such as genetic algorithms (GAs) and
artificial neural networks (ANNs) modeling validated by the experi-
mental work, have been gaining increased popularity in correlating
two-phase flows in tubes. However, investigations into the prediction
of in-tube condensation and evaporation's characteristics by means of
artificial intelligence techniques are not sufficient in the literature. Au-
thors of this paper have these publications on the determination of
heat transfer characteristics of two-phase flows in-tubes numerically
[5-10].

Improvements in condensation heat transfer in horizontal tubes
have been the subject of significant concern in the design and operation
of air conditioning and refrigeration systems. Performance of smooth
tubes has been determined by many researchers with pure refrigerants
as operating fluids. Generally, empirical methods have been offered to

Table 1
Experimental parameters and operating conditions.

compute the condensation heat transfer coefficients in horizontal
smooth-tubes. In the past, some researchers have studied several en-
hancement techniques, such as rough surfaces and twisted-tape inserts,
while on the other hand, micro-fin and corrugated tubes have recently
been used intensively because of their high condensation heat transfer
performance and moderate pressure drop. Authors of this paper have
these publications on the determination of two-phase heat transfer co-
efficient in smooth and enhanced tubes [11-22]. This paper is a contin-
uation of the authors' previous works and includes all their previous
works about condensation and boiling in tubes.

The leading aim of this study is to model the condensation and boil-
ing in smooth and corrugated tubes in MATLAB with the methods of
MLP and NLS, and then determine the most affected parameters and de-
velop reliable correlations with several sets of basic heat transfer data
[11,19-21] belonging to the condensation and boiling flow in smooth
and corrugated tubes. The proposed correlations are believed to be use-
fulin predicting the heat transfer characteristics of new smooth and cor-
rugated tubes, without additional experiments, due to the use of reliable
data from the authors' laboratory in King Mongkut's University of Tech-
nology Thonburi.

2. Experimental apparatus and method

Detailed descriptions of the experimental apparatuses and sum-
mary of test conditions in terms of flow type, refrigerant, mass flux,
average pressure, inlet and outlet vapor qualities and number of
data points belonging to the data for studying condensation and
evaporation of R134a inside horizontal/vertical smooth and corru-
gated tubes can be found either in authors' previous publications
and in Table 1 partly.

3. Calculation procedure for the analyses
3.1. Error analysis

The error analyses' calculation procedure for the average values
of the experimental and calculated results of the two-phase pressure
drops regarding with R square error, proportional error and mean
square error (MSE) can be seen from authors' previous publications.

3.2. The generalized artificial neural networks (ANNs) model

The detailed information on the ANN analyses of the determination
condensation heat transfer coefficient, pressure drop and correlation
development can be seen from the authors' previous publications. It
should be noted that the authors benefitted from either their own ex-
perimental database or their database of independent laboratories in
these publications.

Data set

Specifications

Data set 1[11]

Data set 2 [19]

Data set 3 [20]

Data set 4 [21]

Phase change type
Refrigerant type
Tube type

Tube orientation

Inner diameter (m)

Tube length (m)

Mass flux (kg m=2 s~ 1)
Saturation pressure (bar)
Xavg

Number of data points

Condensation
R134a
Smooth

Vertical

0.0081

0.5

260, 300, 340, 400, 455, 515
10,12

0.7-0.96

368

Condensation

R134a

Smooth and 5 different
corrugated tubes
Horizontal

0.0081

2.5

200, 300, 400, 500, 600, 700
10,11.3,12.7
0.07-0.82

280

Boiling

R134a

Smooth and 5 different
corrugated tubes
Vertical

0.0087

0.85

200, 300, 400
45,57
0.14-0.86

302

Boiling

R134a

Smooth and 5 different
corrugated tubes
Horizontal
0.0081

2.5

300, 400, 500
45,57
0.09-0.81

227
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Table 2
Proposed correlations and their error rates.

Eq. number Proposed correlation Data set MSE RMSE R? Data number
1 Nu = b, All data 6140 78.34 0.8 1177
T+exp blw—bj%—bmr, +bs
b; = 2207.661, b, = 6.857,
by = —0.171,bs = —037, bs = 3213
2 Nu = b b 1-3 6063.5 77.9 0.84 670
1-+exp | bz s+bs 1o+ batoess+bs
b; = —1385.293,b, = —17.339, b; = 0.641,
by = 0.108, bs = —2.656, by = 1614.92
3 Nu = 100000 2-4 4374.6 66.14 0.71 507
1exp by sk Do gy +bs sty +ba |
b; = —4.606,b, = —1.73, b; = 4.615,
by, = 5.827
4 Nu=- 100000 1-2 7946.6 89.14 0.8 648
1+exp[b\Bo+b2¢+bg%+b4}
b; = 0.014, b, = 3.958,b; = —0.118,
by, = 3.112
5 Nu = 22650 +bs 3-4 2322.2 48.19 0.77 529

1+exp [bl Bo-+by ey bs f§§§Q+b4}
b; = —0.083, b, = —0.292, b; = —1.749,
by, = 7.774, bs = 228.98
6 Nu=——-—28_______ 063

1+exp [b1 Bo+b, "‘}‘;,ngrbg Pry +b4]

by = —6.23,b, = —7.91,b; = —138.177,

by = 604.191
7 N = a5 ey + 741

b; = 0.003,b, = —1.109, b; = —1.098
8 Nu = b

I+exp[szo+b3f;§go+bA}
b; = 645.682, b, = —0.065, b3 = —0.171,
by, = 1.667

9 Nu = —[—b'xe—J
1+exp | by Bo-+bs qpp5+baPry
b; = 1790.746, b, = —0.056, bs = —0.212,
by = 0.944

11304 106.32 0.68 368
4279 65.4 0.58 280
382 19.5 0.75 302
2421 49.2 0.88 227

3.3. The closed form of MLP

The success of the modeling experimental data with MLP has been
reported many times by the researchers. But the worst part of this
method is the mathematical expression of the relationship between
input and output grows by growing architecture of MLP. Because of
the relationship between inputs and outputs is not showing as a simple
equation, this method is called by the researchers as black box. The suc-
cess of correlation decreases when the model architecture is quite
small, but this time, the closed form of the model is too simplified,
and it can be shown as a simple equation. For that reason, in this
study, the closed form of MLP with 3-1-1 architecture is used. In this
model the transfer function of hidden layer is considered to be tansig
function. According to this consideration the output of hidden layer is
written as Eq. (1).

1
1+ exp[w! I +wil, +wil +b;]

)

On

Because of the transfer function of output layer is considered to be
linear function, the output of the model, in other word, the closed
form of model is written as Eq. (2).

wi

0= +b 2
1+ expwl - + Wil + wil; +by] 7 @

3.4. The non-linear least square (NLS) algorithm

The non-linear least square (NLS) method allows the user to deter-
mine the most optimal non-linear function coefficients in order to fit
data collected from an experimental environment to a non-linear func-
tion (non-linear curve fitting). This method tries to minimize the mean

square error, beginning from the first estimated values determined by
the user. Since it advances step by step through optimizing this
point, it finds the local minimum and not the global minimum by
starting from this initial point. The method is tested by starting from dif-
ferent initial points, and thus the global minimum value of model is
determined.

3.5. Correlation development for the two-phase pressure drop

There have been a number of studies on the in-tube condensation
and evaporation pressure drops of smooth and enhanced tubes in the
literature. Generally, empirical methods have been used to compute

Table 3

The most predictive input parameters according to the error rates.
Inputs Input Data  Output
Fr We Bo Xe o o Re Re, Req R Pn "UMPEr  SU oy

(%)

00 OO0 O0OO0OO 1 O 0 0 1 All 0.891
00 1 0 0O0O0O 1 O 0 0 2 All 0.896
00 OO0 010 0 1 0o 1 3 All 0.897
00 OO0 O0OO0OO0O 1 O 0 0 1 1-3 0.914
00 OO0 O0OO0OO0O 1 O 1 0 2 1-3 0916
00 OO0 011 1 O 0 0 3 1-3 0917
10 0 0 00O O O 0 0 1 2-4 0.765
10 0 0 00O O O 10 0 2 2-4 0.806
00 0 o0 O0O0OT1 1 1 0 0 3 2-4 0.843
00 OO0 O0OO0OO0O 1 O 0 0 1 1-2 0.883
00 OO0 010 0 1 0 0 2 1-2 0.89
00 1 0 010 0 1 0 0 3 1-2 0.894
00 O 0 O0O0OO O 1 0 0 1 3-4 0.855
00 1 0 0O0O0 0 1 0 0 2 3-4 0.879
00 1 0 0O0O0 1 1 0 0 3 3-4 0.881
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Fig. 1. Performance comparison of Eq. (1) (a) and Eq. (2) (b) for the data set 1.

the Nusselt numbers and convective heat transfer coefficients in
tubes. As a result, Eq. (3) is formed to predict the Nusselt number
of evaporation and condensation in terms of the above explanations
as follows

b,
e

1+ exp |byls + by ——9— 4+ b,Pr, + by

Nu = R
10000

3)

where the coefficients from b, to bs are the constants. It should be
noted that detailed information on the developed correlations can
be seen in Table 2.

The inputs of model have the following dimensionless numbers to
determine their effects on the Nusselt number selected as the output
of the analyses. Table 3 shows the significance of these input parameters
below considering their error values of R%

The all liquid equivalent Re number is determined from:

Gegd
Reeq = e}qul h (4)

and equivalent liquid mass flux and the ratio of density to dynamic vis-
cosity are defined as:

0.5
Geq = G<(1—x) +x<pl> ) 5)
Pg

R=PH (6)
Pghly

and Bond number and the Froude number are defined respectively
as:

2
Bo = g(pi—pg) <(d“(/jz)> Y
G2
Fr=—— 8
' gdyprp? ®)

where the two-phase density and the Lockhart and Martinelli pa-
rameter is determined from:

x 1-x\
—(=+—== 9
Prp <pg o ) 9)

()

1200
Eq. (1) in Table 2
R134a - 368 data points
1 G:260, 340, 400, 455, 515 kg ms!
1000 P_: 10 and 12 bar P
A b
~ 800 - : ¢t
Z .
Z i
Z i
Z s ’o
600
bl
)
¢
400 A
Data set 1: Condensation in vertical smooth tube [11]
200 T T T
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Fig. 2. Alteration of obtained Nusselt numbers with mass flux (a) and average vapor qual-
ity (b) for data set 1.
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and the all liquid Reynolds number and all gas Reynolds number
equations can be expressed as:

Re, = 11
T (11)
Re, — Z%n (12)
Hg

and the void fraction, , can be determined from Butterworth's cor-
relation as follows:

1
(13)
1—x,0.64 (pg) 036 (1, 0.07
1+028( —x) (pjf) (u)
and Weber number, We, is used as:
2
we =59 (14)
Oprp

and surface tension parameter, ¥, and the liquid superficial velocity,
ji, are calculated respectively.

it
=1 15
g =2 (15)
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Fig. 3. Performance comparison of Eq. (1) (a) and Eq. (3) (b) for the data set 2.
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4. Results and discussion

The following paragraphs numerically present the discussion of
calculated Nusselt numbers of condensation and boiling flows of
R134a using the database of authors' previous studies [11,19-21] in
horizontal/vertical smooth and corrugated tubes. It should be noted
that detailed explanations and some additional figures and tables con-
taining different experimental parameters related to their studies on
the heat transfer characteristics can be seen in the applied reference da-
tabases [11,19-21], which demonstrate the accuracy of the experi-
ments. A discussion of the results follows.

There are one-type of closed form formula in the paper. It is de-
veloped for the calculation of the coefficients in correlations in
Table 2 using the experimental databases in Table 1. The inputs of
closed form are selected in the set of Froude number, Weber number,
Bond number, Lockhart and Martinelli number, void fraction, the
ratio of density to dynamic viscosity, liquid, vapor and equivalent
Reynolds numbers, surface tension parameter and liquid Prandtl
number, while the output of the closed form is the experimental
Nusselt numbers in the analysis. Four-fold cross validation was used

a) g0
Eq. (1) in Table 2
R134a - 280 data points
7001 G: 200, 300, 400, 500, 600, 700 kg ms™ .
P 10, 11.3,12.7 bar o
PN
600 - '§. -
z £ ..
Z 500 * & :
= ) N #:
Z Kl k,'
.; {J
400 A o b
0' .
[ o ;
B
300 4
Data set 2: Condensation in horizontal smooth and corrugated tubes [19]
200 T T T T T T
100 200 300 400 500 600 700 800
G (kg msh
b) 800
Eq. (1) in Table 2
R134a - 280 data points
7004 G: 200, 300, 400, 500, 600, 700 kg m %"
P10, 11.3,12.7 bar K
-~
.
600 4 S ;’.',.
A .o 1’
% 500 < . .
z B S e
) n“' .“'
400 oo,
. B e
w"‘.‘: thie o~
e °
300 4
Data set 2: Condensation in horizontal smooth and corrugated tubes [19]
200 T T T T
0.0 0.2 0.4 0.6 0.8 1.0
Xavg

Fig. 4. Alteration of obtained Nusselt numbers with mass flux (a) and average vapor qual-
ity (b) for data set 2.



146 M. Balcilar et al. / International Communications in Heat and Mass Transfer 48 (2013) 141-148

for regression analysis. It means that 1177 data points (all data of boil-
ing and condensation in smooth and corrugated tubes) were divided by
4 sets randomly and one of the sets selected for the test process, and the
rest of them (3 sets) were selected for the training process. These pro-
cesses were continued until there were no untested data sets. Four dif-
ferent data sets of researchers [11,19-21] are defined in Table 1 and
used for all analyses. It should be noted that although various architec-
tures were tested for elimination, only the typical one was used in the
paper due to limited space.

Table 1 shows the operating conditions of the database. 1177 data
points were used in the analyses. 648 of them belong to in tube flow
of condensation of vertical and horizontal orientations whereas 529
of them belong in tube flow of boiling of vertical and horizontal ori-
entations. There were 5 different corrugated tubes and a smooth
tube having 8 mm i.d. tested in the experiments. Mass fluxes and
vapor qualities had a wide range for the accuracy of the developed
correlations.

Table 2 includes 9 different developed correlations for each dataset
or combination of them separately. Their R? values show their success
and reliability. Eq. (1) in Table 2 has the most importance among others
in the paper. It can predict all data including condensation/boiling in
smooth/corrugated horizontal/vertical tubes at the same time with an
acceptable accuracy as shown in all figures. The difference between
the R? results is due to the hardness of generalization in the two-
phase flow.

Table 3 illustrates the dependency of the output parameter from
the input ones, in other words, these tables imply the most impor-
tant affective dimensionless number on the prediction of the
Nusselt number. It is possible from this table to determine the first
3 most affective parameters of databases separately. From this
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Fig. 5. Performance comparison of Eq. (1) (a) and Eq. (2) (b) for the data set 3.

table, it is possible to reveal that vapor Reynolds number, equivalent
Reynolds number and Weber number have the most influence on the
Nusselt number considering all databases with their R? values over 0.8.
Moreover, Froude number has also some importance apart from other
input parameters. In this analysis, when the input parameter number is
one in all databases, vapor Reynolds number seems to be dominant on
the prediction of the Nusselt number with the R? value of 0.891. When
there are 2 known input parameters, vapor Reynolds number and
Bond number have the R? value of 0.896. When there are 3 known
input parameters, vapor Reynolds number, Bond number and surface
tension parameter have the R? value of 0.897. Datasets 1-3 refer to con-
densation and boiling datasets in vertical smooth and corrugated tubes,
datasets 2-4 refer to condensation in horizontal tubes and boiling in ver-
tical smooth and corrugated tubes, datasets 1-2 refer to condensation in
horizontal and vertical smooth and corrugated tubes, datasets 3-4 refer
to boiling in horizontal and vertical smooth and corrugated tubes as
they can be realized from Table 1. These tables show that the accuracy
of the estimated output value by means of input values increases along
an increasing number of proper input parameters. In addition, they
show the existence of less important input parameters on the prediction
of the Nusselt number. It should be noted that it is possible to derive
more results from these tables for each database specifically.

In this paper, an intensive concentration has been focused on the de-
termination of the Nusselt numbers using all datasets by means of
Eq. (1) in Table 2. The predictability (a) and performance comparison
with other developed correlations (b) can be seen from Figs. 1, 3, 5
and 7. As it can be seen from these figures, majority of data points fall

a) 00
Eq. (1) in Table 2
R134a - 302 data points
550 4 G: 200, 300, 400 kg m”s™ .
P :4,5,5.7bar .
s p ;
500 A . < .
¢ & A
i & %
% j, .‘ D
55 450 ? e o
z + ¥ p
. H 4
400 ; s
I ¥ ;
350 A ? o
Data set 3: Boiling in vertical smooth and corrugated tubes [20]
300 T T T
100 200 300 400 500
G (kg msh)
b) 600
Eq. (1) in Table 2
R134a - 302 data points
550 4 G: 200, 300, 400 kg m’s™! .
P 4,557 bar K
l" .
500 A . Ed .
L4 :‘0 o o
g s ;‘, . e ’
2450 A « P -
Z . ¢ / - ":a e
. o DA
@ & D)
400 g ',""_.."‘( o
...' PRI o
/ - . . "' .
el -
350 rLes
Data set 3: Boiling in vertical smooth and corrugated tubes [20]
300 T T T T

0.0 0.2 0.4 0.6 0.8 1.0

avg

Fig. 6. Alteration of obtained Nusselt numbers with mass flux (a) and average vapor qual-
ity (b) for data set 3.
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Fig. 7. Performance comparison of Eq. (1) (a) and Eq. (2) (b) for the data set 4.

under the + 30% deviation bands for all proposed correlations. Figs. 2, 4,
6 and 8 show the proposed correlations' results meaningfulness consid-
ering the trends in the alterations of the obtained Nusselt numbers and
mass fluxes (a) and average vapor qualities (b). As expectedly, Nusselt
numbers increases with increasing mass fluxes and vapor qualities in
all datasets.

5. Conclusion

Numerical analyses have been performed to determine the Nusselt
numbers and to develop reliable correlations of condensation and boil-
ing in smooth and corrugated tubes by means of computational numer-
ical techniques. In order to derive reliable correlations, the authors'
experimental databases in the literature [11, 19-21] are used in the
analyses. This paper reports that although there are numerous studies
on the determination of two-phase Nusselt numbers in tubes, applica-
tion of artificial neural networks (ANN) together with non-linear least
squares (NLS) to the in-tube boiling and condensation for the aim of
correlation development does not exist in the literature. For that reason,
the content of this study is expected to fill this gap in the literature.

Not only this paper proposes some correlations for boiling and con-
densation datasets but also it enables researchers to predict both con-
densation and boiling flows in smooth/corrugated horizontal/vertical
tubes by means of a single correlation with a reasonable deviation.

Dependency of output of the ANNs closed form from input values is
investigated in the paper. Vapor Reynolds number, equivalent Reynolds
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Fig. 8. Alteration of obtained Nusselt numbers with mass flux (a) and average vapor qual-
ity (b) for data set 4.

number, Weber number and Froude number are found to be the most
affective parameters as a result of the dependency analyses.
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Optimal design of a heat exchanger is one of the concerns of energy conversion en-
gineers. In the present work, the mixed convection flow between two vertical con-
centric pipes with constant heat flux at the boundaries and MHD flow effects is con-
sidered. To determine the optimal design for such a heat exchanger, at first, the
momentum and energy equations are simplified and solved analytically. Next, using
entropy generation analysis and cost analysis, the operational costs due to entropy
generation are estimated. It is concluded that with an increase in the Hartmann
number, the energy costs increase. In addition, for two small deviations from the
base radius ratio (I1 = 2) including Il = 19 and I1 = 2.1, the changes in the energy
cost are calculated. It is found that for IT = 1.9 the energy cost increases by 17.5%
while for IT = 2.1 the energy cost is reduced by 13.6%.

Key words: vertical annulus, magnetic field, mixed convection, entropy
generation, cost analysis.

Introduction

Mixed convection inside a vertical annulus in the presence of magnetic field has many
practical applications. Some applications are found in industrial heat exchangers, micro elec-
tronic devices, cooling of nuclear reactors, petroleum equipment, and so forth. The optimal de-
sign of such equipments is necessary before the manufacturing process to reduce the operating
and energy costs. Bejan's entropy generation minimization (EGM) method is a recognized ap-
proach to optimize the performance of thermal-fluid devices. This method also can be used to
determine the optimum heat exchanger dimensions [1].

Generally, the entropy generation problems are non-linear. Therefore, a helpful way to
study of entropy generation through a process with complex equations is the simplification of
the governing equations with reasonable assumptions to obtain analytical solutions. In this con-
text, Yilbas [2] examined the entropy generation for a rotating outer cylinder and differentially
heated isothermal boundary condition with neglecting the irreversibility induced by viscous dis-
sipation. The author [2] assumed a linear velocity profile in his work. Mahmud and Fraser [3, 4]

* Corresponding author; e-mail: hfoztopl@gmail.com
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solved analytically the dimensionless entropy generation equation for the flow and heat transfer
between two rotating cylinders with isoflux and isothermal boundary conditions. Tasnim and
Mahmud [5] considered the fully developed laminar and mixed convection flow in a vertical an-
nulus with circular cross-section and obtained analytical expressions for entropy generation in
the annulus. They obtained the optimum radius ratio, at which the entropy generation is mini-
mized. Tasnim and Mahmud [6] considered a fluid with temperature-dependent viscosity and
developed their previous work [5]. Mirzazadeh et al. [7] studied the entropy generation due to
flow and heat conduction of a non-linear viscoelastic fluid between concentric rotating cylin-
ders. Mahian et al. [8] investigated analytically the entropy generation between two rotating
cylinders using nanofluids with different volume fractions and isoflux boundary conditions. In
another work, Mahian et al. [9] presented an analytical solution of the second law analysis be-
tween two rotating cylinders using nanofluids. They studied the effects of uncertainties in the
models presented for thermophysical properties of nanofluids on entropy generation.

The study of flow and heat transfer in a closed cavity or a channel in the presence of
MHD flow is important because of engineering applications such as MHD micropumps, micro
electronic devices, electronic packages, cooling of nuclear reactors, and MHD marine propul-
sion [10]. Here, several works in which the effects of MHD flow on entropy generation for vari-
ous flows and geometries are investigated, briefly have been reviewed. Salas et al. [11] and
Ibanez ef al. [12] analysed the second law for MHD induction devices, such as electromagnetic
pumps, and electrical generators. Mahmud et al. [13] examined the entropy generation due to
mixed convection in a channel made of two parallel plates. Later on, Tasnim ef a/. [14] solved
the same problem using porous media. Mahmud and Fraser [15] analytically investigated the en-
tropy generation due to mixed convection-radiation interaction in a vertical porous channel in
the presence of MHD flow. In another paper, Mahmud and Fraser [16] studied the problem of
entropy generation in a porous cavity with laminar natural convection and MHD flow. Mahmud
and Fraser [17] presented a general equation for entropy generation for a single-plate
thermoacoustic system, which is subjected to a constant magnetic field. Ibanez and Cuevas [18]
considered a stationary buoyant MHD flow of a liquid metal immersed in a MHD flow through a
vertical rectangular duct. They obtained the optimum conductance ratio of the wall in which the
entropy generation is minimized. The effects of slip and Joule dissipation on the entropy genera-
tion in a single rotating disk in the presence of MHD flow are investigated by Arikoglu et al.
[19]. Aiboud and Saouli [20] applied the analysis of entropy generation for a viscoelastic MHD
flow over a stretching surface. Recently, Mahian et al. [21] investigated the entropy generation
between two isothermal rotating cylinders in the presence of magnetic field. They revealed that
the entropy generation increases with an increase in MHD flow. Mahian et al. [22] studied the
effects of nanofluids on entropy generation between two cylinders in the presence of MHD
flow. They obtained the conditions in which using nanofluids results in a decrease in entropy
generation.

In the present work, the energy costs of a vertical annulus heat exchanger with MHD
flow and constant heat flux at the boundaries in different conditions are determined by using
Bejan' EGM method.

Mathematical modelling

Analysis of the First law of thermodynamics

A steady, laminar and fully developed mixed convection flow of a Newtonian, incom-
pressible fluid is considered where the fluid enters a vertical annulus with length of L and inlet
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velocity U, and an inlet temperature 7j,. In practical
situations, a differential pressure transmitter can be
installed to measure the pressure losses through the
heat exchanger. A constant heat flux is imposed on
the boundary of the inner pipe. The cooling fluid
flows inside the annulus and cools the surface of the
inner pipe and a portion of the heat is dissipated to
the surrounding based on the energy balance. The
heat exchanger is subjected to a transverse magnetic
field with constant strength of B,,. The schematic of
problem is indicated in fig. 1.

The governing equations for 2-D flow in the
heat exchanger can be written in general as:

— continuity
ov, V., oV, —0 |
or +7+ oz B (1) Figure 1. Schematic of heat exchanger

considered in the study
— r-momentum

2 2
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As mentioned before, the flow is assumed as hydrodynamically and thermally fully de-
veloped; hence, using the order of magnitude the radial velocity (V) can be neglected in com-
parison with the axial velocity (V). With this assumption, the continuity equation reduces to
0V,/0z = 0. Therefore, using the Boussinesq approximation in the buoyancy term, and neglect-
ing the axial effects (see refs. [5, 6]), the simplified dimensionless equations can be expressed
as:

2 *
CU LU _ Sy, mou+ 28 Q)
OR?> R OR Re 0z
2
20,100 ©
OR?> R OR
where the dimensionless parameters are defined as:
R=", v=Le peYoo ;i p P s M- %y ()
o UO v T UO:u o H

In the above relations M is the Hartmann number, and o — the electrical conductivity of
fluid. The subscripts of i and o indicate the characteristics of inner and outer pipes, respectively.
The Grashof number and dimensionless temperature are defined as:
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The velocity boundary conditions with no slip assumption are written as:
R=A=U=0
(€))
R=1=U=0
The thermal boundary conditions are given by:
R=1= % =-1
10
50 (10)

R=1:>E=f(%)

Analysis of the Second law of thermodynamics

Entropy generation rate in the presence of MHD flow can be written as:

S U 1
S _F[VT]Z+T_¢+T_[(J_QV)(E+VXB)] (11)

gen
0 0 0
where

J=o(E + V x B) (12)

In the above equations, ¢ is viscous dissipation, J— the electric current, O —the electric
charge density, V' —the velocity vector, £ —the electric field, and B — the magnetic induction. Ne-
glecting OV in comparison with J and disregarding £ in comparison with ' x B, the relation (11)
reduces to the:

2 2
. 14 oB?
se, :i(ﬂj LB v, -2 (13)
T3\ or T, \ or T
The dimensionless entropy generation rate is determined as:
Svm 2 2
Ng=—2 =£(ﬁj +(6—U] +M2U2 =Ny +Ngp+Ny (14)
uUZ  Br{oR OR
TOFO2

where Ny, N, and Ny, on the right hand of the equation are the irreversibilities due to heat trans-
fer, fluid friction, and magnetic field, respectively. Also, the Brinkman number (Br) and the pa-
rameter 2 are defined as:

LUk gan

Br = R 15
qi7, kTO ( )

The irreversibility distribution can be obtained using the definition of Bejan number
(Be) that is the ratio of entropy generation due to heat transfer to the overall entropy generation

as [23]: Ny

Be =
Ny +Ng + Ny

(16)
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The average volumetric entropy generation number is given by:

Ny e =~ [ NodV (17)
. v
Solution of the problem

Velocity and temperature fields

The egs. (5) and (6) are coupled via the buoyancy term in the momentum equation.
Therefore, first, the energy equation must be solved. The solution of the energy equa-
tion is:
O(R)=-AlnR + C (18)

where C'is the constant of integration. In this stage, the constant C cannot be obtained because of
the isoflux boundary conditions. The velocity field is obtained using the temperature distribu-
tion and solving the related differential equation as:

[8P*J (Gr}1 (Grj
+| — WA InR —
U(R) = [Ky (MR) + oy (MR) =02 2\ Re AR

E IE (19)
where the constants 5 and I are equal to:
Gr oP* Gr
L CLy (MA) = 1y (M) =S [y (MA) = 1o (M)]+ A In ALy (M)
FS - _ Re 0z Re
M2[K (M) o (ML) = Ko (MA)] o (M)] 20)

Gr oP*
£C[K0(MA) -K,(M)]- 57

(Ko (ML)~ Ko (M)]+ 55 2 1n Ko (M)
F6 —_ Re

M2[Ko (M), (MA) — Ko (MA)], (M)]
The unknown constant C can be determined using the continuity equation that is:

rjapVZ (z2mrdr = pU,[n(r} —1?)] (21)

7i

which in dimensionless form is:

2[U(R)RAR =1~ 22 22)
A

By substituting the velocity profile from eq. (19) into the above relation and solving
the equation, the constant C is calculated. The expression obtained for C is long, therefore to
save the space, the constant C is not presented here, but it is a function of involving parameters
in the problem as:

Gr OP* j (23)

C=h M,A,—,
Re 07
Entropy generation
The local entropy generation is obtained using Eq. (14) and the velocity and tempera-
ture distributions as:
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Q(-2Y e
Ng==—=|—=| +| -['sMK,(MR)+ I'¢MI,(MR) - ——~<—
N Br( R j 5 1 ( ) o MI, ( ) M2R
24
* 2
Lapz +%}Lln(R) %
+M2| 5K (MR)+ Tyl (MR) - Mez + Me2 C

The average volumetric entropy generation number is calculated based on eq. (17) as:
2 I N.RdR 25)
S s

S, ave

250 Results and discussion

e Local entropy generation

— M=t The effects of Hartmann number on local
entropy generation for Gr/Re =10, dP*/dZ =0.1

1990 e and Q/Br = 10 are shown in fig. 2. It is seen that
. ?F/ an increase in the Hartmann number leads to an

100 B increase in entropy generation number. The en-

tropy generation number is greater near the

50 walls (especially near the inner wall) due to

higher gradients of temperature and velocity.
o M=0.1 The effects of parameter Gr/Re on the entropy
b o R generation and Bejan numbers for M = 1 and

Figure 2. Effects of MHD flow on entropy <2/Br=20 are displayed_in fig. 3. It is observed
generation number for Gr/Re=10and2/Br=10 that the entropy generation number has an un-

200 [T 0.8
\
Ne [\ ———— GrRe=1 Be
1.'.' ————— Gr/Re = 50
\ —_— — — GrfRe =100

0.6

100 0.4
50 0.2
) . ' — — — GriRe =100
%5 0.75 & 1 95 0.75 R 1
(a) (b)

Figure 3. Effects of Gr/ Re on (a) entropy generation and (b) Bejan numbers for M =1 and ©2/Br =20
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predictable trend in the gap. The interactions among the viscous effects near the walls, the re-
duction of heat flux along the radial distance and buoyancy forces make this irregular behaviour.
The effects of Gr/Re on the Bejan number are drawn in fig. 3(b). It is found that the Bejan num-
ber is approximately maximized in the middle of the annulus. At this point, the contribution of
viscous effects to entropy generation is lowest. This maximum point moves towards the outer
cylinder with a decrease in the force of natural convection and heat flux.

Design and cost analysis

In this section, by using the Bejan's EGM method and cost analysis the operational
costs due to entropy generation in the heat exchanger at different conditions are determined. The
operational cost due to entropy generation is reduced by optimal design and hence leads to the
most saving in energy consumption cost.

Sahin et al. [24] calculated the total cost of irreversibility for the flow in a pipe in the
absence of magnetic field as:

C.'=CHT0(Sgen)H +CFTO(Sgen)F (26)

In the above relation, C is the total cost of irreversibility ($ per day), Cy; — the unit cost
of irreversibility due to heat transfer, C — the unit cost of irreversibility due to fluid friction,
S gen— the entropy generation. In this work, eq. (26) is developed to the following relation in the

presence of MHD flow:
C=CHTO(Sgcn)H +CFTO(Sgcn)F +CMTO(Sgcn)M (27)

Here, it is assumed that C, = Cy; = Cp = C, = 0.2, where Cp is the unit cost of irreversibility in the
system. Therefore, the above relation for the heat exchanger with length of 1 m can be rewritten
as:

. 7 U?2
C:CETO( (2) JVNS, ave :nCE:uU()z(l_iz)NS,ave (28)
Tyr,
The above relation in terms of mass flow rate and (inverse of 1) can be expressed as:

_ Cym?vll?
nort(IT% —1)
where p and v are density viscosity and kinematic viscosity of the working fluid at the inlet tem-

perature. If the base radius ratio is 2 (/7= 2) , using the relation (30) one can calculate the amount
of changes in energy cost, C,, in comparison with another radius ratio:

(29)

S, ave

¢, =92 =0n 14 (30)
O s

Now as a numerical example, the engine oil with mass flow rate of 0.85 kg/s is consid-

ered as the cooling fluid in the heat exchanger where the outer radius is 1. 5 cm.
The total cost due to irreversibility, C ($/ day), is presented in fig. 4 for Gr/Re =0.1 and
Gr/Re =50, three different Hartmann numbers and the radius ratio between 1.5 and 6, where it is
assumed the system works 10 hours in a day. It is observed that the total cost of irreversibility for
the system in one day is approximately 0.5-10 $ depends on the radius ratio of the heat
exchanger. The total cost of irreversibility increases with increases in the Hartmann number be-
cause the average volumetric entropy generation number increases with the increase of M. It is
also seen that with an increase in the radius ratio, the total costs due to entropy generation de-
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Figure 4. Effects of MHD flow and Gr/Re on total cost of irreversibility; (a) Gr/Re = 0.1, (b) Gr/Re =50

crease. This happens because the gradients of
temperature and especially velocity with in-
creasing the radius ratio are increased. From fig.
4,1t is also observed that the parameter of Gr/Re
has no visible effect on the total costs. Of
course, with the increase of Gr/Re from 0.1 to
50, the total costs increase slightly.

Figure 5 shows the amount of changes in en-
ergy cost, C ., for different values of Hartmann
number, 2 <7 £ 6 and Gr/Re = 50. The graph
can be divided into two zones as indicated in the
figure. In the first zone (/7 < 3.2), the amount of
C, increases rapidly, whereas for I7 > 3.2 the
rate of increases in C . is reduced. As shown, C,

Figure 5. Effects of Hartmann number and is higher in magnitude for smaller magnetic
Gr/Re on savings in operational costs fields. It is also concluded that where the radius
ratio increases from 2 to 6, the savings in energy
cost are approximately 74%, 56%, and 40% for the Hartmann numbers of 0.1, 5, and 10, respec-
tively.
Finally, the effects of a small deviation in the radius ratio are investigated. This devia-
tion may be produced in the manufacturing process. If the base radius ratio is 2, the effects of a
deviation of £0.1 in the radius ratio on the amount of C, are investigated. Itis found, for/7=1.9
and M = 0.1, the amount of C, is —17.5%. The negative sign means that where the radius ratio
decreases from 2 to 1.9, the total costs due to entropy generation increase by 17.5%. On the other
hand, for I7=2.1, it is found that the costs decrease between 6.3-13.6% depend on the Hartmann
number. It should be noted that the costs required to produce the pipes in different sizes and the
changes in costs due to heat transfer enhancements are not considered in this study.

Conclusions

An entropy generation analysis is performed for flow and heat transfer between two
vertical cylinders subjected to constant heat flux and MHD flow. The equations of momentum
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and energy in cylindrical co-ordinates are simplified and solved analytically. The results are
presented for different values of Hartmann number and a flow parameter Gr/Re. The Bejan's
EGM (entropy generation minimization) method and cost analysis are used to find the effects of
different radius ratios on the total costs due to irreversibilities in the system where engine oil is
considered as the working fluid. It is perceived that with an increase in the Hartmann number,
the energy costs increase while the total cost does not change with increases in Gr/Re. In addi-
tion, for two small deviations from the base radius ratio (/7 =2) including I7=1.9 and [T = 2.1,
the changes in the energy cost are estimated. It is found that for /7= 1.9 the energy cost increases
by 17.5% while for IT = 2.1the energy consumption cost reduces by 13.6%.
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Nomenclature
Be — Bejan number (= Ny/Ny + Nr + Ny), [-] P — pressure [Pa]
Br — Brinkman number (=U g,u/qiro) , [ P’ — dimensionless pressure (= Pro/uUy), [-]
B, — constant magnetic flux density, [T] (0] — electric charge density, [Asm ]
C — constant of integration in energy R — dimensionless radius (= 7/ry), [-]
equation, [—] r — radius,[m]
Cy — unit cost of irreversibility, [$W'h™'] Ss — entropy generation rate, [Wm K]
Cy — unit cost of irreversibility due to heat T — temperature, [K]
transfer, [$W 'h™'] T, — inlet temperature, [K]
Cr — unit cost of irreversibility due to fluid U — dimensionless velocity, [ms ]
friction, [$W 'h™"] U, - velocity inlet, [ms™]
Cu — unit cost of1 irrleversibility due to MHD v — volume, [m’]
flow, [§W h ]
C — total cost of irreversibility, [$ per day] Greek symbols
C, — amount of changes in energy cost, [%] Yij — thermal expansion coefficient,[K™']
E — electric field , [Vm’l] I'n — constants, n=1, 2,....
g — constant of gravity, [m’s '] 0 — dimensionless temperature, [—]
Gr — Grashof number, (= gﬁqiro‘*/kuz), -] A — radius ratio (= /1)
J — electric current , [A] u — dynamic viscosity, [kgm 's ']
k — thermal conductivity, [Wm 'K '] v — kinematic viscosity, [m?s'
M — Hartmann number, (= (o/u)"Boro), [-] I — radius ratio, (= r,/ry)
N — entropy generation number, fluid P — density, [kgm™]
friction, [—] Q — dimensionless temperature difference, [—]
Ny — entropy generation number, heat Subscript
transfer, [—]
Ny — entropy generation number, MHD flow, [-] i — value at the inner cylinder
Ng — entropy generation number, total, [—] o — value at the outer cylinder
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Abstract Experimental studies are performed to evaluate the stability of zinc oxide
(ZnO) nanoparticles suspended in a mixture of ethylene glycol and water with weight
ratio of 40-60 as the base fluid. Different methods have been employed to disperse
ZnO nanoparticles. It is found that using Gum Arabic leads to clustering and settle
the nanoparticles. Also, the use of DI ammonium hydrogen citrate with weight ratio
1:1 (surfactant:nanoparticles) gives the acceptable stability. The density of nanofl-
uids is measured and the results are compared with theoretical results. A helpful
correlation for the measured densities of the stable nanofluids in a temperature range
of 25-40 °C is presented which can used in practical applications. Finally based on
the correlation a sensitivity analysis has been done. It is found that at higher tem-
peratures the density is more sensitive to the increases in volume fraction.

Keywords Dispersion - Stability - ZnO nanoparticles - Surfactant - Density -
Sensitivity analysis

Introduction

Nanometer-sized particles suspended in liquids such as water, glycol, ethylene
glycol, and engine oil are called “Nanofluids™ [1]. Nanofluids have attracted special
attention in many fields of science and technology such as solar energy [2], medical
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applications, chemical reactions [3], cooling of electronic devices, and thermal
storage materials [4].

The first step in using nanofluids in various applications is the preparation of a
stable nanofluid. The method of preparation of nanofluids has a significant effect on
the properties of these suspensions [5]. Some of the techniques such as adding a
suitable surfactant or sonication are used to increase the stability time of these
suspensions. In this study, nanofluids containing ZnO nanoparticles have been
investigated where the base fluid is a mixture of water and ethylene glycol. Here, the
previous studies concerning the nanofluids containing ZnO nanoparticles are
reviewed.

Vajjha et al. [6] measured the density of ZnO nanoparticles suspended in a
mixture of EG/water (60:40) at a temperature range of 0-50 °C. They found that
with an increase in the volume fraction, the difference between the measured data
and the theoretical results increases. Yu et al. [7] prepared ZnO nanoparticles
suspended in ethylene glycol without any surfactant. They measured the thermal
conductivity and viscosity of the nanofluids for volume fractions up to 5 %. Neogy
and Raychaudhuri [8] investigated the effects of temperature and volume fraction on
the heat transport factor (that is the product of thermal conductivity and heat
capacity) at different frequencies for ZnO suspensions.

Chung et al. [9] prepared ZnO/water nanofluids with different methods of
sonication. They noted that ZnO nanoparticles could be dispersed in the water with
a fragmentation process well.

Raykar and Singh [10] used Acetylacetone (acac) as a surfactant to obtain a
stable suspension with volume fractions up to 0.5 % of water and ZnO
nanoparticles. Next, they measured thermal conductivity and viscosity of the
nanofluids.

Jalal et al. [11] after synthesizing of ZnO nanoparticles with the aid of microwave
decomposition, dispersed the nanoparticles in glycerol using ammonium citrate as
the surfactant. Then, the authors investigated the antibacterial properties of the
nanofluids. In another work, Moosavi et al. [12] prepared suspensions of ZnO
nanoparticles dispersed in two base fluids including glycerol and ethylene glycol
using ammonium citrate as the surfactant. They measured thermal conductivity,
viscosity and surface tension of the nanofluids for volume fractions by 3 %. In
references of [11] and [12], the weight ratio of surfactant to nanoparticles is 1:1.
Singh [13] synthesized ZnO nanoparticles and prepared nanofluids with volume
fractions up to 0.5 % to study the thermal conductivity. Lee et al. [14] prepared
ZnO/EG nanofluids by one step pulsed wire evaporation (PWE) approach without
any surfactant. They measured the thermal conductivity of nanofluids with volume
fraction up to 5.5 %.

Singh et al. [15] dispersed ZnO nanoparticles in polyvinyl alcohol and used
sonication to have a stable nanofluid. Kole and Dey [16] prepared a solution of ZnO
nanoparticles and ethylene glycol under 60 h sonication and without any surfactant.
They measured the thermal conductivity of the nanofluids with volume fractions up
to 3.75 %, while the nanofluids exhibit acceptable stability.

Later on, Kole and Dey [17] investigated the effects of sonication time (up to
100 h) on the effective thermal conductivity of ZnO/EG nanofluids. They showed
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that there is an optimum sonication time in which the thermal conductivity is
optimized. Lee et al. [18] prepared ZnO/EG nanofluids with volume fractions up to
5.5 % by the pulsed wire evaporation method. They concluded that all of the
nanofluids show a Newtonian behaviour. Colangelo et al. [19] measured the thermal
conductivity of ZnO nanoparticles suspended in Diathermic oil. They used no
surfactant for stability of the nanofluids. The maximum particle loading for ZnO
nanoparticles is 2 %. Zafarani-Moattar and Cegincara [20] measured the density and
viscosity of ZnO nanoparticles suspended in poly ethylene glycol and water at a
temperature range of 20-45 °C.

Cabaleiro et al. [21] measured the density, thermal conductivity, rheological
behaviors of ZnO nanoparticles suspended in ethane-1,2-diol and a mixture of water
and ethane-1,2-diol for a temperature range of 10-50 °C. Saleh et al. [22] measured
the thermal conductivity of ZnO/EG nanofluids with volume fractions by 0.5 %.
They did not use any surfactant to stable the nanofluids.

Suganthi et al. [23] measured thermal conductivity of ZnO—propylene glycol
nanofluids for volume fractions less than 2 % and temperatures between 10-60 °C.
The nanofluids are prepared by the aid of probe ultrasonication and without any
surfactant.

Suganthi and Rajan [24] measured the viscosity of ZnO-water nanofluids at a
volume fraction range of 0.25-2 %. They could prepare the nanofluids with a stable
state using sonication (probe ultrasonication) without any additives. Recently in a
comprehensive study, Witharana et al. [25] investigated the effects of different
conditions on the stability of ZnO nanoparticles suspended in propylene glycol,
ethylene glycol, and a mixture of PG and EG in water. Beside the above special
studies, Ghadimi et al. [26] reviewed different methods for stability of different
nanofluids.

The main aim of this study is to present some experiences obtained during the
tests conducted to have stable ZnO suspensions where the base fluid is a mixture of
EG and water (40:60 wt%). The mixture of EG and water has a higher boiling point
compared to the water, which means that the mixture is more suitable for
applications under high temperatures. On the other hand, the viscosity of the
mixture is lower than the pure EG, hence, by using the mixture the pumping power
required in industrial applications would be reduced. First, the methods which were
not successful to prepare the stable nanofluids are presented. Afterwards, a
successful method to obtain the stable nanofluids is suggested. Finally, the density
of nanofluids at a temperature range of 25-40 °C is measured for volume fractions
up to 4 %, and a helpful correlation is achieved for practical applications.

Nanofluid Preparation

ZnO nanoparticles with the average size of 20 nm were purchased from MKnano
Company. The aim is to make a stable suspension with ZnO nanoparticles in the
mixture of EG/water. Different approaches have tried to obtain a stable nanofluid.
Two surfactants including Gum Arabic and DI ammonium hydrogen citrate were
used in the study. Figure | shows a photograph of the nanoparticles, and the two
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Fig. 1 Photo of the nanoparticles and two surfactants

Fig. 2 TEM image of the
nanoparticles

surfactants. Also, Fig. 2 shows the TEM image from the nanoparticles. It should be
noted that the density of ZnO nanoparticles, DI Ammonium Hydrogen Citrate, and
Gum Arabic are 5,610, 1,500, and 1,350 kg/m3, respectively. The ultrasonic bath
used in the experiments has a power of 600 W and frequency of 40 kHz.

First, the authors would like to mention the unsuccessful approaches to prepare
stable ZnO-EG/water nanofluids so that other researchers avoid trying, then the
successful method is presented. It should be noted that there is no a special way to
have stable nanofluids. The companies that produce nanofluids do not give the
details of dispersion of nanoparticles into base fluids to the costumers. Therefore,
the researchers have to find the best surfactant by trial and error.

Experience No # 1: Nanofluid Preparation without Surfactant

First, it was attempted to get a stable suspension without using any surfactant.
Because using any surfactant changes the properties of pure nanofluid. Also, for the
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Fig. 3 Nanofluid without
surfactant

beginning the low volume fraction of 0.5 % was tried. A weighing scale with an
accuracy of 0.001 g is used to weigh the required amount of ZnO nanoparticles for
concentration of 0.5 %. Also, to weigh the base fluid a weighing scale with an
accuracy of 1 gis utilized. After weighing the base fluid (EG) and the nanoparticles,
the nanoparticles were added to the base fluid in small doses at several steps, so that
in each step the nanoparticles were well mixed with the base fluid well. The mixture
of nanoparticles and the base fluid were stirred about 30 min. Next, the suspension
was sonicated. After 2 h, the suspension was pulled out from the ultrasonic. The
suspension was stirred for about 15-30 min and again was inserted inside the bath
to sonicate for 2 h. In the first look, it was observed that the nanoparticles were
settled in the glass container. Figure 3 shows a photograph of the suspension which
is taken once the nanofluid was pulled out from the ultrasonic bath.

Experience No # 2: Adding DI Ammonium Hydrogen Citrate to the Base Fluid
Before Nanoparticles

For this case, it was attempted to get a stable nanofluid with volume fraction of 1 %
using the DI ammonium hydrogen citrate as the surfactant. The molecular formula
of DI ammonium hydrogen citrate is (NH4),HCcHsO7. The mixture of EG/water
(40:60) and the surfactant was stirred for about 30 min and then is inserted in the
ultrasonic bath for about 1 h. Next, the nanoparticles were added bit by bit to the
mixture and simultaneously were stirred for 15-30 min. The final suspension was
inserted inside the ultrasonic bath for about 2 h. At first, it seems that the nanofluid
is stable. However, the photographs that are taken after 1 and 6 days after preparing
the nanofluids which show this approach has been failed (see Fig. 4). As seen, the
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Fig. 4 Sedimentation of nanofluid due to adding DI Ammonium Hydrogen Citrate to the base fluid
before nanoparticles

sedimentation rate of nanoparticles after 6 days is considerable. In this experiment,
the weight ratio of surfactant to nanoparticles was 1:1. It should be noted that for
lower volume fractions (i.e. 0.5 %), this method is repeated to be sure that the
reason for the instability is not a high volume fraction, but the same results are
obtained.

Experience No # 3: Adding Gum Arabic to the Base Fluid After Nanoparticles

In this experience, it was attempted to make a nanofluid with concentration of 0.5 %
using Gum Arabic. First, the nanoparticles were added to the base fluid and the
mixture was stirred for about 30 min and then was inserted into the ultrasonic bath
for 1 h. After that, the Gum Arabic with weight ratio of 1:10 (Gum Arabic to
nanoparticles) was added to the mixture of base fluid and nanoparticles. Next, the
suspension was inserted for 4 h in the ultrasonic bath. After pulling out, it was
observed that the Gum Arabic and nanoparticles are clustered at the bottom of the
glass container. This shows that even with longer sonication, but not a suitable
surfactant, the nanofluid is instable. Figure 5 displays this phenomenon.

Experience No # 4: Adding DI Ammonium Hydrogen Citrate to the Base Fluid
After Nanoparticles

In this case, three weight ratios of surfactant to nanoparticles including 1:10, 1:2,
and 1:1 were tested where the volume fraction of 0.5 % was considered. It should be
noted that the thermal and chemical properties of nanofluids will be changed with
the use of a surfactant, thus at first, low amounts of surfactant is tried (1:10). It was
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Fig. 5 Clustering the Gum
Arabic and nanoparticles in the
bottom of the glass

observed that when the weight ratio of 1:10 is used, the sedimentation of
nanoparticles in the glass container is visible so that the nanoparticles are adhered to
the glass (see Fig. 6). With an increase in the surfactant (weight ratio of 1:2), the
nanoparticles do not adhere to the bottom of the glass container, but separation
occurs between the liquid and solid phase. With increasing the surfactant where the
weight ratio is 1:1, a good stability and dispersion is observed in the nanofluid (see
Fig. 7). The instability in low amounts of surfactant may due to the high density of
nanoparticles which needs higher quantities of surfactant to avoid the sedimenta-
tion. The timing and sequence of sonication and mixing were the same in
experiences 3 and 4.

From the above discussions, it is concluded that DI Ammonium Hydrogen Citrate
should be used as the surfactant with a weight ratio of 1:1.

Density Measurement

Nanofluids with volume fractions of 0.25, 0.5, 1, 2, and 4 % were prepared and then
their densities were measured with a 25 ml capillary type pycnometer. It should be
stated that the stability time of nanofluids decreases with an increase in the volume
fraction. To investigate the accuracy of the pycnometer, the density of the EG/water
mixture was measured at different temperatures (2540 °C). A small basin of hot
water was used to increase and regulate the temperature of nanofluids. After filling
the pycnometer with the nanofluid and adjusting the desired temperature, the mass
of pycnometer is measured by the weighing scale with an accuracy of 0.001 g. The
weight of pycnometer is 20.720 g while its accuracy in volume measurement is
2.887 x 107" m® (given by the company). To investigate the accuracy of the
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Fig. 6 Nanofluid with DI
Ammonium Hydrogen Citrate
where weight ratio is 1:10

Fig. 7 Nanofluid with good
stability

device, some comparisons are made between the data obtained in the present study
and the data reported in the literature [27]. It is found that the maximum difference
between the measured data and the data reported in the literature is 6 %. For
example, at 30 °C the measured density is 1,115.4 kg/m3 , whereas for this condition
in the literature the density is reported equal to 1,051.794 kg/m® which indicates a
difference with a magnitude of 6 %. Table 1 shows the data obtained for density
from the measurements for different nanofluids.
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Table 1 Density in different

- 3

temperatures and volume ¢ (%) Density (kg/m")

fractions T(C)

25 30 35 40

0 1122.41 1115.40 1112.85 1107.80
0.25 1142.20 1139.40 1138.24 1136.12
0.5 1155.48 1152.72 1149.72 1148.72
1 1183.08 1174.92 1170.8 1167.36
2 1235.76 1232.08 1228.92 1219.56
4 1328.72 1326.60 1323.76 1319.40

Figure 8 shows the variations of density at different volume fractions with
temperature. It is seen that with increasing the particle loading of nanoparticles the
density increases considerably, but the density decreases slightly with the
temperature.

In the literature, the following relation is suggested to calculate the density of
nanofluids [28]:

Pup = Pr(1 = &)+ p,¢ (1)

where p,is the density of nanofluid, p,is the fluid density, p,is the particle density
and ¢ is the volume fraction of nanoparticles. Figure 9 presents a comparison
between the present data and the theoretical density. As it is seen, the theory relation
underestimates the experimental data. The difference between the two data
(experimental and theoretical) is about 7 % in all volume fractions. This happens
because in the theory equation, the density of surfactant is not considered. The
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Fig. 8 Experimental results of density for ZnO/EG-water
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Fig. 9 Comparison between the measured data and theoretical equation

uncertainty analysis shows that the uncertainty does not exceed 2 %. In general, the
following relation can be used to calculate the density of nanofluid in the presence
of a surfactant:

_(mptmitm,\ (o Vet Vi+ 0,V (Ve Vs
Puf = = = +pp9 (2)
Vit VitV Vit VitV Vi+Vi+V,

In the above relation, V is the volume, and the subscript “s” refers to the surfactant.

Correlation

In this section using the experimental data and regression analysis a correlation is
obtained as follows:

Pupc = 1146.948 + 51.123¢ — 0.743 T (3)

where subscript “c” is the abbreviation of correlation word. The above correlation
is valid for ZnO/EG-water nanofluid with volume fractions less than 4 %, and the
temperature range of 25-40 °C. The value of R? for this correlation is 99.6 % which
shows the high accuracy of it.

The differences do not exceed 0.8 % for all volume fractions and temperatures.

Sensitivity Analysis

In this section a sensitivity analysis is performed to show that how much the density
is sensitive to the changes of volume fraction and temperature. For this purpose, first
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Fig. 10 Results of sensitivity analysis for density of ZnO nanofluids at different volume fractions as the
base condition

a base condition should be defined. For example, the volume fraction of 1 % is
assumed as the base condition. Now, it should be investigated that how much the
density increases or decreases with specified changes in volume fraction. Here, the
change of volume fraction is considered 10 %. Therefore, the sensitivity of density
to volume fraction at different temperatures when the volume fraction changes 10 %
(from 1 to 1.1 % where 1 % is base condition), can be calculated by dividing the
difference between density after 10 % change and the density at the base condition
to the density in the base condition.

Figure 10 shows the results of the sensitivity analysis at two temperatures of 25
and 40 °C where different volume fractions are selected as the base condition. As it
is observed, the sensitivity of density of ZnO nanofluids to changes in temperature is
very small. From the sensitivity analysis; it is found that at higher temperatures,
density is more sensitive to the changes in volume fraction. As known, the changes
of density are important in engineering systems. The sensitivity analysis reveals that
under higher temperatures the engineers should be more careful to increase the
volume fraction of a system because the sensitivity increases with increasing
temperature. Also, it is seen that the sensitivity increases about 10 times when the
volume fraction increases from 0.25 to 3. This shows the importance of adding
nanoparticles in high volume fractions.

Conclusion
An experimental study was performed to prepare samples of ZnO-EG/water

nanofluids with good stability. In this way, different approaches were tested. At first,
it was attempted to reach a nanofluid with good stability without any surfactant, but
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this effort was unsuccessful. After that, two surfactant including DI Ammonium
Hydrogen Citrate and Gum Arabic were tried. Among different ways, it was found
that when the DI Ammonium Hydrogen Citrate is added to the mixture of base fluid
and nanoparticles, the nanofluids are stable. Also, it was experienced that the weight
ratio of nanoparticle to surfactant should be equal. The density of nanofluids with
volume fractions by 4 % and in a temperature range of 25-40 °C was measured and
a helpful correlation was presented for practical applications. Finally, based on the
correlation, a sensitivity analysis is performed. The sensitivity analysis showed that
density is more sensitive to the addition of nanoparticles at higher temperatures.
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ABSTRACT

The measured pressure drop of R134a, flowing downward and horizontally inside smooth and corrugated copper
tubes, is estimated by the closed form of artificial neural network method to have a reliable empirical correlation
using some dimensionless numbers. The working fluids are R134a and water flowing in the test tube and annular
tube, respectively. This paper is a continuation of the authors' previous work and includes all their previous works
about condensation and boiling in tubes. All data used in the present paper are obtained from the authors' pre-
vious studies. The training sets have the experimental data of convective condensation and boiling experiments
including various mass fluxes and saturation temperatures of R134a. Froude number, Weber number, Bond num-
ber, Lockhart and Martinelli number, void fraction, the ratio of density to dynamic viscosity, liquid, vapor and
equivalent Reynolds numbers, surface tension parameter and liquid Prandtl number are the inputs of the formula
as the dimensionless numbers obtained from measured values of test section, while the output of the formula is
the measured pressure drops in the analysis. A closed form of multi-layer perceptron (MLP) method of artificial
neural network (ANN) is used to estimate the experimental pressure drop of R134a numerically. 1177 data points
are used in the analyses of the ANN method to be able to have a single generalized empirical correlation for both
condensation and boiling flows. The evaluation of the closed form of multi-layer perceptron (MLP) with two or
three inputs and one hidden neuron architecture was successful predicting the measured pressure drops with
their error bands being within the range of 4-30% for all used data. The proposition of empirical correlations
are performed for both condensation and boiling flows separately. A single empirical correlation is able to calcu-
late the measured pressure drop of both condensation and boiling flows together. Moreover, the dependency of
output of the proposed formula from input values is examined in the study. By means of the dependency analy-
ses, liquid Prandtl number, Butterworth's void fraction and Lockhart and Martinelli parameter are found to be the
most dominant parameters among other dimensionless numbers.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

alternative refrigerants, theoretical, numerical and empirical models
in the literature.

Some reviews on in-tube condensation having smooth and en-
hanced tubes were performed by Dalkilic and Wongwises [1,2] and
Laohalertdecha et al. [3] to show that a two-phase flow in tubes is
the hardest phenomenon in the system of heat exchangers. Classifi-
cations regarding the tubes' orientation geometry on in-tube con-
densation were prepared. Detailed information was given on the
convective condensation investigations of heat transfer, pressure
drop, flow pattern, void fraction and refrigerants in the available
sources. Their papers not only mention the latest improvements on
heat transfer but also include some useful knowledge on the

* Communicated by: W.J. Minkowycz.
* Corresponding author. Tel.: 490 2123832821; fax: +90 2123833024.
E-mail address: dalkilic@yildiz.edu.tr (A.S. Dalkilic).

0735-1933/$ - see front matter © 2013 Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.icheatmasstransfer.2013.08.010

A two-phase flow has the important characteristic regarding the ori-
entation and interaction of the liquid and vapor phases inside the tubes
regarding with flow regime and flow pattern. The geometry of the tube
affects interfacial area of the phases, and due to this, mass, momentum
and energy exchange between phases have great significance in the de-
sign. The tube position, the geometry of the tube, flow rates, superficial
velocities and physical properties such as density, viscosity and surface
tension of the two phases cause various flow regimes. Mostly, flow pat-
terns are detected by visual ways and these include bubble flow, slug
flow, churn flow, wispy-annular flow and annular flow for both vertical
and horizontal flow. Authors of this paper have publications on determi-
nation of flow regimes [4,5].

Lately, two of the most important criteria are the ozone-depleting
potential (ODP) and global-warming potential (GWP) in the prog-
ress of alternative refrigerants excepting the refrigerant CFCs and
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Nomenclature

Bo Bond number

d internal tube diameter, m

f function

Fr Froude number

G mass flux, kgm=2 s !

j superficial velocity

Pr Prandtl number

R ratio of density to dynamic viscosity
Re Reynolds number

X average vapor quality

We Weber number

Xet Lockhart and Martinelli parameter
Greek Symbols

a void fraction

o density, ke m—>

u dynamic viscosity, kgm 1 s !
o surface tension, N m™!

v surface tension parameter

AP pressure drop, kPa

Subscripts

eq equivalent

exp experiment

g gas

h hydraulic

1 liquid

TP two-phase

HCECs, both of which have high ODP and GWP by reason of the their
contribution to ozone layer depletion and global warming. Despite
their harmful GWP, substitutions to CFCs and HCFCs, such as hydro
fluorocarbon (HFC) refrigerants, with their zero ODP, have been se-
lected for use in various devices commonly. HFC refrigerants also
have more proper specifications such as non-flammability, stability
and similar vapor pressure than CFCs and HCFCs. All new land-based
systems have usually Ammonia (R717), frequently in arrangement
with other refrigerants such as water-based blends of propylene glycol
or ethylene glycol and CO, in systems of cascade. The high-temperature
sides of the systems have this fluid which has toxicity, zero ODP and
zero GWP. Authors of this paper have publications on obtaining of the
most proper refrigerants and their blends in the cycles of refrigeration
[6,7].

To have a reliable correlation during two-phase flows in tubes,
genetic algorithms (GAs) and artificial neural networks (ANNSs)
modeling as artificial intelligence methods confirmed by the experi-
mental work have been having augmented status. On the other hand,
there are rare research on the determination of the characteristics of
in-tube condensation and evaporation using artificial intelligence
techniques in the literature. Authors of this paper have publications
on determination of heat transfer characteristics of two-phase flows
in-tubes numerically [8-11].

The industrial processes and various applications have the two-
phase pressure drop as an important design consideration. A large
number of studies on this subject exist owing to its significance.
The convective two-phase total pressure drop has the frictional, acceler-
ation and gravitational parts. The acceleration and gravitational

components are calculated using void fraction, and calculation of ei-
ther the two-phase friction factor or the two-phase frictional multi-
plier is necessary for computing the frictional part of pressure drop
similarly. Authors of this paper have publications on determination
of pressure drop, friction factor and void fraction of two-phase
flows in tubes [12-19].

The efficient plan and processing of air conditioning and refrigera-
tion systems depend on the improvements in condensation heat trans-
fer in horizontal tubes. Many researchers have tested smooth tubes'
performance with pure refrigerants as working fluids. Condensation
heat transfer coefficients have been calculated by empirical methods
in horizontal smooth tubes in general. Formerly, various augmenta-
tion techniques, such as rough surfaces and twisted-tape inserts,
have been investigated by some researchers, alternatively, micro-
fin and corrugated tubes have lately been tested intensively as a re-
sult of their high heat transfer capability and moderate pressure
drop. Authors of this paper have publications on determination of
two-phase heat transfer coefficient in smooth and enhanced tubes
[20-29].

The major aim of this study is to develop a model on the con-
densation and boiling in smooth and corrugated tubes using
MATLAB with the non-linear least squares (NLS) and then con-
clude the dominant parameters and correlate better predictive
correlations using them with reliable experimental database
[16,27-29] belonging to the condensation and boiling flow in
smooth and corrugated tubes. This paper is the one in a series
of the authors' previous work. Only the data obtained from the
authors' previous studies on condensation and boiling in tubes
are used in the present study. The developed empirical correla-
tions are supposed to be beneficial for the investigation of the
heat transfer fundamentals for new smooth and corrugated
tubes, without doing extra experiments, thanks to the availability
of reliable data from the authors' laboratory in King Mongkut's
University of Technology Thonburi.

2. Experimental setup and data reduction

Comprehensive presentations of the experimental setups and
operating conditions regarding flow type, refrigerant, mass flux,
average pressure, inlet and outlet vapor qualities and data point
numbers belonging to the data for the subjects of condensation and
evaporation of R134a inside horizontal/vertical smooth/corrugated
tubes exist either in authors' previous publications or partially in all
figures.

3. Calculation method for the analyses

Calculation method for the error analyses of the mean values of
measured and determined results of the two-phase pressure drops
regarding R? error, proportional error and mean square error (MSE),
heat transfer coefficient determination, pressure drop's ANN studies
and correlation development for convective condensation exist in
authors' previous publications.

The achievement of the modeling experimental data with multi-
layer perceptron (MLP) has been stated numerous times by the re-
searchers. However, the downside of this method is the mathemati-
cal expression of the relationship between inputs and outputs
growing by increasing architectural size of MLP. Because of the rela-
tionship between inputs and outputs cannot be described with a
simple equation, researchers call this as black box. The success of
correlation decreases when the model architecture is quite small,
however since the closed form of the model also simplifies, it can
be shown as simple equation. For that reason, in this study, the
closed form of MLP with 3-1-1 architecture (it was used 2-1-1
architecture in some formulas) is used. In this model, the transfer
function of hidden layer is considered to be tansig function.
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Table 1
Proposed correlations and their error rates.

Eq. Proposed Data MSE RMSE R?> Data

number correlation set number

1 b B -~ -~ -~ All 4233 2057 088 1177
AP = (p ) (m-# bs) by = —0.006002, b, = 0.003294, b; = 0.001297, by, = —0.003532, data

bs = 4.064121, bg = 0.007255

2 AP = (9 (rrempmmmhiwersarss + bs) br = 0004888, b, = —0.04286,b; = 0.016243, by = — 747278, bs = 1115224, 123 3168 178 074 670
bs = 0001272

3 AP = () (vrexpiosmpoarsop sy + bs ) bi = 0.030521, by = 0.00052, by = ~391275, by = ~14453, bs = 9.324669, -4 0976 0988 097 507
b = -0.00113

4 AP = ( )(WJr be) by = 0.005538, b, = -1.82695, b; = 0.000206, by = -0.09426 bs = 77.58698, -2 0324 057 098 648
bs = 0.00119

> AP = () (vrespiooxe tsrmapossy + bs ) bi = 0.004354, by = 5896766, by = 0048752, by = ~165.881,bs = 5487939, 3°4 7449 2729 083 529
bs = 0.003914

6 AP = (g:) (m* bs) by = 0.014646, b, = 0.000578, bs = -3.92449, b, = 9.013503 bs = -0.01274 1 00154 01243 099 368

7 P = (%) (r-opmammpmsy + bs) bi = 0.003822, b, = 0000176, bs = ~12.4623, by = 38.50283 bs = 0.003437 2 04622 06799 098 280

8 P = (£) (repmibmxrss + bs) b = 0.041218, b, = 0.00018, by = 1.04458, by = 0.458855 bs = ~0.00818 3 6908 2628 065 302

9 4 11577 10759 097 227

P,
bs = 0.003662

2
= (‘3 ) (W+ b5) by = 0.006999, b, = 0.00172, b; = 0.000174, by = -2.727289

According to this consideration, the output of hidden layer is written
as Eq. (1).

1
Iy +wily + wil; + by]

(1)

0, =
LA exp|w]
Because the transfer function of output layer is considered to be a

linear function, the output of the model, in other words, the closed
form of model, is written as follows:

wi
1y +wil, + Wil + by

17 exp[w +by @)

Many investigations on the convective condensation and evapo-
ration pressure drop of plain and augmented tubes exist in the avail-
able sources. Commonly, researchers have benefitted from empirical
methods to determine the pressure drop and its components in
tubes. Finally, Eq. (3) is correlated to estimate the pressure drop of
evaporation and condensation regarding with the below explanation
as follows.

AP = <G_2) b,
Pg) \1+ exp (bzRel +bsRey + byRegq + bs)

+ bg 3)

Table 2

Best input parameters of data sets.
Input Data set Input number OUTPUT

R* - AP (%)

Pry All 1 0.782
A All 1 0.642
Xie All 1 0.615
Pry 1-3 1 0.72
R 1-3 1 0.72
Reeq 1-3 1 0.633
We 2-4 1 0.908
R 2-4 1 0.908
Pry 2-4 1 0.908
Bo 1-2 1 0.961
Pr 1-2 1 0.703
Xt 1-2 1 0.844
We 3-4 1 0.804
Fr 3-4 1 0.846
R —Pr 3-4 1 0.803

where the coefficients from b; to bg are the constants. The detailed
information on the developed correlations can be seen in Table 1.
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Fig. 1. Performance comparison of Eq. (1) (a) and Eq. (2) (b) for the data set 1.
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Fig. 2. Alteration of obtained pressure drops with mass flux (a) and average vapor quality

(b) for data set 1.

The inputs of model have the following dimensionless num-
bers to determine their effects on the pressure drop selected as
the output of the analyses. Table 2 shows the significance of
these input parameters below, considering their error values of

R%.
All the liquid equivalent of Re number is calculated as
Gegd
Re,, — —4°E
e H

and equivalent liquid mass flux is given as

P 0.5
Geq—G<(1—x)+x<p—;> )

and the ratio of density to dynamic viscosity is determined as

R~ Pith
Pgllg

and Bond number is calculated as

(o) (42

(5)
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=
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81
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Fig. 3. Performance comparison of Eq. (1) (a) and Eq. (3) (b) for the data set 2.
and the Froude number is calculated as
G2
= gdoor” ®
&apPrp
where the two-phase density is calculated from
—1
x 1—x
I P ©)
<pg P
and the Lockhart and Martinelli parameter is given as
1—x\09 /11 01 /pg\ 05
— —= —= (10)
X H P
and the all liquid Reynolds number is defined as
Gd
: (11)
Hy
and all gas Reynolds number can be calculated as
Gd
=="h (12)
Hg
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Fig. 4. Alteration of obtained pressure drops with mass flux (a) and average vapor quality

(b) for data set 2.

and the void fraction, ¢, can be calculated from Butterworth's equation
as follows:

1
o= (13)
1064 (0 036 /. 007
o )
and the Weber number, We, is defined as
2
We — &9 (14)
OPrp

and surface tension parameter, s, is obtained as

_
b= (15)
where the liquid superficial velocity, jj, is determined as
. G(1-x)

_ 16
T 1o

4. Results and discussion

The next explanations illustrate the results and discussion of obtained
total pressure drop of condensation and boiling flows of R134a using the
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Fig. 5. Performance comparison of Eq. (1) (a) and Eq. (2) (b) for the data set 3.

database of authors previous studies [16,27-29] in horizontal/vertical
smooth and corrugated tubes numerically. The comprehensive explana-
tion and some extra figures and tables including dissimilar measured pa-
rameters in terms of their works on the heat transfer characteristics exist
in the used references [16,27-29], which show the correctness of the
measurements. A discussion of the conclusions can be found below.

In this research, two kind of closed form MLP was used. According to
Table 1, the first 5 empirical correlations were modeled with 3-1-1
architecture, and the last 4 correlations were modeled with 2-1-1
architecture. The calculations of the coefficients in correlations in
Table 1 are found by means of this developed formula using the
experimental databases in [16,27-29]. Froude number, Weber number,
Bond number, Lockhart and Martinelli number, void fraction, the ratio
of density to dynamic viscosity, liquid, vapor and equivalent Reynolds
numbers, surface tension parameter and liquid Prandtl number are the
set of the inputs of closed form, while experimental pressure drop is
the output of the closed form in the analyses. Regression analysis has
the four-fold cross validation. For that reason, 1177 data points (all
data of boiling and condensation in smooth and corrugated tubes)
were divided by 4 sets unsystematically, where one of the sets was se-
lected for the test process, and the rest of them (3 sets) were used for
the training procedure. These procedures were lasted till there were
no untested data sets. It should be considered that despite several archi-
tectures were eliminated by tests; just the characteristic one was used in
the paper due to limited space.

Four different data sets were tested by the authors [16,27-29] and
used for all analyses as the operating conditions of the database. There
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Fig. 6. Alteration of obtained pressure drops with mass flux (a) and average vapor quality
(b) for data set 3.

were 1177 data points in the analyses. In-tube flow of condensation
of vertical and horizontal orientations has 648 data points whereas
in-tube flow of boiling of vertical and horizontal orientations has
529 data points. Five different corrugated tubes and a smooth tube
were tested in the experiments. Mass fluxes and vapor qualities
had a wide range for the accuracy of the proposed correlations.

Nine different developed empirical correlations for each data set
or combination of them were proposed in Table 1 separately. Their
success and reliability can be seen from their R? values. Eq. (1) in
Table 1 has the most importance among the others included in the
paper. It can predict all data including condensation/boiling in
smooth/corrugated horizontal/vertical tubes at the same time with
an acceptable accuracy as shown in all figures. The alteration be-
tween the R? outputs is by reason of the dificulty of generalization
in the two-phase flow.

The dependency of the output parameters from the input ones was
shown in Table 2; in other words, this table suggests the most significant
dominant dimensionless number on the determination of the total pres-
sure drop. The first 3 most dominant parameters of databases were
shown in Table 2 separately. It is possible predict from this table that liq-
uid Prandtl number, Butterworth's void fraction and Lockhart-Martinelli
parameter having the biggest effect on the pressure drop, considering
condensing and boiling databases with their R? values over 0.6. In the
analyses, when the input parameter number is only one in all the data-
bases, liquid Prandtl number are the dominant one on the estimation
of the pressure drop with the R? value of 0.782. For the two known

input parameters, liquid Prandtl number and Bond number have the R?
value of 0.866. For the three known input parameters, liquid Prandtl
number, Bond number and equivalent Reynolds number have the R?
value of 0.88. This result also illustrates the effect of Bond number on
the accuracy of the predictability. Data sets 1-3 include the condensation
and boiling data sets in vertical smooth and corrugated tubes, data sets
2-4 include the condensation in horizontal tubes and boiling in vertical
smooth and corrugated tubes, data sets 1-2 include the condensation
in horizontal and vertical plain and corrugated tubes and data sets 3-4
include the boiling in horizontal and vertical smooth and corrugated
tubes. Finally, the correctness of determined output value via input
values increases along an increasing number of suitable input parame-
ters. Furthermore, they depict less significant input parameters on the
estimation of the pressure drop. It is clear that derivation of more results
from these tables for each database is possible individually.

This paper focuses intensely on the determination of the pressure
drop using all data sets by means of Eq. (1) in Table 1. Its predictability
(a) and performance in comparison with other proposed correlations
(b) can be seen in Figs. 1, 3, 5 and 7. Majority of data points fall under
the 4+30% deviation bands for all proposed correlations as it can be
seen in these figures. Figs. 2, 4, 6 and 8 show meaningfulness of the pro-
posed correlations' results, considering the trends in the change of the
numerical pressure drops and mass fluxes (a) and average vapor quali-
ties (b). As expected, obtained pressure drops from ANN analyses in-
crease with increasing mass fluxes and vapor qualities in all data sets.
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Fig. 7. Performance comparison of Eq. (1) (a) and Eq. (2) (b) for the data set 4.
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5. Conclusion

Prediction of pressure drop is accomplished and dependable cor-
relations of condensation and boiling in plain and corrugated tubes
are developed using computational numerical techniques. The au-
thors' experimental databases in the literature have been benefitted
from in the analyses in order to have reliable empirical correlations.
This paper reveals that although there are many works on the predic-
tion of two-phase pressure drop in tubes, application of artificial
neural networks (ANN) accompanied by non-linear least squares
(NLS) to the in-tube boiling and condensation for the aim of correla-
tion development does not appear in the previous papers. Therefore,
this investigation's content is supposed to bring new insight to the
subject of two-phase flow.

This paper not only proposes some pressure drop empirical correla-
tions for boiling and condensation data sets but also enables researchers
to predict both condensation and boiling flows in smooth/corrugated
horizontal/vertical tubes by means of a single correlation with a reason-
able deviation.

The dependency of output of the ANNs closed form from input
values is investigated in the study. Dependency analyses show that
liquid Prandtl number, Butterworth's void fraction and Lockhart-
Martinelli parameter are the most effective parameters for the test-
ed operating conditions.
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GRAPHICAL ABSTRACT

In this article, the viscosity of two common nanofluids including Al,Os/water and TiO,/water is
measured at high temperatures, and high concentrations of the nanofluids. The range of tempera-
ture is 15-60°C where the volume fraction of nanoparticles varies from 1 to 8%. Next, compar-
isons have been done with the most well-known theoretical and experimental reports in the
literature. Finally, using the experimental data, a helpful correlation is presented.
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INTRODUCTION

Nanofluids as a new group of working fluids with a small
volume fraction of nanometer-sized solid particles in suspen-
sion have attracted special attention.!'! Currently, the use of
nanofluids to enhance the performance and thermal efficiency
of engineering systems is in progress. During the last decades
many researches have been done on the preparation, proper-
ties, and applications of nanofluids. The readers can refer to
some of these studies that have been conducted recently.>!!

Up to now, extensive studies have been done on the
viscosity of nanofluids. Estimation of the viscosity of nano-
fluids at different temperatures and concentrations is very
important for the design of various thermal engineering
systems such as heat exchangers; because the amount of
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viscosity determines the pumping power, and consequently
the performance costs of thermal systems. Here, the most
important studies in the field are reviewed briefly.

Pak and Cho!'? measured the viscosity of Al,O3/water
and TiO,/water nanofluids at room temperature using
a rotational viscometer. Particle sizes of alumina (Al,Os)
and titanium dioxide (TiO,) are 13 nm and 27 nm, respect-
ively. Their results indicated that the viscosity of nanofluids
is greater than that of the base fluid. For the volume frac-
tion of 10%, they found that the relative viscosity of TiO,/
water increases by 3 times, whereas the relative viscosity of
Al,O3/water increases by 200 times. They also showed that
the classic model underestimates the viscosity.

Wang et all'¥ examined the viscosity of AlLO;
suspended in water and ethylene glycol (EG) solution.
They investigated the effects of dispersion methods on
the viscosity, which are mechanical blending (method 1),
particles coated with polymers (method 2), and filtration
(method 3). The authors found that the second and
third methods are superior because of providing smaller
viscosities than the first method. They also perceived
that with increases of concentration, both viscosity quantity
and viscosity ratio increase linearly.

He et al.l'" measured the viscosity of the TiO,/water
nanofluid. Particle sizes of TiO, are 95, 145, and 210 nm
where the concentration range is 1 to 5wt%. They found
that the viscosity ratio increases nonlinearly with the
concentration. They found that the increase of particle
size leads to increases of the viscosity ratio.

Nguyen et all' studied the effects of temperature,
concentration, and particle size on the viscosity of Al,O;/
water and CuO/water nanofluids. They utilized two dimen-
sions of Al,O; nanoparticles including 36 and 47 nm, and
particle size of 36 nm for CuO nanoparticles. The experi-
ments are conducted at a temperature range of 22 to 75°C
with a concentration range of 1 to 12vol%. A piston-type
viscometer is used in this research. Results showed that with
increasing the temperature, viscosity decreases. On the con-
trary, the increase of concentration results in an increase of
viscosity. It is also found that particle size has no effect on
the viscosity of Al,Os/water at small concentrations. How-
ever, at large concentrations, the increase of particle size
increases the viscosity. They also found that CuO-water
had greater viscosity than Al,Oz—water nanofluid. The com-
parison between the experimental results and theoretical
models shows that the theoretical models of Einstein,
Brinkman, and Batchelor are not useful to predict the viscosity.

Murshed et al.'¥ measured the viscosity of TiO, and Al,Os
nanofluids, both suspended in deionized water. Particle sizes of
TiO, and Al,O; are 15 and 80nm, respectively. The experi-
ments are conducted at a concentration range of 1-5vol%,
and a rotational viscometer is used for measurement.

Duangthongsuk and Wongwises!'” studied the effects of
temperature on the viscosity of TiO,/water nanofluid.

A rotational rheometer (Malvern Instrument) is used to
measure the viscosity. The particle size of TiO, is 21 nm,
with a temperature range of 15 to 35°C and concentration
range of 0.2 to 2vol%. They found that with increasing of
temperature the viscosity ratio increases, especially at the
large volume fraction.

Turgut et al.'® measured the viscosity of TiO, nanofluid
mixed in a deionized water base fluid. A vibration
viscometer (Vibro A&D) is used to measure the viscosity
of nanofluid in a concentration range of 0.2 to 3vol%
and temperature range of 13 to 55°C. They found that the
relative viscosity increases nonlinearly with concentration.
They showed that classic models of FEinstein, Nielsen,
and Krieger and Dougherty underestimates the viscosity
obtained by the experimental study.

Chandrasekar et all'” performed an experimental
and theoretical study on the effects of concentration
on the viscosity of Al,Os/water nanofluid where the
particle size is 43nm. The experiments are conducted at
a concentration range of 1 to 5vol% at room temperature.
The Results showed that Al,Oz/water nanofluid at the
volume fractions mentioned is Newtonian.

In a comparative work, Xie et al.?” compared the
viscosity of five different nanofluids including ethylene
glycol based MgO, TiO,, ZnO, Al,O3 and SiO, nanofluids.
They found that for the temperatures range of 10 to 60°C,
the viscosity of MgO/EG nanofluid is the smallest. Fedele
et al.?! presented some results for the viscosity of water
based TiO, nanofluid at a temperature range of 10 to
70°C. Recently, Aladag et al.”*! obtained the viscosity of
Al,O3/water and CNT/water based nanofluids at low
volume fractions and low temperatures (between 2 and
10°C). A review of the latest results on the viscosity of
nanofluids is performed by Mahbubul et al.*’)

From the researches mentioned above and with
a review of the literature, it is found that the viscosity of
nanofluids is greater than that of the base fluid and
it increases with concentration, and decreases with
temperature. However, there are still many differences
and deviations in the research. For instance, the results
presented by Duangthongsuk and Wongwises!!”! contradict
the results reported by Nungyen et al.l' indicated
that the viscosity ratio decreases with temperature, but,
Duangthongsuk and Wongwises!'” reached to an opposite
result.

In this work, in the first, the viscosities of water based
Al,O5 and TiO; nanofluids are measured at high tempera-
tures (by 60°C) and volume fractions between 1-8%. Next,
comparisons with the works reported in the literature are
conducted. Finally, a helpful correlation to calculate the
viscosity of nanofluids is presented for using in the design
of thermal systems. Based on the best knowledge of the
authors, the data presented in the present work, have not
appeared never in the open literature.
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NANOFLUID PREPARTION

In this study, TiO, (21 nm) and Al,O5; (120 nm) nano-
particles suspended in water, respectively, with weight
fractions of 40% and 30% were provided by Degussa Com-
pany, Germany. To prepare the desired concentrations of
nanofluids, the dilution is mixed with water. Next, using
an ultrasonic vibration system the mixture is sonicated
for 2 hours to avoid agglomeration.

No sedimentation of nanoparticles is observed after
months. In this work, high concentrations of TiO,/water
nanofluid (by 8%) are used, while for Al,Os/water
nanofluid, only the volume fractions up to 4% are used.
It should be noted that Al,Oz/water nanofluid is non-
Newtonian for volume fractions higher than 4%, whereas
the suspensions of TiO, are Newtonian for concentrations
by 8%. This is because of the bigger size of Al,O;
nanoparticles (120 nm), which makes it non-Newtonian.

EXPERIMENTAL SETUP

A capillary tube viscometer (Cannon Instrument, USA)
is used to measure the viscosity of nanofluids. This type of
capillary tube viscometer has very good accuracy so that
it is widely used in both industry and laboratory, and has
been used by many researchers. The components of the
viscometer, is shown in Figure 1. It is composed of
a 0.75mm viscometer tube with a measurement range of
1.6 to 8cSt. The tube is immersed in a transparent
temperature-controlled basin connected to a temperature-
controlled water tank. A stopwatch with the accuracy of
0.01s is used to record the time of passing the fluid from
a specified section of the viscometer and a thermometer
with the accuracy of 0.1°C is used to measure the
temperature.

FIG. 1. Schematic diagram of the experimental setup. (Figure
available in color online.)

DATA REDUCTION
The viscosity can be obtained by the following relation:

p=C-pt. (1]
Where u is the viscosity (kg/ms), C is a constant fo the
viscometer tube obtained from calibration with reference
substance supplied by the manufacturer (=0.008 cSt/s), p
is the density (kg/m3), and ¢ is the flowing time of the
sample substance during each test (s). The density of
nanofluid (p,,) is obtained by the following well known
relation [3]:

In this work, some comparisons have been done by the
theoretical models and correlations which the relations
are presented here.

Einstein’s equation [3]: This model is based on
phenomenological hydrodynamic equations and considers
suspension containing solute particles in a total volume.
This model is as follows:

oy = (14250, 3]

where i,/ is the viscosity of nanofluid, yi,is the viscosity of
base fluid, and ¢ is the volume fraction (vol%).

Brinkman® presented a model to predict the viscosity of
mixtures by improving and developing the Einstein’s
model, which can be derived by considering the effect of
the addition of one solute molecule to an existing
solution. The model, which can be used in the cases of large
concentrations, is as follows:

1

W Ky [4]

:unf =

Another popular classic model is Batchelor’s equation,?!
which is based on the reciprocal theorem in Stokes flow
problem. It produces an expression of the bulk stress due
to the thermodynamic forces and incorporates both hydro-
dynamic effects and Brownian motion. The equation is as
follows:

fy = (142.5¢ +6.2¢7)u, [5]
The above relations are old. Recently, Conrcionel®*
presented the following relation:

Hop 1
B - 3487(d, [dy)

[6]

where d, is nanoparticle size, and d, is the molecule
diameter of base fluid which can be calculated by:

6M 1/3
dr = : 7
/y lNﬂpf,O:| 7]
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where M is the molecular weight of base fluid, N is the
Avogadro number, and p,, is the density of base fluid
calculated at the temperature of 293 K.

The results of the present work are compared with the
above models and the experimental data in the literature.

RESULTS AND DISCUSSIONS

Before performing the experiments with nanofluids, to
examine the accuracy of the experimental set up, a com-
parison of the viscosity of water has been made between
the results obtained by the present set up and the results
presented in ASHRAE.*! As it is seen from Figure 2, there
is a little difference between the two results (average 7%).

Figure 3 shows the variations of TiO,/water nanofluid
as a function of particle concentration and temperature.
The results show that the viscosity increases with increasing
of volume fraction and decreasing temperature, as
expected. It is seen that with an increase in the temperature,
the differences among the values of viscosity at various
concentrations are decreased. This means that at high tem-
peratures where the distances among the molecules of base
fluid increases, adding nanoparticles is more reasonable for
practical applications, because with increasing the tempera-
ture, the difference between the viscosity of water and the
concentration of 8% is reduced. It is also observed that
with an increase in the volume fraction, the viscosity
increases.

Figure 4 shows the variations of viscosity of Al,O3/
water with temperature at different volume fractions. As
it is mentioned, for Al,O3/water nanofluid, the viscosity
only for volume fractions by 4% is measured. A compari-
son between Al,Oz/water and TiO,/water nanofluids at
volume fraction of 4% shows that the viscosity of Al,O3/
water is more than twice the nanofluid of TiO,/water. This

FIG. 2. Comparison of the measured viscosity with reference data.

FIG. 3. Viscosity of TiO,-water nanofluid as a function of
temperature and concentration.

difference may be due to larger size of Al,O3; nanoparticles.
This comparison shows that classic models such as
Brinkman, and Batchelor are not suitable models, because
the viscosity ratio in these models is only a function of
volume fraction and the effect of is not considered.
Figure 5 provides a comparison between the present
data and the former workers reported in the literature for
TiO,/water. Figure 5 is plotted to show the trend of vari-
ation of viscosity with volume fraction. It is seen that the
trend is different for the works. For example, the present
data show that the rate of increase in the viscosity ratio
with concentration is nearly constant. Masuda et al.l*®
and Pak and Cho™?! reached to a similar result. However,
Murshed et al.l'® concluded that the rate of increase in the

FIG. 4. Viscosity of Al,Os-water nanofluid as a function of tempera-
ture and concentration.



Downloaded by [Omid Mahian] at 06:28 15 November 2013

VISCOSITY OF WATER-BASED Al203 AND TiO2 NANOFLUIDS 1701

FIG. 5. Effect of concentration on the viscosity ratio of TiO,/water
nanofluid.

viscosity ratio decreases with increasing the concentration.
Turgut et al.'™ perceived that the rate of increase in the
viscosity ratio increases rapidly with increasing the concen-
tration. As seen, three different trends are presented for
TiO,/water nanofluid.

In Figure 6. the comparisons between the viscosity
ratios for AlO;/water nanofluid performed by various
researchers are presented. As it is observed, the trend
of the present data is in accordance with the works con-
ducted by Kulkalni et al.,””! Chandrasekar et al.'”! How-
ever, other works show nearly a linear variation in the
viscosity ratio with increasing the concentration. The
differences between the studies for the two nanofluids
may be due to various factors such as different shape and
size of nanoparticles, different methods of preparation
and functionalizing.

Figure 7 provides a comparison between the present
data and the theoretical models presented in the literature
for the viscosity ratio of TiO,/water nanofluid. It is
observed that the Corcione model overestimates the

FIG. 6. Effect of concentration on the viscosity ratio of AlLO;
nanofluid.

FIG. 7. Comparison of experimental viscosity ratio of TiO,-water
nanofluid with those obtained from various model equations as a function
of concentration.

viscosity ratio, while other theoretical models underesti-
mate the viscosity ratio.

Figure 8 gives a comparison between the present data
and theoretical models for the viscosity ratio of Al,O3/
water nanofluid. As shown, the difference between the
present data and other models is very large especially at
high concentrations

Figure 9 shows that at a given value of concentration
(here 4%), the viscosity ratio obtained by the present
work is approximately linear and constant with respect to
temperature. In comparison with theoretical models, the
viscosity ratio provided by this work is about 15% higher
than the viscosity ratio calculated by the models.

FIG. 8. Comparison of experimental viscosity ratio of Al,Os-water
nanofluid with those obtained from various model equations as a function
of concentration.
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FIG. 9. Comparison of experimental viscosity ratio of TiO,-water
nanofluid with those obtained from various model equations as a function
of temperature.

Figure 10 shows the variation of viscosity ratio with
temperature for different models.

It is seen that theoretical models fail to predict the
viscosity ratio. Also, it is observed that the viscosity ratio
predicted by Nguyen et al.l'™ is lower than the present
data. It may be due to the bigger size of Al,O; nanoparti-
cles tested in this work compared Nguyen et al.!'”]

Finally, a correlation is presented for using in the
practical applications. In this correlation, the viscosity is
a function of temperature, volume fraction and the vis-
cosity of base fluid as:

ty = AP"Tpp, 8]

FIG. 10. Comparison of experimental viscosity ratio of Al,Os-water
nanofluid with those obtained from various model equations as a function
of temperature.

TABLE 1
Coefficients for correlations predicting viscosity
Coefficient
Nanoparticle A B C D
AlL,O; 0.891842 0.739192 0.099205 0.9844
TiO, 0.837931 0.188264 0.089069 1.100945

FIG. 11. Comparison of measured viscosity with proposed
correlation.

where the coefficients of A, B, C, and D are provided for
the two types of nanoparticles in Table 1.

In the above relation, although the coefficient of C (the
power of temperature) is positive and one may claim the
viscosity of nanofluid increases with increasing the
temperature. However, it should be noted that the viscosity
of base fluid decreases with increasing the temperature,
hence, totally the viscosity of nanofluid decrease. The
viscosity of water as the base fluid is obtained by the
following relation:

gy = 0.0002 72 — 0.0335 T + 1.6428. [9]

Figure 11 shows the comparison between the correlation
and experimental data. The average error in the com-
parison for TiO2/water nanofluid is about 5%, and for
Al,O3/water nanofluid is about 9%.

CONCLUSION

The viscosity of TiO, and Al,O3 nanoparticles suspen-
ded in water is measured at high temperatures (by 60°C).
The sizes of TiO, and Al,O3 nanoparticles are respectively
21 and 120nm where volume fractions 8% and 4% are
used for TiO, and Al,O3; nanoparticles, respectively. Some
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comparisons with the reported works in the literature have
been done. From the comparison, it is found that the trend
of variations of viscosity ratio with concentration is differ-
ent in various works. In some of them the viscosity ratio
increases linearly, and in some of them the viscosity ratio
increases rapidly as parabolic. The differences among dif-
ferent studies may be due to various factors such as differ-
ent shape and size of nanoparticles, different methods of
preparation and functionalizing. This study reveals that
in the theory models, besides of volume fraction, the size
and shape of nanoparticles, and temperature should be
considered. Finally, a helpful correlation to use in practical
applications is presented in which the viscosity of nanofluid
is a function of temperature, volume fraction, and viscosity
of base fluid.
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Abstract: The study of flow and hesat transfer in a vertical annulusisimportant
due to its applications in the cooling of reactors, industrial heat exchangers,
microelectronic devices, and so forth. The aim of the present work is to
estimate the operational costs due to entropy generation in an annulus
with isoflux boundary conditions. For this purpose, the governing equations are
simplified and solved analytically to obtain the entropy generation distribution
in the annulus. Using the results obtained by the entropy generation analysis,
the operational costs due to entropy generation are calculated for various radius
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ratios and different quantities of the flow parameters involved in the problem.
The results of this study can be helpful in the design of such heat exchangers to
reduce the operational costs caused by theirreversibilities.

Keywords: operational cost; isoflux heat exchanger; entropy generation;
refrigerant flow; analytical solution.
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1 Introduction

The analysis of the second law of thermodynamics implies the use of availability to
determine irreversibility, or lost work, during a process (Kumar et a., 1989). In the
1980s, Bejan (1982) applied the second law of thermodynamics to find the various
effective factors in the loss of available work (exergy) of the thermal systems through
entropy generation. During the recent years, many research studies have been carried out
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on entropy generation and thermoeconomic analysis in different thermal systems.
A number of the recent studies in the field of entropy generation, thermoeconomic
analyses of different thermal systems could be found in Ghazi et a. (2012), Anandan and
Bhaskaran (2012), Ahmadi et a. (2012), Aydin et a. (2012), Wu et a. (2012),
Askar et a. (2012), Matawala and Prabhakaran (2012), Makinde (2012), Aziz and Khan
(2012a, 2012b), Ramos-Alvarado et al. (2012) and Sahin (2012).

The entropy generation problems are usually non-linear and it is difficult to solve
them. Therefore, a helpful way to determine the entropy generation rate in complex
systems is by simplifying the governing equations with reasonable assumptions to obtain
analytical expressions for entropy generation distribution in the system. Here, the entropy
generation in an annulus has been investigated; hence, a brief review is presented,
adapted from the former analytical works related to the entropy generation between two
cylinders.

Yilbas (2001) performed an entropy generation analysis for a rotating outer cylinder
by neglecting the irreversibility due to fluid friction and assuming a linear velocity
profile. Mahmud and Fraser (2002a, 2002b, 2003a) presented an entropy generation
analysis within an annulus under the different boundary conditions. They solved the
simplified governing equations in cylindrical coordinates to obtain the distributions of
entropy generation and Bejan number. Tasnim and Mahmud (2002a, 2002b) investigated
that the generation of entropy in vertica annuli by considering the fully developed
laminar flow and the mixed convection hesat transfer. Mirzazadeh et al. (2008) studied
that the entropy generation between the concentric rotating cylinders using a non-linear
viscoelastic fluid as the working fluid. Mahian et al. (2012a) investigated that the entropy
generation between two rotating cylinders using nanofluids with the different volume
fractions and under different isoflux boundary conditions. In another work, Mahian et al.
(2012b) examined that the effects of uncertainties in the models presented for
thermophysical properties of nanofluids on entropy generation. Mahian et al. (2012c)
recently investigated that the effects of MHD flow on the entropy generation between
two isothermal rotating cylinders. In addition, Mahian et al. (2013) studied that the
effects of nanofluids on entropy generation between two cylinders in the presence of a
magnetic field.

A review of the literature shows that there is no work focusing on the estimation
of operational costs due to entropy generation (thermoeconomic anaysis) in an isoflux
annulus with refrigerant, whereas in the former papers the isothermal boundary
conditions are applied. Beside this point, in most of the published works, the economic
aspects for such heat exchangers are not considered. Of course, for the flow in a pipe,
Sahin et a. (2000) estimated that the operational costs due to the entropy generation by
considering the fouling effects. Indeed, the main aim of this work is to estimate the
operational costs due to irreversibilities for the vertical annulus under different conditions
where the working fluid is engine oil.

2 Problem formulation

In the first, the formulation of the velocity and temperature fields is presented. Next, the
formulation of entropy generation is given.
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2.1 Veocity and temperature fields

Schematic of the problem is shown in Figure 1. Consider a laminar, steady, and
incompressible flow of a viscous fluid with inlet velocity Ug and inlet temperature T,
entering an isoflux annulus with radii r; and r,. The properties of the working fluid are
assumed temperature-independent.

Figurel Schematic view of the problem (see online version for colours)

By considering a fully developed flow, the buoyancy effects, and a small variation of
temperature in z-direction, the governing equations in dimensionless form can be written
as (see Tasnim and Mahmud, 2002a, 2002b; Tasnim et al., 2002; Mahmud and Fraser,
2002c; Sahin et al., 2000):

U 10U _ Gr, oF

- __Z 1
R RoR  Re oz ™)
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with the following boundary conditions:
U=0 and g—:z:—l aR=1
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00
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in which the value of F(q;) is obtained based on the heat flux in the inner cylinder
so that the energy equation is satisfied. Of course, because of heat flux boundary
conditions, there is no need to obtain the heat flux on outer cylinder. In the above, the
dimensionless parameters are defined as follows:

u :l\J/Z R=L Re=oo pr =Uiro,2=5,,1=r—‘
r, v u r, r,
TO—T BAT 12 0r @)
g=—20 cr=370 L Ar_8%
gr,/k v k

2.2 Entropy generation

The entropy generation rate is obtained by the following relation (see Tasnim and
Mahmud (2002a, 2002b) for more details):

2 2
Sg”;n :Lz[a_-rj +ﬁ[aij ) (5)
Ty Lor T, or
The above relation indicates that entropy generation is due to two effects. The first is heat

transfer, and the second is fluid friction. The above relation is as follows in dimensionless
form:

S'/r/ 2 2
N = den ZZ(EJ 8_9 + a_U =N, +N; (6)
MU Tor, BrJ{dR oR
where N; is the entropy generation number and Ny, Nk represent the contribution of heat
transfer and fluid friction to the entropy generation, respectively. In the above relation, Q

and Br (Brinkman number) are equal to AT/To and UZu/KAT, respectively.
The Bglan number can be defined as:

Be=—*H. Y

3 Solution to the problem

3.1 Velocity and temperature fields

The governing equations are coupled via the buoyancy term. Therefore, in the first, the
energy equation should be solved.

The solution of the energy equation is obtained by twice integrating from the relation
with respect to R. The solution becomes:

O(R)=-AIn(R)+C (8)

where C is the constant of integration and cannot be obtained in this step, due to isoflux
boundary conditions. The velocity field is determined by substituting the temperature
distribution in the momentum equation and the solution of the differential equation as
follows:
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)+ (=A% + AR%)(Gr/Re) In(R)

U(R)=T,In(R)+T,(1-R? 2 9
whereT"; and I'; are constant and are obtained by:
L= [(C+A)(Gr/Re)—(oP" /9Z)](A* -1)
4In(4) * (10)
L - [(C+A)(GCr/Re)—(dP /0Z)]
2= 4 .

Now, by substituting the velocity distribution in the dimensionless continuity equation,
we see that:

2j:u (R)RAR = (1- 42). (12)
The constant C is obtained as:
A%(Gr/ Re)(=7In(A) + 4(In(1))* + 4)
+424 (9P 19Z)(IN(A) 1)
+42°(Gr I Re)(In(1) = 2) .
+84%(0P" /9Z) + A(Gr / Re)(4+3In(A))
—4(0P" /9Z)(1+In(A)) + 32In(A) (A% -1)

(12)

~ 1
c= AGr I Re)(A*(In(A) —1) + 242 - In(4) - 1)

3.2 Entropy generation number

The entropy generation number distribution is determined based on equation (6)
asfollows:

N =(£j(ij2+(£‘2r Ry ~A'(Gr/Re)  A(Gr/Re)(2RIN(R)+ R)j
S \Br)L R R 2 4R 4 (13)

=N, +N..

4 Estimation of operational costsduetoirreversibilities

Total cost due to irreversibility is very important issue in engineering application from
energy saving point of view. Sahin et a. (2000) estimated that the total cost due to
irreversibility for the flow in a pipe asfollows:

C=C,Ty(Se) +CeTo(Sp)e (14)

where C isthe total cost of irreversibility ($/h), Cy is the unit cost of irreversibility due
to heat transfer ($/W h), Cr isthe unit cost of irreversibility due to fluid friction ($/W h),

and S, isthetotal rate of entropy generation (W/K).
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In the current study, the above relation is modified as:

2 ul 1 1
:W[C” ['N,RAR+C; LNFRdR} (15)
Another form of equation (15) where the length of the heat exchanger is 1m is
expressed as:

2 uC,, 1 1

:W[J‘i NHRdR+I’CL NFRdR:l (16)
wherer, isthe cost ratio and in practical situationsis more than one (Mahmud and Fraser,
2003b) (a range of 1-20 is considered in this study). The unit cost of irreversibility
due to heat transfer Cy may be considered equal to the cost of electricity. The price of
electricity shows considerable variation (0.02-0.50 $/kW h) depending on the country
(http://en.wikipedia.org/wiki/Electricity_pricing). Therefore a representative value of
0.2 ($/kW h) has been considered for the cost of irreversibility due to heat transfer
in the present study, where the electricity price is selected based on the costs in Iran.
For the numerical estimations, engine ail is considered as the working fluid in the heat
exchanger. The properties of the particular engine ail, its geometry, and its flow
characteristics are provided in Table 1.

Tablel Fluid and flow properties considered for numerical estimations

Parameter Numerical value
Cy ($/kW h) 0.2

m (ka/s) 1.0

p (kg/ m?) 876.1

1 (kg/m s) 0.21

ro (cm) 20

5 Resultsand discussion

Figure 2 shows the velocity distribution in the annulus for dP*/0Z=-0.1 and two
different values of Gr/Re including 5 and 50. The annulus can be divided into two zones
based on the variations of velocity with Gr/Re. In the first zone with an increasein Gr/Re,
the fluid velocity in the gap increases while in the second zone the velocity decreases.
The velocities near the inner cylinder are greater due to higher heat flux in thisregion.
Figure 3 displays the temperature field for three different values of Gr/Re. It is seen
that with an increase in the buoyancy parameter Gr/Re, the temperature decreases
in the annulus. The parameter Gr/Re indicates the ratio of natural convection to forced
convection. With an increase in Gr/Re, the effects of natural convection increase, and,
consequently, the temperature decreases. It is observed from Figure 3 that the profiles of
temperature for any value of Gr/Re changes as paralel. This means that the gradients
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of temperature remain constant with the changes in the parameter Gr/Re. From the above
discussions, one can conclude that, the parameter Gr/Re has considerable effects on
the amounts of temperature. However, its effect on gradients of temperature, and, hence
entropy generation is not considerable.

The variations of the entropy generation number and Bejan number with respect to
radial distance are plotted in Figure 4 for oP*/0Z =-0.1, Q/Br =50 and two values of
Gr/Re, including Gr/Re = 0.1 and Gr/Re = 50. The distribution of the entropy generation
number shows an irregular trend in the annulus, such that the annulusis divided into four
zones as shown in the figure. In zones 1 and 3, with an increase in Gr/Re, the entropy
generation number increases, while with an increase in Gr/Re, the entropy generation
number decreasesin zones 2 and 4.

Figure2 Effectsof Gr/Re on velocity distribution
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Figure3 Effectsof Gr/Re on temperature distribution
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This unpredictable behaviour is due to the interactions of wall effects, heat flux at the
inner cylinder, and buoyancy effects in the gap. It should be noted that the total entropy
generation demonstrates no considerable change with increases in the flow parameter
Gr/Re.

The effect of Gr/Re on the Bejan number is shown in Figure 4(b). It is observed that
the Bejan number reaches its maximum near the centreline of the gap (R= 0.75), where
the effects of the wall on the flow and, hence, the fluid friction effects are minimised.
This maximum point moves towards the outer cylinder with decreasesin Gr/Re.

Figure4 Effectsof Gr/Re on (a) entropy generation number and (b) Bejan number
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Figure 5 shows the variations of the entropy generation number and the Began
number, with radius for dP*/0Z=-0.1, Gr/Re=1, and different values of Q/Br.
As expected, entropy generation increases with an increase in Q/Br. As seen, the entropy
generation is the highest on the inner cylinder because of the maximum gradients of
velocity and temperature at this point. The profiles of Ng are not symmetric in the annulus
due to buoyancy forces.

The effects of Q/Br on the Begjan number are shown in Figure 5(b). It is seen that
an increase in Q/Br leads to considerable changes in the Begjan number near the walls,
while it has no significant effect on the Bejan number in the centreline.

Figure5 Effectsof Q/Br on the (a) entropy generation number and (b) Bejan number
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Figure 6 shows the total cost due to irreversibilities C($/day), for r.=1, 10, and 20,
JoP*/0Z =-0.1, Gr/Re =1, and the radius ratio (IT = 1/1) between 1.5 and 6. It is observed
that for T1 < 2, an increase in the parameter r. results in a considerable change in the
total cost. This happens because, in small radius ratios, the irreversibilities increase
remarkably in the gap. It is found that for IT = 1.5 and r. = 20, the total costs in one day
exceeds $10.

Figure6 Total cost dueto irreversibilitiesfor different radius ratios and cost ratios
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rC=
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C ($/ day)

Now, consider aradius ratio of 2 asthe baseratio in the design. The aim is to investigate
the effect of asmall deviation from the base radius ratio on the total costs.

For this purpose, two radius ratios, including IT=1.9 and IT = 2.1, are considered.
It is found that if the annulus is manufactured with a radius ratio of 2.1, the total cost
drops by nearly 12%, while for IT = 1.9 the total cost increases by approximately 16%.
This shows that the importance of producing an exact design for improving the savings
in energy costs.

From another point of view, assume that the radius ratio is reduced from 2 to 1.9
due to fouling in the heat exchanger. By cleaning the heat exchanger and removing the
fouling, one can realise a savings of 16% in energy costs.

Figure 7 shows the effects of Q/Br on the total cost due to entropy generation
for r. = 10. The parameter of Q/Br represents the ratio of the thermal effects to viscosity
effects in the annulus. Indeed, by increasing the heat flux at the boundary of the
inner cylinder, the parameter of Q/Br increases. It is observed that when the radius
ratio is nearly between 2 and 3, the effects of Q/Br on the total cost is more visible than
the effect of other radiusratios.
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Figure7 Total cost dueto irreversibilities for different radius ratios and parameter Q/Br
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6 Conclusion

In this paper, a thermoeconomic analysis of a heat exchanger was performed to estimate
the total costs due to entropy generation for the flow of a refrigerant inside the heat
exchanger. The governing equations are simplified and solved analytically to find the
distribution of velocity and temperature, and consequently to determine the entropy
generation in the heat exchanger, where the walls of the annulus are subjected to a
constant heat flux. From the distribution of entropy generation in the annulus, it was
found that in the cases investigated the parameter Gr/Re has no considerable effect on
entropy generation. Next, using the results of the entropy generation analysis, the total
costs due to entropy generation were estimated for different values of the radius ratio.
For a base radius ratio of 2, it was concluded that when the radius ratio decreases
from 2to 1.9 (e.g., due to fouling), the total costs increase by 16%. In this work, the aim
isonly the study of costs due to entropy generation. For the future works, the cost of pipe
in different radius ratios can be considered.
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Nomenclature

Be Bejan number, Be = Ny/Ng
Br Brinkman number, BR =UZu / KAT
Cc Constant of integration in energy equation
Cy Unit cost of irreversibility due to heat transfer ($/W h)
Cr Unit cost of irreversibility dueto fluid friction ($/W h)
c Total cost of irreversibility ($/hr)
g gravity (m?s)
Gr Grashof number, Gr = gBATr /v°
Thermal conductivity (W/ mK)
L Axial length of annulus (m)
m Mass flow rate (kg/s)
Ng Entropy generation number, fluid friction
Ny Entropy generation number, heat transfer
Ns Entropy generation number, Ng =Sy /(41U 1 Tyrs)
P Pressure (Pa)
P Dimensionless Pressure, P* = (P/Ugu)r,

R Radius (m)
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re Cost ratio, ro = Ce/Cqy

R Dimensionlessradius, R=r/r,

Re Reynolds number, Re = Ugr /v

S;"m Volumetric entropy generation rate (W/m°K)
Sgen Total entropy generation rate (W/K)

T Temperature (K)

To Inlet temperature (K)

U Dimensionless velocity, U = V,/Uq

Uop Inlet velocity (m/s)

V, Axia velocity (m/s)

Z Dimensionless axia distance, Z = Z'r,
Greek symbols

I'n Constants,n=1, 2, ...

7 Dynamic viscosity (kg/m s)

Y] Thermal expansion coefficient (1/K)

A Radiusratio, A =r;l/r,

I Inverseradiusratio, IT = /4

o Dimensionless temperature, = (T — Tg)/(gir o/K)

P Density (kg/m?)

Q Dimensionless temperature difference, AT/T,
Subscript

i Value at the inner cylinder

o] Value at the outer cylinder

H Heat transfer

F Fluid friction
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Gas-liquid two-phase flow and heat transfer processes are
commonly encountered in a wide variety of applications,
for example, refrigeration and air-conditioning systems,
power engineering, and other thermal processing plants. The
advantage of high thermal performance in comparison to
the single-phase applications leads to various engineering
applications including the cooling systems of various types
of equipment such as high performance microelectronics,
supercomputers, high-powered lasers, medical devices, high
heat-flux compact heat exchangers in spacecraft and satellites,
and so forth. The aim of this special issue was to collect
the original research and review papers on the recent devel-
opments in the field of two-phase flow and heat transfer
enhancement. Potential topics included advanced heat pipe
technologies, boiling and condensation heat transfer, CHF
and post-CHF heat transfer, cooling of electronic system,
Heat and mass transfer in phase change processes, insta-
bilities of two-phase flow, measurements and modeling of
two-phase flow in microchannel, microgravity in two-phase
flow, nanofluids science and technology, nuclear reactor
applications, passive and active heat transfer enhancement
techniques, Refrigeration and air-conditioning technology,
two-phase flow with heat and mass transfer, two-phase

refrigerant flow, and special topics on the latest advances in
two-phase flow and heat transfer. In this special issue, we have
invited a few papers that address such issues.

First paper of special issue investigates the effect of
convergence angle of microchannel on two-phase flow and
heat transfer during steam condensation experimentally. The
experimental results show that the condensation heat flux
increases with an increase in the convergence angle and/or
the steam mass flux at a given coolant flow rate but decreases
with an increase in the coolant flow rate at a given steam mass
flux. Second paper focuses on simulating mist impingement
cooling under typical gas turbine operating conditions of
high temperature and pressure in a double chamber model.
The results of this paper can provide guidance for corre-
sponding experiments and serve as the qualification reference
for future more complicated studies with convex surface
cooling. In third paper, economic analysis of rebuilding an
aged pulverized coal-fired boiler with a new pulverized coal-
fired boiler including flue gas desulfurization unit and a
circulating fluidized bed boiler is investigated in existing old
thermal power plants. The fourth paper presents the results
of a CFD analysis and experimental tests of two identical
miniature flat plate heat pipes using sintered and screen



mesh wicks and a comparative analysis and measurement
of two solid copper base plates 1mm and 3 mm thick. In
fifth paper, a modeled room was numerically heated from a
wall and cooled from the opposite wall in order to create a
real-room simulation. The cooled wall simulated heat loss of
the room, and the heated wall simulated the heat source of
enclosure. The effects of heated and cooled wall temperatures
on convective heat transfer coefficient and Nusselt number
in the enclosure were investigated numerically for two- and
three-dimensional (3D) modeling states.

In summary, this special issue reflects a variety of contem-
porary research in heat transfer and is expected to promote
further research activities and development opportunities.
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Thailand generates electricity from many sources, including natural gas, coal/lignite, fuel oil, diesel, and
renewable energies, such as wind, hydroelectricity, and solar power. In 2012, the main electrical energy
sources in Thailand were natural gas (63.8%) and coal/lignite (27.7%). Due to fuel price spikes and global
warming, several countries are now more interested in studying and developing sources of renewable

Wind energy - an unlimited and environmentally friendly form of natural energy — has attracted

Keywords: increasing levels of investment, particularly in China, which derives more of its electricity from wind
Wind energy energy generation than any other country in the world. Thailand has also developed and promoted the
Wind energy potential use of wind turbines to generate electricity. In 2012, Thailand generated about 111.7 MW of electricity
\l-‘f\llelrclg-iﬁtrm from wind energy. By 2021, the Thai government's goals are to increase the use of alternative electric
Renewab}l’e energy energy to about 25% of fossil fuel use and to achieve 1800 MW of electricity output from wind energy.
Thailand This article will present a critical review of the current status of wind energy in Thailand, including
future plans for using wind energy in place of fossil fuels - oil, natural gas, and coal - to generate

electricity.
© 2013 Elsevier Ltd. All rights reserved.
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1. Background

For past several decades, energy has been an important, funda-
mental factor in daily life, business, and industry, including the

Abbreviations: AEDP, alternative energy development plan; GWh, gigawatt hour;
GRP, glass-reinforced plastic; DEDE, department of alternative energy development
and efficiency; EGAT, electricity generating authority of Thailand; EIA, environ-
mental impact assessment; EPPO, energy policy and planning office; ktoe, kilotons
of oil equivalent; kWh, kilowatt hour; PDP, Thailand power development plan; PEA,
provincial electricity authority; SPPs and VSPPs, small and very small power
producers, respectively; US$, US dollar (31.245 baht/US dollar foreign exchange
rate, as of 13 August 2013)

* Corresponding author. Tel.: +66 2470 9115; fax: +66 2470 9111.

E-mail address: somchai.won@kmutt.ac.th (S. Wongwises).
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transportation, manufacturing, and telecommunications sectors. For
this reason, a reliable energy supply with sufficient quantity, good
quality, and reasonable prices is vital. However, the unstable price of
energy in the world market, especially the steadily increasing price of
crude oil, has had a serious effect on the economies of several
countries, particularly those that must import significant quantities
of oil. Furthermore, the use of fossil fuels also contributes to the
problem of global warming. As a result, several countries have
supported the use of renewable energy to promote energy security
and environmental conservation. In 2012, China increased its wind-
powered electricity generation and had the highest rate of wind-
powered energy generation in the world. Thailand has also developed
and promoted wind turbines to generate electricity because it is clean,
eco-friendly, and cost-effective.
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This paper presents the current status of electricity generation
and the proportion of electricity generated from renewable
resources, especially wind energy. Wind energy potential is
investigated and compared to other countries in Southeast Asia,
including its obstacles to development and promotion, as well as
future plans to use wind energy in Thailand.

2. Energy and electricity situations in Thailand

The final energy consumption of Thailand in 2012 was about
73,316 ktoe [1], an increase of 13% [2] from 2007. The total value of
the final energy consumption was US$57,545.21 million. As shown
in Fig. 1, petroleum products, renewable energy, electricity, coal/
lignite, and natural gas represented 48.0%, 18.2%, 18.9%, 7.9%, and
7.0% of the total final energy consumption in 2012, respectively.

Considering the trends in primary energy supply (excluding
energy exports) and final energy consumption from 2007 to 2012,
as revealed in Fig. 2, it is observed that the primary energy supply
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17% — 12%

Electricity /
17%

Natural Gas /

4%

">_ Petroleum Products
50%
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(64,866 ktoe)

Coal & Its Products
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Electricity /
18.9% \ Petroleum Products
48.0%
Natural Gas / 2012
7.0% (73,316 ktoe)

Fig. 1. Final energy consumption by types of Thailand for years 2007 [data from [2]]
and 2012 [data from [1]].
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Fig. 2. Primary energy supply and final energy consumption from year 2007 until
2012 [data from [1] and [2]].

increases year-by-year. In 2012, the amount of primary energy
supplies was 130,848 ktoe [1]. For primary energy supplies classi-
fied by energy type, the highest share, which contributed 82.8% of
the total primary energy supply, was from commercial energy
(crude oil, lignite, natural gas, and so on), followed by renewable
energy, biofuels (ethanol and biodiesel), and other forms of energy
(black liquor and residual gas), at 16.2%, 0.8%, and 0.2%, respectively.

Thailand's electricity consumption was 162,668 GWh [1] in
2012. Most of this electrical energy, equal to 82,068 GWh, was
consumed by the industrial sector. The commercial sector (includ-
ing government, non-profit organizations, and street lighting),
residential sector, agricultural sector, transportation sector, and other
sectors (temporary customers) used 47,210 GWh, 32,097 GWh,
70 GWh, and 930 GWh, respectively.

Table 1 shows electricity generation, installation capacity,
consumption, and electricity generation by energy source from
2007 to 2012, according to Thailand Energy Statistics 2012 [1] and
2007 [3]. There is a trend towards increased electricity generation
every year. Thailand's electricity consumption in 2010 increased
10.4% from that of 2009, whereas it decreased by 0.4% in 2011, due
to severe flooding by that year end. In 2012, Thailand's total
electricity generation was 168,471 GWh [1], of which 63.8% was
generated by natural gas, followed by coal/lignite (27.7%), and fuel
oil and diesel (1.6%), with the balance being renewable energy and
other types of energy (6.9%). From Table 1, it is clear that use of
natural gas and renewable energy are increasing slightly. On the
other hand, use of fuel oil for electricity generation has decreased
significantly, due to an unexpected increase in oil prices; thus,
promoting alternative energy to replace oil is necessary, especially
alternative energy that can be produced in Thailand, such as
biomass, biogas, solar energy, hydro energy, wind energy, garbage
reclamation, and natural gas.

According to the CIA World Factbook, which lists all countries
by electricity consumption, China had the highest electricity
consumption, of 4,693,000 GWh [4], followed by the United States,
the European Union, Japan, and Russia. Thailand's electricity
consumption is rated twenty-fifth in the world and is the highest
in Southeast Asia.

3. Wind energy potential in Thailand

Thailand is located near the equator and has low to moderate
wind speeds that average about 3-5 m/s. A study of wind energy
potential in Thailand began in 1975, when the Department of
Energy Affairs of the National Energy Policy Office made a map of
wind speed for use in planning, design, and installation of wind
turbines. Average wind-speed data were supplied by the Thai
Meteorological Department. Field studies then surveyed, mea-
sured, collected, and analyzed the wind-speed data. However,
since there were several restrictions in making a map of wind-
speed potential, the data are only available for low elevations.

In 2001, the map of wind-speed potential in Thailand was
improved to include higher-elevation wind data in the analysis.
The suitable areas that were selected have average wind speeds of
not less than Class 3: 6.4-7.0 m/s or 300-400 kW/m? at an elevation of
50 m [5]. The existing data indicate that the coastal area of the Thai
Gulf has the best wind energy potential in Thailand, followed by the
upper southern region around the western coast of the Thai Gulf,
which has an average annual wind speed of 4.4 m/s at an elevation of
50 m, as shown in Table 2 and Fig. 3.

In the same year, the World Bank proposed a wind energy
resource atlas report for four countries in Southeast Asia: Cambodia,
Laos, Thailand, and Vietnam [6]. As shown in Tables 3 and 4, the
report uses simulations based on global winds to demonstrate
which areas are best for the development of wind energy. Table 3
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Table 1

Electricity generation, installation and consumption, and electricity generation by energy sources [data from [1] and [3]].

2007 2008 2009 2010 2011 2012

Electric generation (GWh)? 143,378 147,427 148,390 159,518 155,986 168,471
Installed capacity (MW)? 28,285 30,508 30,607 31,485 31,773 33,177
Electric consumption (GWh)* 133,178 135,449 135,209 149,320 148,700 162,668
National grid generation (GWh)*" 128,819 132,781 133,458 144,362 138,247 -

Natural gas 88,166 94,549 97,595 109,454 98,128 -

Coal and lignite 28,716 29,480 28,020 28,207 29,642 -

Hydro 8114 7113 7148 5537 8163 -

Fuel oil 3646 1454 604 997 1986 -

Diesel oil 174 180 79 159 319 -

Other® 3 5 12 8 9 -

2 Excluding private generation for own use.

b Excluding generation from small and very small power producers (SPPs and VSPPs) generated from renewable and conventional energy.

¢ Including geothermal, solar cell and wind turbine, etc.

Table 2
Good wind energy sites from a map of wind energy potential [data from [5]].

Area Province

Wind power classes

Height of 50 m

Wind speed (m/s) Wind power (W/m?)

1 Tai Rom Yen national park Nakhon Sri Thammarat
2 Khao Luang national park Nakhon Sri Thammarat
3 Khao Pu - Khao Ya national park Pattalung

4 Wang Chao national park Tak

5 Doi Intanon national park Chiang Mai
6 Kaeng Krung national park Surat Thani
7 Khao Phanom Bencha Krabi

8 Ranod district Songkhla

9 Songkhla Lake Songkhla
10 Laem Tachee Pattani

11 Hua Sai district Nakhon Sri Thammarat

whabrabhbh,ooood

-7 8.00-11.90 600-2000
-7 8.00-11.90 600-2000
-7 8.00-11.90 600-2000
8.00-8.80 600-800
7.00-7.50 400-500
-5 7.00-7.50 400-600
8.00-8.80 600-800
7.00-7.50 400-500
-6 7.50-8.00 500-700
7.00-7.50 400-500
6.40-7.00 300-400

presents the percentages of rural population in the areas of each
country where small wind turbines can be used at 30 m. This was
estimated by determining the number of villages and towns
located within each wind resource class. The data show that more
than 30% of the rural population of Vietnam live in areas with
good wind resources, whereas only 13%, 9%, and 5% of the rural
populations of Laos, Thailand and Cambodia, respectively, live in
favorable areas. For large wind turbines, Table 4 shows the land
area in each country and total wind energy potential based on
each wind speed class at 65 m. It is clear that Vietnam has the
opportunity to develop large-scale wind turbines because of its
large resource potential, followed by Thailand, due to its moderate
resource potential and well-developed energy infrastructure.

In 2008, wind measurement stations were set up in Six
provinces along the coast of Southern Thailand: Surat thani,
Nakhon Si Thammarat, Songkhla, Krabi, Trang, and Satun. Sensors
for measuring wind speed and direction were installed at heights
of 20, 30, and 40 m [7]. During 2008, the wind statistics that were
recorded were used to estimate wind speed at heights of 80, 90,
and 100 m. Moreover, the observed wind climate was analyzed for
the prediction of 15 km wind resources around the wind station by
using WAsP 9.0, the Wind Atlas Analysis and Application Program.
The results showed that the average annual wind speeds at
heights of 80, 90, and 100 m were between 3.4 and 9.5 m/s. From
economic analysis based on very small power producers (VSPP),
the study found that wind farm power plants installing wind
turbine generators (WTGs) of 1.0, 1.5, and 2.0 MW can generate
about 1018, 1038, and 1148 MW of electricity from wind energy,
respectively, in the long term.

To measure the potential of wind energy in the upper northern
region [8], the wind speed and direction were measured and

recorded at heights of 20, 30, and 40 m at Rompothai, Phatung,
Norlae, Nonghoi, Monlan, and Killom stations from April 2007 to
June 2009. Over the same period, wind speed and direction were
recorded at heights of 20, 30, and 80 m at the Maehae station. The
wind data recorded were analyzed with WAsP 9.1 to evaluate the
potential for electricity generation. In the case of a potential wind
farm using a 1 MW wind turbine at a height of 80 m, the total
installed capacity of the wind turbines is 68 MW, or around
160 GWh/yr. Moreover, the results of the site survey showed that
the suitable areas - Killom, Monlan, and Maehae - were ready to
install wind farms with capacities of 1 MW and 3 MW (total
capacities of 9 MW and 27 MW), which can produce approxi-
mately 18.7 and 44.9 GWh/yr of electricity, respectively.

4. Current status of wind energy in Thailand

Wind-powered electricity generation around the world has
increased every year since 1996. In 2012, the global production
of wind energy totaled 282,587 MW [9], an increase of
44,799 MW, or 19%, over 2011. Most of the increase occurred in
the United States, which accounted for 29.3% of the global increase
in wind-powered energy generation. As a result, China had the
highest wind-powered energy generation (75,324 MW), followed
by the United States (60,007 MW) and Germany (31,308 MW).

Wind-powered energy generation in Thailand began in 1983,
when the electricity generating authority of Thailand (EGAT)
installed six sets of small turbines for a pilot project at Laem
Phromthep in Phuket Province. In 1992, EGAT installed two more
turbines with a total capacity of 10 kW. After that, both govern-
ment and private agencies - particularly educational institutions -
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Fig. 3. Map of wind power potential in calm wind conditions - annual average [data and map from [5]].

Table 3
Proportion of rural population in each small wind turbine resource class® [data
from [6]].

Country  Poor (%) Fair (%) Good (%) Very good (%) Excellent (%)
(<4mfs) (4-5m/s) (5-6m/s) (6-7m/s) (>7m/s)

Cambodia 15 79 5 1 0

Laos 55 32 13 0 0

Thailand 26 64 9 0 0

Vietham 29 31 34 6 1

¢ Wind speeds are for cleared or open land with no obstructions at 30 m height.
The proportion of rural population is estimated from the number of towns and
villages in each wind resource class from the VMAP database (the US National
Imagery and Mapping Agency Vector Map).

paid more attention to the study of wind energy for electricity
generation. In 1996, King Mongkut's University of Technology/
Thonburi was the first to install 2.5 kW and 10 kW wind turbines
at Phu Kradueng National Park, in Loei Province, and Tarutao
National Park, in Satun Province, respectively. In the same year, the
Recycle Engineering Company Limited installed one 150 kW wind
turbine at Koh Chan Sub-district in Chonburi Province to generate
electricity for use in buildings. As for government agencies, under

the aegis of the Ministry of Energy, the Department of alternative
energy development and efficiency (DEDE) installed one 250 kW
turbine and one 1.5 MW turbine for electricity generation at Hua
Sai District in Nakhon Si Thammarat Province in 2007 and 2009 [10],
respectively.

The wind turbines were installed in 2009 by EGAT and
connected to the electricity distribution system of the Provincial
Electricity Authority (PEA). Two sets of 1.25 MW wind turbines -
with a total capacity of 2.5 MW, which became the first large,
wind-powered generation plant in Thailand - were installed at the
upper reservoir of Lamtakong Cholapawattana Power Plant in
Khlongphai Sub-district, Sikhio District, Nakhon Ratchasima [11].
The wind turbines that were used are Chinese-made D6-1250
models, which are three-blade horizontal-axis wind turbines with
a pole height of 68 m and a blade diameter of 64 m. The blades are
made of glass-reinforced plastic (GRP). The wind turbines turn
automatically at wind speeds of 2.8 m/s or greater. The highest
wind speed for electricity generation is 12.5 m/s. The turbines stop
working when the wind speed reaches 23 m/s and stop generating
electricity when the wind speed reaches 50.5 m/s [12].

Later, the provincial electricity authority (PEA) conducted a
project to demonstrate the electricity generation from one 1.5 MW
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Table 4
Wind energy potential of Southeast Asia at 65 m* [data from [6]].

Country Characteristic Poor (< 6m/s) Fair (6-7 m/s) Good (7-8 m|s) Very good (8-9 m/s) Excellent (> 9 m]/s)
Cambodia Land area (sq km) 175,468 6155 315 30 0
% of Total land area 96.4 34 0.2 0.0 0.0
MW potential NA 24,620 1260 120 0
Laos Land area (sq km) 184,511 38,787 6070 671 35
% of Total land area 80.2 16.9 2.6 0.3 0.0
MW Potential NA 155,148 24,280 2684 140
Thailand Land area (sq km) 477157 37,337 748 13 0
% of Total land area 92.6 7.2 0.2 0.0 0.0
MW potential NA 149,348 2992 52 0
Vietnam Land area (sq km) 197,342 100,361 25,679 2187 113
% of Total land area 60.6 30.8 7.9 0.7 0.0
MW potential NA 401444 102716 8748 452

2 Wind speeds are for 65 m height in the predominant land cover with no obstructions. For large wind turbines only. Potential MW estimates an average wind turbine

density of 4 MW/km? and no exclusions for parks, urban, or inaccessible areas.

turbine at Sating Phra District in Songkhla Province [11]. The wind
turbine used was a Chinese-made YFKF01-500/4 model and has
the highest productivity in Thailand. The turbine has a horizontal
axis driven by an asynchronous generator gear box, with a pole
height of 80 m and a blade diameter of 77 m. Its three blades are
made of GRP, with a total weight of 160 t. The turbine begins
generating electricity at a wind speed of 3 m/s and reaches its
maximum productivity at a wind speed of 11.5 m/s. The turbine
can resist a maximum wind speed of 21 m/s [13].

The locations of the wind power plants in Thailand described
above are shown in Fig. 3. It includes private generation for
personal use, educational institutions, and commercial operations.
However, in 2013, an updated map for the locations of wind power
plants in Thailand was proposed [14], as shown in Fig. 4. It only
presents the locations of wind power plants that generate elec-
tricity and supply it to the grid system, with a total capacity of
186 MW. The information of wind power plants that are being
added are shown below.

The wind power plant “Chang-Hua-Mun” is located in Chang-
Hua-Mun Royal Initiative Project, at Khao Krapuk Sub-district, Tha
Yang District in Phetchaburi Province. His Majesty the King
graciously observed that the landscape of the project area was
suitable for the installation of wind turbines [15]. He graciously
granted funds for the installation of 205 kW wind turbines (with a
total capacity of 100 kW). The electricity used for the project was
distributed to residents in the project area. Moreover, it was fed
into the grid system of the Provincial Electricity Authority in 2009,
with a capacity of 50 kW [15].

Later, the provincial electricity authority (PEA) installed one
250 kW wind turbine at Ko Tao, Ko Pha-ngan District in Surat
Thani Province. A data collection and analysis during 2003 that
assessed the wind energy potential found average wind speeds of
5.53 m/s. The wind turbine used is a Pioneer Wincon P250/29
model with a total capacity of 250 kW, or 10% of Ko Tao Island's
total power consumption. The turbine (three blades) has a hor-
izontal axis with a hub height 50 m and a blade length of 13.4 m.
The turbine begins generating electricity at a wind speed of 3 m/s
and cuts out at a wind speed of 25 m/s [16].

The “First Korat Wind” and “K.R. Two” projects for wind power
generation were established by Wind Energy Holding Co., Ltd. at
Huay Bong Sub-district, Dan Khun Tod District, Nakorn Ratchasima
province in 2012 and 2013, respectively. The average wind speeds
for both projects' areas are 6.2 m/s. In each project, 45 2.3 MW
wind turbines (with a total capacity 90 MW) were installed, with a

height of 99.5 m and a blade diameter of 101 m. These projects are
the first large-scale wind farms in Thailand and have the highest
capacity in Southeast Asia. Moreover, they are supported by govern-
mental adder subsidies of about US$0.11/kWh over 10 yr [17].

5. Thailand's wind energy policy

Regarding the promotion and support for the use of renewable
energy to generate electricity, the energy policy and planning
office (EPPO) specified adder subsidies for several types of renew-
able energy. Therefore, small and very small power producers
(SPPs and VSPPs) can sell their electricity to the electricity
generating authority of Thailand (EGAT) or the provincial electri-
city authority (PEA) at higher-than-normal prices. Wind energy
received adder subsidies of about US$0.08-0.11/kWh. The three
southern provinces (Yala, Pattani, and Narathiwat) have special
adder subsidies of US$0.16/kWh. This adder support lasts 10 yr,
starting from the effective date of the contract [18-20].

Regarding the long-term 10-yr alternative energy development
plan (AEDP 2012-2021), the Ministry of Energy aims to increase
the ratio of alternative energy use to 25% [21] by 2021. Under this
policy, renewable energy development projects will be initiated
under the Thailand power development plan 2012-2030
(PDP2010: Revision 3) by the Energy Policy and Planning Office
(EPPO). Therefore, in 2030, electricity generation from renewable
energy will be 20,546.3 MW, or 29% of total electricity generation.
Renewable energy sources can be classified into domestic renew-
able energy and renewable energy from neighboring countries, at
13,688 MW and 6,858 MW [22], respectively. Wind-powered elec-
tricity generation will be increased to a productivity of over
1800 MW. In 2012, Thailand had a wind-powered electricity
generation of around 111.7 MW [23], as shown in Table 5.

Obstacles to development and promotion of wind energy in
Thailand are as follows:

(1) Areas with high wind-energy potential are often located in
mountainous or reserved forest areas; thus, private organiza-
tions that intend to invest in wind turbines (of more than
1400 MW) often face problems in getting permission to use
the area from related governmental agencies. However, this
obstacle can be resolved between private organizations and
governmental agencies by allowing the installation of wind
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K.R. Two:
Huai Bong, Dan hun Thot — 90,000 kW

Nakhon
Ratchasima
First Korat Wind:
Huai Bong, Dan hun Thot — 90,000 kW
Lamtakhong:
Phetchaburi Khlong Phai, Sikhio — 2,500 kW

Chang Hua Mun:
Khao Krapuk, Tha Yang — 50 kW

Ko Tao:
Ko Tao, Ko Pha-ngan — 250 kW

DEDE:
Surat Thani Hua Sai, Hua Sai — 1,500 kW
Tha-le Pang (Hua Sai):
N“'S‘P"' Hua Sai, Hua Sai — 250 kW
1
Thammarat
Phuket Sathing Phra:
Chathing Phra, Sathing Phra — 1,500 kW
Laem Prom Thep:
Rawai, Mueng Phuet — 193.25 kW Songkhla
Fig. 4. Map of wind power plant in Thailand [data from [14]]
farms at rental rates of US$0.7/m?/yr and project durations of be 22, 33, or 115 kV high-current electricity discharge systems
no more than 27 yr [20]. within a 10 km radius of the area to connect with the electrical
(2) Some other problems are the cost of producing and installing system of the provincial electricity authority (PEA). Because of

wind turbines and the appropriateness of the site. There must this, the Thai government plans to improve its power
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Table 5
Status and target for use of alternative energy in electricity generation [23].

Type of Output in 2010 Output in 2011 Output in 2012 Target in 2021
energy (MW) (MW) (MW) (MW)
Wind 5.6 73 1117 1800
Solar 48.6 78.7 376.7 3000
Water 58.9 95.7 101.8 324
Biomass 1650.2 1790.2 1959.9 4800
Biogas 103.4 159.2 1934 3600
Waste 131 255 42.7 400
New energy - - - 3

infrastructure, including its grid and energy storage systems.
In addition, the government has promoted the creation net-
work of wind energy producers and users to facilitate wind
energy connections in the future.

(3) There are also environmental problems, such as destruction of
scenery, noise pollution, impact on creatures living within the
installation area, and so on. To solve these problems, the
environmental impact assessment (EIA) should be considered
at the potentiality stage of a project.

6. Conclusions

Thailand's best wind-energy potential areas are around the
coast of the Thai Gulf and higher-elevation lands, with average
annual wind speeds of 6.4 m/s at an elevation of 50 m. Another
potentially good area is around the western mountain ridgeline,
from the lower northern to the upper southern part. The next-best
potential areas, with average annual wind speeds of 4.4 m/s and
higher at an elevation of 50 m, are the upper southern portion, the
western coast of the Thai Gulf, the northern mountainous areas,
the western coast of the south, and the eastern coast of the
Thai Gulf.

Wind-powered electricity generation in Thailand has increased
continuously in both the governmental and private sectors.
In 2012, Thailand generated approximately 111.7 MW of electricity
from wind energy. By 2021, Thailand aims to increase the ratio of
wind energy use in electricity generation to a total productivity of
1800 MW, or 12.9% of all electricity generated from alternative
energy in the country.
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Abstract A theoretical performance study on a shell and
tube condenser with various refrigerant blends was con-
ducted for various ratios proposed by other researchers in
the literature. The theoretical results showed that all of the
alternative refrigerants investigated in the analysis have a
slightly lower convective heat transfer coefficient than their
base refrigerants. The refrigerant mixture of R290/R600,
R152a/R125/R32 and R32/R134a were found to be the
most proper replacement refrigerant among the
alternatives.
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HC Hydrocarbon
HCFC

L Tube length, m
LMTD

m Flow rate, kg s~
N Number of tubes
ODP

R Tube radius, m
P Pitch, m

R

Q

U

Us

Ah

AP Pressure drop, Pa
AT,

Ozone depleting potential

Resistance, m”K W'
Heat rejection duty, kW

Hydrochlorofluorocarbon

Logarithmic mean temperature difference

Overall heat transfer coefficient, W m 2K~

Water flow velocity, m s~
Enthalpy of phase change, kJ kg™

Mean temperature difference

Greek symbols

p  Density, kg m™
v Specific volume, m® kg™
\Y

np Pump efficiency
Subscripts

c Cold

c Clean

cs  Cold surface

D Dirty

F  Fouling

g Gas

h Hot

i Inside

1 Liquid

o Outside

m  Mean

p  Pass

. . . . 2 —
Kinematic viscosity, m”~ s

@ Springer



Heat Mass Transfer (2014) 50:183-197

184

r Return

S Shell

sat  Saturation
T  Total

t Tube

w  Water

1 Introduction

Not only has the significance of heat exchangers increased
from the perspective of energy recovery, conservation,
conversion, and successful implementation of new energy
sources in recent decades but its significance is also
increasing from the angle of environmental issues such as
the contamination of air, water, and waste removal. Heat
exchangers are used in the process, power, transportation,
air-conditioning and refrigeration, cryogenic, heat recov-
ery, alternate fuels, and manufacturing industries, besides
being main aspects of numerous industrial goods that are
available in the marketplace. Many publications exist
regarding the improvement of heat exchangers in the lit-
erature due to their importance in industry and our actual
lives. On the contrary, this paper was motivated by the fact
that few of the studies available seem to provide detailed
analyses with respect to the use of alternative refrigerants
in condensers and their selection in terms of cost and
economy.

Heat exchangers can be classified according to their
transfer processes, number of fluids, heat transfer mecha-
nisms, construction types, flow arrangements, and heat
transfer surface area/volume ratio. In this paper, the anal-
yses include a useful sample design procedure for a shell
and tube condenser, which is one of the indirect-contact
heat exchangers used in the power industry (surface con-
denser and feed water heater) and the process industry [E,
G, H, J, and X shells and total condensation applications
(reflux and knockback)].

The latest agreements have reduced and will finally
eliminate the production and usage of chlorofluorocarbons
(CFCs) and hydrochlorofluorocarbons (HCFCs) in the
market. At this stage, the discovery of new refrigerants is
needed as a solution to the problems of global warming
(GWP) and ozone depletion (ODP). The refrigerant mix-
tures are used as alternative replacements in the systems.
These mixtures may be azeotropic, near-azeotropic, or
zeotropic (non-azeotropic). Azeotropic refrigerants act
similarly to a single component (pure fluid) under constant
pressure and condense and evaporate at a constant tem-
perature, and the composition of the blend will be identical
in the vapor and liquid phases. Azeotropic blends have
been commonly used in refrigeration, and some of their
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popular mixtures used in place of R22 are R502, a mixture
of R22 and R152a; and R410A, a mixture of R32 and
R125. Near-azeotropic blends have slight temperature
variations during phase change and a small alteration in the
composition in the liquid and vapor phases at equilibrium.
The aim of their occurrence is to use a refrigerant alter-
native beyond pure fluids and azeotropic blends. The
mixture of a small amount of R290 to R502 is a sample that
was developed to enhance R502’s solubility in lubricating
oil. Zeotropic blends undergo an important variation in
temperature during condensation and evaporation, and the
compositions of the vapor and liquid phases are different at
the equilibrium state. R407C, a mixture of R32, R125, and
R134a, is a common example. Table 1 lists most of the
well-known theoretical and experimental refrigerant mix-
ture studies [1-48] in the literature from 1975 to 2011. The
development of blends from the past to today and the
prediction of new blends to be used in the near future can
be evaluated clearly based on this table.

2 Calculations of the design procedure
for the investigated shell and tube condenser

In the case studies, refrigerants were evaporated at —10 °C
and condensed at various temperatures with the heat of
condensation rejected to cooling water taken from a small
cooling tower at 25 °C. A shell and tube construction with
1, 2, and 4 pass designs (N,,) on the water side was used in
the simulation studies. Copper tubes with inside/outside
diameters of 0.012573/0.01588 m (d;/d4) were selected due
to their compatibility with the refrigerants. The design
procedures of a condenser for a 91.92 kW (Q,) refrigerat-
ing system are given in the following section.

2.1 Tube-side calculations

The bulk temperature of water is calculated from Eq. (1) to
determine the physical properties:

(Tcl + Tc2)

Atel W Fe2) 1
: (1)

The cold-side flow area is determined as follows:

nd?
Acs = 21

Touk =

(2)

The flow velocity of water (U.) is varied from 1 to

3 m s~ '; thus, the mass flux is determined from Eq. (3):
U

G= pWU30 = (3)
Uy

The cooling water flow rate per tube is calculated as

follows:
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Table 1 Literature review on the evaluation of refrigerant mixtures

Table 1 continued

Researcher

Proposed mixture refrigerant

Researcher

Proposed mixture refrigerant

Lorenz and Meutzner [1]

Stoecker [2]

Stoecker and Walukas [3]

Mishra et al. [4]

Singal et al. [5]

Kruse and Hesse [6]
Kuijpers et al. [7]
Jung et al. [8]

Koyama et al. [9]

Kedzierski and Didion [10]
Rivis and Bedone [11]

Kim et al. [12]

Nozu et al. [13]

Richardson and
Butterworth [14]

Sami and Song [15]

Doongso et al. [16]

Shin et al. [17]

Alsaad and Hammad [18]

Shao and Granryd [19]

Baskin [20]

R22-R11 (50/50 by wt %)
R12/R114 (70/30 by wt %)
R12-R114 (50/50 by wt %)
RI12/R22 (23/77 by wt %)
RI12/R22 (27/73 by wt %)
R12/R22 (41/59 by wt %)
R12/R22 (48/52 by wt %)
RI13/R12 (5/95 by wt %)
R13/R12 (10/90 by wt %)
R13/R12 (15/80 by wt %)
R13/R12 (20/85 by wt %)
R22/R114 (60/40 by wt %)
R600a/R290 (79/21 by wt %)
R22/R114 (23/71 by wt %)
R22/R114 (48/52 by wt %)
R22/R114 (77/23 by wt %)
RI2/R152a (21/79 by wt %)
R12/R152a (88/12 by wt %)
R22/R114 (52/48 by wt %)
R22/R114 (37.7/62.3 mol %)

R290/R600a (50/50 and 60/40 by
wt %)

R290/R134a (45/55 by wt %)
R134a/R600a (80/20 by wt %)
R114/R113 (23/36 by wt %)
R290/R600 (48/52 by wt %)
R290/R600a (50/50 by wt %)

R-32/R-125/R-143a/R-134a (40/25/25/
10 by wt. %)

R290/R600a (20/80 by wt %)
R290/R600a (30/70 by wt %)
R290/R600a (40/60 by wt %)
R290/R600a (50/50 by wt %)
R290/R600a (60/40 by wt %)
R32/R134a (25/75 by wt %)
R32/R134a (50/50 by wt %)
R32/R134a (75/25 by wt %)
R290/R600a (25/75 by wt %)
R290/R600a (50/50 by wt %)
R290/R600a (75/25 by wt %)
R32/R125 (50/50 by wt %).

R290/R600/R600a (24.4/56.4/17.2 by
wt. %)

R32/R134a (26.5/73.5 by wt %)
R600a/R290 (60/40 by wt %)
R600a/R290 (70/30 by wt %)

Hammad and Alsaad [21]

Jung et al. [22]
Miyara et al. [23]
Chang et al. [24]
Choi et al. [25]

Tashtoush et al. [26]

Akash and Said [27]

Wongwises and Chimres

[28]

Wen and Ho [29]
Koyoma et al. [30]
Wen et al. [31]
Han et al. [32]

Park et al. [33]

Afroz et al. [34]

Xue et al. [35]

Chen and Yu [36]
Lee et al. [37]

R290/R600/R600a (50/38.3/11.7 by
wt %)

R290/R600/R600a (75/19.1/5.9 by
wt %)

R290/R600/R600a (25/57/17.5 by
wt %)

R290/R600a (60/40 by wt %)
R134a/R123 (50/50 by wt %-R410A)
R290/R600a (50/50 by wt %)

R32/R125/R134a (23/25/52 by wt %—
R407C)

R600/R290/R134a (35.71/35.71/28.58
by wt %)

R600/R290/R134a (31.25/31.25/37.5
by wt %)

R600/R290/R134a (27.78/27.78/44.44
by wt %)

R600/R290/R134a (25/25/50 by wt %)

R600/R290/R134a (22.73/22.73/54.54
by wt %)

R290/R600/R600a (30/55/15 by wt %—
LPG)

R290/R600 (60/40 by wt %)
R290/R600/R600a (70/25/5 by wt %)
R290/R600/R600a (50/40/10 by wt %)
R290/R600a (60/40 by wt %)

R290/R600/R134a (40/30/0/30 by
wt %)

R290/R600a/R134a (40/30/30 by
wt %)

R290/R600 (55/45 by wt %)
CO,/RE170 (90/10 by wt %)
R600/R290 (50/50 by wt %)

R32/R125/R134a (23/25/52 by wt %—
R407C)

R32/R125/R161 (15/34/51 by wt %)
R1270/R290 (20/80 by wt %)
R1270/R290 (50/50 by wt %)
R1270/R290 (80/20 by wt %)
R290/R152a (60/40 by wt %)
R290/R152a (71/29 by wt %)
R290/R152a (75/25 by wt %)
CO,/RE170 (39/61 by wt %)
CO,/RE170 (21/79 by wt %)
CO,/RE170 (95/5 by wt %)
CO,/RE170 (90/10 by wt %)
R32/R134a (30/70 by wt %)
R290/R600a (55/45 by wt %)
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Table 1 continued

Researcher Proposed mixture refrigerant

Mani and Selladurai [38]
Kim et al. [39]

Wau et al. [40]

Onaka et al. [41]

R290/R600a (63/32 by wt %)
CO,/R290 (75/25by wt %)
R152a/R125/R32 (48/18/34 by wt %)
CO4/RE170 (10/90 by wt %)
CO4/RE170 (25/75 by wt %)
R170/R290 (2/98 by wt %)
R170/R290 (4/96 by wt %)
R170/R290 (6/94 by wt %)
R170/R290 (8/92 by wt %)
R170/R290 (10/90 by wt %)
CO4/R290 (75/25 by wt %)
CO4/R290 (50/50 by wt %)
CO4/R290 (25/75 by wt %)
Zou et al. [44] R170/R290 (30/70 by wt %)
Dalkilic and Wongwises  R290/R600 (50/50 by wt %)
[45] R290/R600 (60/40 by wt %)
R290/R600 (70/30 by wt %)
R290/R600 (80/20 by wt %)
R290/R600a (40/60 by wt %)
R290/R600a (50/50 by wt %)
R290/R600a (60/40 by wt %)
R290/R600a (70/30 by wt %)
R290/R1270 (20/80 by wt %)
R290/R1270 (50/50 by wt %)
R290/R1270 (60/40 by wt %)
R290/R1270 (80/20 by wt %)
R290/R152a (60/40 by wt %)
R290/R152a (70/30 by wt %)
R290/R152a (80/20 by wt %)
R32/R134a (30/70 by wt %)
R125/R134a/R143a (44/4/52)
R290/R600 (40/60 by wt %)
CO,/R290 (83.2/16.8 by wt %)
CO,/R290 (70/30 by wt %)

Park and Jung [42]

Cho et al. [43]

Dalkilic and Wongwises
[45] (cont.)

Kabul et al. [46]
Yoon et al. [47]
Grauso et al. [48]

m, = GA (4)

The coolant flow rate (m.) is obtained from the heat
rejection duty (Q.) as follows:

Qc == rhc Ahc (5)
The number of tubes (N,) is determined from Eq. (6). It

should be noted that the rounding process may be applied
to the number of tubes according to its calculated value.

Iﬁc = tht/Np (6)

The Reynolds number of water inside the tubes is shown in
Eq. (7). Its value was over 10,000 for all working
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conditions, so the flow is determined to be turbulent. Eq.
(8) was proposed by Gnielinski’s [49] correlation for
turbulent flow conditions as the Nusselt number and used
in the analyses.

Gd;
Re] = . (7)

(£/2)(Re; — 1000) Pry
L 12.7(F/2) e )

(8)

where the Fanning friction factor is expressed as follows:
f = [1.58In(Re;) — 3.28] 2 (9)
The heat transfer coefficient of water (h;) is obtained from
the Nusselt number:

_ hid;

Nu = K (10)

The Nusselt number increases with increasing Reynolds
numbers, in other words, the convective heat transfer
coefficient of water increases with the increasing in-tube
fluid velocity due to the increase in heat transfer. The
Fanning friction factor decreases with increasing mass flux.
The increase in mass flux will increase the fluid velocity
and flow turbulence. This will enable both high heat
transfer performance and high pressure drop.

2.2 Shell-side condensing calculations

The bulk temperature of the refrigerant can be assumed to
be equal to the refrigerant’s condensing temperature to
determine the physical properties.

The refrigerant flow rate (mg) is determined from the
heat balance for the coolant and refrigerant:

Q. = Qr (11)
chhc = mRAhR (12)
The shell-side condensing heat transfer coefficient was
proposed by Dhir and Lienhard [50] and modified with the

coefficient of N by Incropera and DeWitt [51] and
calculated from Eq. (13) as follows:

1/4
g(p — pg)plAhglﬂ (13)

h, = 0.729
° [ 1 ATNd,

where the number of tubes in the vertical direction (N) in
Eq. (13) is determined by the arrangement as shown in
Figs. 1 and 2 for the staggered (square) and line
(triangular) pitches. The temperature difference (AT) is
found from Eq. (14), and it should be noted that the wall
temperature (T,,;) is assumed and tested during further
calculations in this section.
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(b) Line pitch

Fig. 1 Tube configuration for two pass shell and tube condenser
plotted with 1/25 scale in mm

AT = (Tsat - Twall) (14)

2.3 Dimensions of the condenser

The overall heat transfer coefficient is determined from Eq.
(15) for the condition of being either clean or dirty. Rg and
Ry, should be omitted for clean tubes.

-1

o TRy roln(ry/ri) 1
Rio + — 15
hiI‘i I kt t R+ ho ( )

Up =

The logarithmic mean temperature difference (LMTD)
and the mean temperature difference (AT,,) are calculated
as follows:

AT, — AT Th —T¢1) — (Th — T¢
LMTD — 1 - 2 _ ( h 1) ( h 2) (16)
In AL In (Ty—Te1)
AT, T T
AT = LMTDXF (17)

where the correction factor (F) is 1 for a condenser.
The heat transfer surface area of the condenser (A,) is
calculated from the heat transfer rate in Eq. (18) as:

(b) Line pitch

Fig. 2 Tube configurations for four-pass shell and tube condenser
plotted with 1/25 scale in mm

Q. = UyAoATh (18)

where the tube length is obtained from Eq. (19). It should
be calculated separately for either clean or dirty tubes or
staggered or line pitches.

A, = Nymd, L (19)

The shell diameter (d;) is estimated assuming C, = 1.1,
CL =1, and PR = P/d; in Eq. (20). It should be also
checked by the tube arrangement figures as shown in
Figs. 1 and 2.

4, = Cay/(CL/25) (A/L) (PRY4, (20)

The temperature difference (AT) in Eq. (14) is also
recalculated from Eq. (21). The same value of AT should
be obtained for staggered or line pitches separately,
including clean and dirty tubes, by means of a trial and
error method using a computer program.
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Fig. 3 Tube lengths versus (a) 18
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0 2di

2.4 Water-side pressure drop

The water-side pressure drop for all the tubes is determined
from Eq. (22) as follows:
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where the friction factor is defined in Eq. (9) for the tur-
bulent flow conditions in the tubes.

The fluid has an extra loss because of sudden expansions
and contractions during a return [52].
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Table 2 A case study for the conditions of dj = 12.57 mm, N, = 2, Tey,p = —10 °C, Q. = 91.92 kW (Line pitch with fouling factor)
Tube side Shell side
Refrigerant T ; Teo U N b Refrigerant Ty cona m L h, U, W,
0y (°C)  (msTh (W m™K™ 0 kgs™) (m)  (Wm?K) Wm?K) (W)
Water 25 30 1 72 5,110.8 R290 40 0.299 2.78 1,156.71 744.29 49.16
Water 25 30 1.5 48 7,305.02 R290 40 0.299 3.86 11,1964 806.03 126.92
Water 25 30 2 36 9,379.99 R290 40 0.299 4.81 1,259.47 861.67 249.94
Water 25 30 2.5 28 11,374.14 R290 40 0.299 5.77 1,352.21 923.81 429.55
Water 25 30 3 24 13,307.92 R290 40 0.299 6.19  1,499.53 1,006.35 638.56
Water 25 30 1 72 5,110.8 R600 40 0.266 2.6 1,286.87 967.29 47.29
Water 25 30 1.5 48 7,305.02 R600 40 0.266 3.6 1,330.02 1,070.24 121.4
Water 25 30 2 36 9,379.99 R600 40 0.266 448 1,399.5 1,164.42 238.3
Water 25 30 2.5 28 11,374.14 R600 40 0.266 5.384 1,502.51 1,271.93 408.58
Water 25 30 3 24 13,307.92 R600 40 0.266 5.77 1,666.31 1,419.16 607.19
Water 25 30 1 72 5,110.8 R600a 40 0.295 2.91 1,083.44 713.26 50.42
Water 25 30 1.5 48 7,305.02 R600a 40 0.295 4.03 1,121.23 771.2 130.6
Water 25 30 2 36 9,379.99 R600a 40 0.295 5.04 1,180.44 823.93 257.73
Water 25 30 2.5 28 11,374.14 R600a 40 0.295 6.04  1,267.38 883.41 443.59
Water 25 30 3 24 13,307.92 R600a 40 0.295 6.46 1,405.4 963.06 659.56
Water 25 30 1 72 5,110.8 R125 40 1.001 3,55 810.94 584.06 57.08
Water 25 30 1.5 48 7,305.02 R125 40 1.001 496 841.13 627.48 150.12
Water 25 30 2 36 9,379.99 R125 40 1.001 6.06 9134 684.29 294.02
Water 25 30 2.5 28 11,374.14 R125 40 1.001 7.44 9519 717.63 517.73
Water 25 30 3 24 13,307.92 R125 40 1.001 7.941 1,054.84 784.43 770.7
AP — 4NppUpp (23) shell-and-tube and plate heat exchangers may be consid-
r 2 erable in comparison to the capital cost. The other costs of

The total pressure drop is the sum of the pressure in the
tube (Eq. 22) and due to returns (Eq. 23).

APy = AP, + AP, (24)

The fluid pumping power (P) is proportional to the
pressure drop in the fluid across a heat exchanger and
shown in Eq. (26) as:

~ mAP

w
P pny

(25)
where n,, is the pump efficiency, assumed to be 0.85.

It should be noted that details of this procedure can be
found in Kakac [53].

2.5 Cost analysis

According to Shah and Sekulic [54], the lifetime costs of a
heat exchanger—in other words, the overall total cost—
may be grouped as the capital, installation, operating, and
disposal costs. The costs related to design, materials,
manufacturing (machinery, labor, and overhead), testing,
shipping, installation, and depreciation are included in the
capital (total installed) cost. The installation cost of some

heat exchangers associated with fluid pumping power, a
warranty, insurance, maintenance, repair, cleaning, lost
production/downtime caused by failure, energy costs rela-
ted with utilities (steam, fuel, and water) are included in the
operating cost. The cost estimation sometimes may be hard
to determine, so the best estimates are made at the design
stage [54]. This information shows the importance of the
design process for heat exchangers. The unit cost value of
Cya in Eq. (26) was obtained from Shah and Sekulic [54]
according to the calculated UA values of the operating
conditions in the case studies.

Cost = Cya (—Af[]‘ ) (26)

3 Results and discussion

The costs of evaporators, condensers, and other heat
exchangers comprise approximately 30 % of the total cost
of a thermal power plant. These costs are significant in
applications where heat exchangers should have very large
surface areas due to their low logarithmic mean tempera-
ture differences. Many techniques have been investigated
in recent years to improve heat transfer to reduce the sizes
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Fig. 4 a Pressure drop versus
overall heat transfer coefficient
b Cost versus pumping power
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and costs of these heat exchangers as a solution to the cost
problem. In this paper, a simple parametric analysis is
given in terms of the use of alternative refrigerants. The
thermodynamics and transport properties of the blend
refrigerants were evaluated with the REFPROP computer
program, version 6.01 [55]. It should be noted that this
analysis is applied when condensate does not flood any
tubes. In general, refrigerant is first determined based on
system’s operating conditions. And then, optimal design of
each component is made. In this work, however, the order
is reversed. A condenser design is made and then refrig-
erant is selected which can best fit to this condenser.
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W, (kW)

R12, R290, R600, R32, R152a, R134a, R600a, R125,
and R22, and their mixtures of R290/R600 (40/60 by
wt %); R125/R134a/R143a (44/4/52); R290/R600a (40/60
by wt %); R290/R1270 (20/80 by wt %); R170/R290 (30/
70 by wt %); CO,/R290 (50/50 by wt %); R152a/R125/
R32 (48/18/34 by wt %); R32/R134a (30/70 by wt %); and
R290/R152a (75/25 by wt %) are used as shell-side con-
densing hot refrigerants, while cooling water is used as the
in-tube cold-side fluid in the investigated condenser. The
evaporation temperature of the refrigerants was taken as
constant at —10 °C, the condensing temperatures were
varied from 35 to 55 °C, and the water-side conditions
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were the same for all investigated conditions. Specifically,
from Figs. 3 to 5, the operating conditions include in-tube
water velocities ranging from 1 to 3 m s~ with various
tube numbers changing according to tube pass numbers for
a constant condensing temperature of 40 °C in shell side,
and from Figs. 6 to 9, it has a constant in-tube water
velocity of 1.5 m s™' with a constant tube numbers 24 for 1
pass design, 48 for 2 pass design and 96 for 4 pass design
for different condensing temperatures varying from 35 to

55 °C. It should be noted that all calculations were per-
formed for a constant cooling load of 91.92 kW.

The process of developing a new refrigerant started with
the use of chlorofluorocarbons (CFCs) such as R12
(GWP = 8,500, ODP =1) and R22 (GWP = 1,700,
ODP = 0.05) in the 1980s, as shown in Table 1. In the
1990s, the mixtures were obtained using hydrochloroflu-
orocarbons (HCFCs) and hydrocarbons (HCs) such as
R134a (GWP = 1,300, ODP = 0), R290 (GWP = 20,
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Fig. 6 Convective heat transfer (a) 3000
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ODP = 0), and R600a (GWP = 20, ODP = 0). Since the
2000s, refrigerant blend studies have addressed mostly
pairs of hydrocarbons (HCs) such as R290, R600
(GWP = 0.1, ODP = 0), R600a, R32 (GWP = 0.11,
ODP = 0), and R1270 (GWP = 3, ODP = 0) due to their
low global warming potential (GWPs) and ozone depleting
potential (ODPs). In the near future, CO, (GWP =1,
ODP = 0) is expected to be employed in mixture studies.
Ammonia (NH3) (GWP = 0, ODP = 0) is also a refrig-
erant considered for enhancement by new compositions. It
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Th,cond (OC)

has far better heat transfer and pressure drop characteristics
compared to HFCs. In this study, the selected refrigerant
mixtures, listed Table 1, have been associated with the
latest trends in the literature since 2007.

Table 2 describes a case study of pure refrigerants to
determine the shell-side flow rates, tube lengths, shell-side
convective heat transfer coefficients, overall heat transfer
coefficients, and pumping powers for various in-tube fluid
velocities ranging from 1 to 3 m s™', a constant cooling
load of 91.92 kW, and 1 shell-2 tube pass design. R290,
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R600, and R600a seem to have the shortest tube lengths
and pumping powers, according to the table. These results
prove their high efficiency and wide usage as optimum
refrigerants.

Figure 3 shows the alteration of tube length and pure
refrigerant flow rate in the shell side of the condenser
according to the staggered or line tube arrangements and
tube pass numbers 1 and 4. The desirable specification for
the refrigerant is to have a short tube length and low flow
rate in these figures. R32, R600, R600a, and R152a seem to

fulfill this requirement, according to Fig. 3. A high tube
pass number reduces the tube length as expected. This
figure also shows the importance of the use of errors in the
calculations. It should be also noted that the visual differ-
ences in the arrangements with tube pass numbers can be
seen clearly in Figs. 1 and 2.

Figure 4 shows some of the important parameters of the
condenser with respect to the selection of the optimum
refrigerant. The differences in the physical properties of the
investigated refrigerants affect the pressure drop of cooling

@ Springer



194 Heat Mass Transfer (2014) 50:183-197
Fig. 8 Overall heat transfer (a)
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water in-tube, and all of them have different total pressure
drop values as aresult, as shown in Fig. 4a.R32, R600, R600a,
and R152a seem to have lower pressure drop values in com-
parison to the others for a constant cooling load. It is also seen
that increasing tube pass numbers increase the pressure drop,
as anticipated and shown in Fig. 4a. It can also be seen that
total pressure drop of water increases with increasing overall
heat transfer coefficient, in other words, decreasing con-
densing temperatures in shell side for constant in-tube water
side conditions. The cost of the condenser increases with
increasing pumping power, as shown in Fig. 4b. Hydrocarbon
refrigerants (HCs) showed similar results.
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Phase transitions are accompanied by changes in
enthalpy and entropy. Because phase changes generally
occur at constant pressure, the heat can be described by a
change in enthalpy. Figure 5 shows the phase change
enthalpies of the pure and blended refrigerants according to
various condensing temperatures ranging from 35 to 55 °C.
It can be seen from this figure that most of the refrigerant
mixtures show improvement in the value of the phase
change enthalpy compared to their base refrigerants. For
instance, the mixture of R290/R600 (40/60 by wt.) has
higher phase change enthalpy than R290 and slightly lower
phase change enthalpy than R600 according to this figure.
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Figure 6 shows the alteration of the convective heat
transfer coefficients of pure (a) and blended (b) refrigerants
in the shell side of the condenser for a constant evaporation
temperature of —10 °C and various condensing tempera-
tures ranging from 35 to 55 °C. The figure shows that
blended refrigerants did not have higher convective heat
transfer coefficients than the pure refrigerants.

Figure 7 illustrates the difference in the pumping power
results in terms of the tube arrangement (two or four pass
design) and number or tubes (48 and 96) according to the
flow rates of the blended refrigerants flowing in the shell
side of the condenser. As expected, a four pass condenser

has more tubes and requires more pumping power than a
two pass condenser for a constant cooling load.

Figure 8 depicts the alterations of the overall heat
transfer coefficients and the calculated tube lengths for
different tube arrangements in the condenser. In spite of the
fact that a four pass condenser has slightly lower overall
heat transfer coefficients, they have a significant reduction
in the tube length.

Figure 9 reveals the cost of the condensers designed as
two and four pass systems according to the calculated total
pressure drops in-tube. The two pass condenser has higher
cost values than the four pass designed condenser and
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lower pressure drops. The R125/R134a/R143a (44/4/52 by
wt %) mixture has the minimum cost values regarding with
the manufacturing of its condenser in spite of its high
pressure drop values. Besides, the same refrigerant hasn’t
got the lowest required tube length and highest overall heat
transfer coefficient in Fig. 8. These kinds of results can be
obtained from previous figures, and this situation shows the
necessity of finding the optimum refrigerant for efficient
and effective condenser designs. Moreover, R290/R600
(40/60 by wt %) proposed by Yoon et al. [47], R152a/
R125/R32 (48/18/34 by wt %) proposed by Wu et al. [40]
and R32/R134a (30/70 by wt %) proposed by Dalkilic and
Wongwises [45] can be considered as the optimum blend
refrigerants with their high convective heat transfer coef-
ficients in Fig. 6b, moderate pumping powers in Fig. 7 and
low pressure drops in Fig. 9. It should be noted that the
determination of the most proper refrigerant depends on the
needing and aims of the systems.

4 Conclusion

The analyses include the important parameters of the
condenser such as its basic geometry, flow rate, pressure
drop, and pumping power to increase heat transfer, reduce
pumping power, and reduce condenser size using alterna-
tive refrigerants in comparison to those required for their
pure base refrigerants for a constant heat duty.
Hydrocarbon refrigerants and blended refrigerants are
found to be reasonable alternatives to the older ones and
optimum refrigerants, according to the analyses. Blends
have the advantage of modifying the composition to meet
various temperature demands. Their negative attributes,
such as toxicity, flammability, and oil miscibility, can be
reduced by influencing the composition. Therefore, they
have greater use nowadays and investigation of them will
not stop in the future due to the problems of global
warming and ozone depletion. In particular, the use of
zeotropic mixtures requires greater attention due to the
change in their physical properties in case of leakage.
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Abstract The heat transfer characteristics of the refrigerant
HFC-134a are investigated, such as convective heat trans-
fer coefficient and pressure drop during evaporation inside
a vertical smooth and five pieces of corrugated tube, using
experimental data with the aim of numerically determining
the best artificial intelligence method. The double tube test
sections are 0.5 m long with refrigerant flowing in the inner
tube and heating water flowing in the annulus. Input of the
ANNs are the 14 numbers of dimensional and dimensionless
values of test section, such as mass flux, heat flux, temper-
ature difference between the tube wall and saturation tem-
perature, average vapour quality, evaporating temperature,
two-phase friction factor, two-phase multiplier, liquid and
vapour Reynolds numbers, Bond number, Froude number,
Weber number, depth of corrugation and helix angle for the
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tested corrugated tubes, whereas the outputs of the ANNSs are
the experimental condensation heat transfer coefficient and
measured pressure drop from the analysis. The evaporation
heat transfer characteristics of R134a are modelled to decide
the best approach, using several ANN methods such as multi
layer perceptron (MLP) and radial basis networks (RBFN).
The performance of the method of MLP with 10-5-1 archi-
tecture and RBFNs with the spread coefficient of 100,000
and a hidden layer neuron number of 200 were found to be
in good agreement, predicting the evaporation heat transfer
coefficient and pressure drop. Dependency of outputs of the
ANNSs from input values is investigated and new ANN-based
heat transfer coefficient correlations are developed as a result
of the analyses.

Keywords Evaporation - Boiling -
Heat transfer coefficient - Pressure drop - Modeling -
Neural network
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Abbreviations

A Surface area, m?

ANFIS Adaptive neuro—fuzzy inference system
ANN Artificial neural network

Bo Bond number

CHF Critical heat flux

cp Specific heat, T kg~! K~!

d Internal tube diameter, m

E Error

EHD Electro hydrodynamic

f Friction factor

Fr Froude number

G Mass flux, kg m2 g1

GA Genetic algorithm

GRNN  Generalized regression neural network
h Heat transfer coefficient, W m—2 K~!
HFC Hydro fluorocarbons

1 Input

i Enthalpy, J kg~!

ifg Latent heat of condensation, J kg~!
k Thermal conductivity, W m~! K!
L Length of test tube, m

m Mass flow rate, kg g1

MLP Multi-layer perception

N Element number

N/ ith  Neuron of jth hidden layer

0 Output

P Pressure, N m—2

AP Pressure drop, N m—2

R Refrigerant

Re Reynolds number

RBFN  Radial basis networks

S Slip ratio

sp Spread coefficient

0] Heat transfer rate, W

q Heat flux, kKW m—2

T Temperature, °C

AT Temperature difference, K

X Average vapor quality

X Lockhart—Martinelli parameter

We ‘Weber number
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Greek Symbols

golz Two-phase multiplier
«  Void fraction
Density, kg m—>

e
w  Dynamic viscosity, kg m~! 57!
o Surface tension, N m~!
Subscripts

avg Average

calc Calculated

eq  Equivalent

exp Experimental

F Frictional term

g Gas/vapor

G Gravitational term

i Number of test data
in Inlet
l Liquid

M Momentum term
ph  Preheater

1) Outlet

ref  Refrigerant

sat  Saturation

TS  Test section

tp Two-phase

w Water

wi Wall inside

1 Introduction

The thermal performance of heat transfer equipment can
be improved using heat transfer enhancement techniques.
The rough surface technique is one of them that usually
involves surface modification to promote turbulent flow and
increases the heat transfer surface area. Normally, smooth
tubes are replaced by corrugated tubes in many heat exchang-
ers to increase the heat transfer rate by mixing and also
limiting the fluid boundary layers close to the heat transfer
surfaces. Moreover, they can promote two-phase heat trans-
fer enhancement. Some of works regarding the heat transfer
and flow characteristics of corrugated tubes are summarised
below.

Nozu et al. [1,2] investigated local heat transfer and pres-
sure gradients in pure R-114, R-113 and a zeotropic refrig-
erant mixture during condensation in a tube-in-tube heat
exchanger. The results showed that the frictional pressure
gradient data and measured heat transfer data were approxi-
mately 11 and 13 %, respectively. Dong et al. [3] investigated
turbulent friction and heat transfer characteristics of four spi-
rally corrugated tubes with various geometrical parameters.
Water and oil were used as the working fluid. Their results
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showed that the heat transfer coefficient enhancement varied
from 30 to 120 %, while the friction factor increased from 60
to 160 % when compared with a smooth tube. One of most
productive studies has been performed by Zimparov [4]. The
heat transfer enhancement of a combination of three-start
spirally corrugated tubes with a twisted tape was investi-
gated. Two three-start spirally corrugated tubes combined
with five twisted tape inserts with different relative pitches
were employed as the test section. The results showed that
the friction factor and heat transfer coefficients of three-start
spirally corrugated tubes with a twisted tape were signifi-
cantly higher than those of a smooth tube under the same
operating conditions. Zimparov [5] presented the heat trans-
fer enhancement using a combination of single-start spirally
corrugated tubes with a twisted tape. The friction factors and
inside heat transfer coefficients obtained from these tubes
were higher than those obtained from the smooth tube under
the same conditions. In addition, Zimparov [6,7] applied a
simple mathematical model to predict the friction factors and
heat transfer coefficients in a spirally corrugated configura-
tion combined with twisted tape inserts flowing in the tur-
bulent flow regime. The calculated friction factors and heat
transfer coefficients were compared with the experimental
data. The results showed that the agreement between the pre-
dicted and experimental data was fairly good.

Existing numerical studies on the subject of in-tube evap-
oration and boiling in the literature are summarised briefly
in the following paragraphs.

Nafey [8] proposed a new method using artificial neural
networks (ANN) to predict the critical heat flux (CHF) for a
steam—water mixture flowing in pipes. The testing processes
is performed by means of a large volume of experimental
data. The algorithm of Levenberg—Marquardt was used in the
analysis of ANN. Accuracy of the validation was good and a
new correlation was proposed to determine the CHF. Wang
et al. [9] developed a generalised neural network correlation
for boiling heat transfer coefficient of R22 and its alterna-
tive refrigerants R134a, R407C and R410A, inside horizon-
tal smooth tubes. The input of the neural network analysis
was selected from four kinds of dimensionless parameter
groups while the Nusselt number was used as the output. As
aresult of the analysis, the input parameter group based on the
Gungor—Winterton correlation was found to be better than the
other three groups. Scalabrin et al. [10] investigated the flow
boiling inside horizontal smooth tubes for mixtures and pro-
posed a new modelling method based on ANN for heat trans-
fer. They extended their former study [11], which was about
the same topic using pure fluids in smooth tubes, to mixtures.
Their new numerical method was stated to be better than the
conventional methods with regard to its accuracy. Wongwises
and Disawas [12] experimentally investigated the two-phase
heat transfer coefficient characteristics of HFC-134a evapo-
rating under forced flow conditions inside a smooth horizon-

tal tube. Different from most previous studies, the present
experiments have been performed with lubricating oil in the
refrigerant loop at high flow rate and high heat flux condi-
tions. The effects of heat flux, mass flux, evaporation pres-
sure and lubricating oil on the convection heat transfer coeffi-
cients were discussed. Sripattrapan and Wongwises [13] pre-
sented the results of simulations using a two-phase separated
flow model to study the heat transfer and flow characteris-
tics of refrigerants during evaporation in a horizontal tube.
A one-dimensional annular flow model of the evaporation of
refrigerants under constant heat flux was developed. Their
proposed model is used to predict the variation of the tem-
perature, heat transfer coefficient and pressure drop of vari-
ous pure refrigerants flowing along a horizontal tube. Wong-
wises and Polsongkram [14] investigated the two-phase heat
transfer coefficient and pressure drop of HFC-134a during
evaporation inside a smooth, helically coiled concentric tube-
in-tube heat exchanger. New correlations for the convection
heat transfer coefficient and pressure drop were proposed for
practical applications. Kaew-On and Wongwises [15] inves-
tigated the evaporation heat transfer coefficient and pressure
drop of R-410A flowing through a horizontal aluminium rec-
tangular multiport mini-channel of 3.48 mm hydraulic diam-
eter. Their analysis showed that the average heat transfer
coefficient of R-410A during evaporation tended to increase
with increasing average quality, mass flux and heat flux,
but tended to decrease with increasing saturation tempera-
ture. The pressure drop increased with increasing the mass
flux, but decreased with increasing the saturation tempera-
ture, and the heat flux has no significant effect on the pressure
drop. Posew et al. [16] investigated the heat transfer enhance-
ment using the electrohydrodynamic (EHD) technique dur-
ing evaporation inside horizontal smooth and micro-fin tubes.
The test section was a counter-flow concentric tube-in-tube
heat exchanger with R-134a flowing inside the inner tube
and heating water flowing in the annulus. The maximum heat
transfer enhancement ratios were 1.25 and 1.15 for smooth
tube and micro-fin tube, respectively. Laohalertdecha and
Wongwises [17] investigated the effects of corrugation pitch
on the evaporation of R-134a flowing inside horizontal cor-
rugated tubes. The effects of average vapour quality, equiva-
lent Reynolds number and corrugation pitch were discussed.
Differently from most previous studies, Aroonrat and Wong-
wises [18] studied the heat transfer and friction character-
istics of the pure refrigerant HFC-134a during evaporation
inside a vertical corrugated tube. The effects of heat flux,
mass flux and evaporation temperature on the heat transfer
coefficient and two-phase friction factor were also discussed.
It is found that the percentage increases of the heat transfer
coefficient and the two-phase friction factor of the corru-
gated tubes compared with those of the smooth tube were
approximately 0—10 and 70-140 %, respectively. Balcilar
et al. [19] investigated the best artificial intelligence method

@ Springer



1274

Arab J Sci Eng (2014) 39:1271-1290

to estimate the measured convective heat transfer coefficient
and pressure drop of R134a flowing downward inside a verti-
cal smooth copper tube using several ANN methods, such as
multi layer perceptron (MLP), radial basis networks (RBFN),
generalised regression neural network (GRNN) and adap-
tive neuro-fuzzy inference system (ANFIS). Colorado et al.
[20] developed a physical-empirical model to investigate
heat transfer of helical coil in oil and glycerol/water solu-
tion. They benefited from an artificial neural network (ANN)
model working with equations of continuity, momentum and
energy in each flow to have a reliable the natural convec-
tion heat transfer correlations. As a result of their analyses,
it was found that saving time and improving general system
performance were achieved using ANN.

Despite worthwhile experimental studies in the literature,
relatively little information is currently available on numer-
ical work such as ANN analysis on the evaporation heat
transfer and flow characteristics in smooth and corrugated
tubes. As mentioned previously, it is evident that the corru-
gated tubes have greater heat transfer potential than smooth
tubes. As a consequence, in the present study the main con-
cern is to fill this gap in the literature. The results for the
solution of neural network analysis on the evaporation two-
phase heat transfer coefficient and pressure drop, which have

never before appeared in open literature, are presented. The
large amount of measured data obtained from the experimen-
tal study regarding the convective heat transfer coefficient
and pressure drop are compared with the results from ANN
methods such as MLP and RBEN. In addition to this, the
effect of input parameters (mass flux, heat flux, the temper-
ature difference between the tube wall and saturation tem-
perature, average vapour quality, evaporating temperature,
two-phase friction factor, two-phase multiplier, liquid and
vapour Reynolds numbers, Bond number, Froude number,
Weber number, depth of corrugation and helix angle for the
tested corrugated tubes) on the output parameters (convective
heat transfer coefficient (h), pressure drop (A P)) is shown
and discussed as a primary study on this subject in the litera-
ture. Moreover, correlation development study is performed
to calculate the evaporation heat transfer coefficient using the
most effective input parameters and the measured pressure
drop values.

2 Experimental Apparatus and Method

A schematic diagram of the test apparatus is shown in Fig. 1.
The refrigerant loop consists of a pre-heating loop, test sec-

Fig. 1 Schematic diagram of experimental apparatus (from Aroonrat and Wongwises [18], with permission from Elsevier)
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Fig. 2 Schematic diagram of
the test section (from Aroonrat
and Wongwises [ 18], with
permission from Elsevier)

tion, heating loop and chilling loop. For the refrigerant circu-
lating loop, liquid refrigerant is forced by a gear pump which
can be adjusted to the flow rate using an inverter. The refrig-
erant then passes in series through a filter/dryer, a refrigerant
flow meter, a pre-heater, and a sight glass and enters the
test section. The pre-heater controls the inlet quality before
entering the test section. It consists of a spiral counter-flow
tube-in-tube heat exchanger which is designed to supply heat
to prepare an inlet quality for the vaporization of the refrig-
erant. Leaving the test section, the refrigerant vapour then
condenses inside a sub-cooler and is collected in a receiver.
After leaving the chilling loop, the refrigerant returns from
a two-phase refrigerant to a sub-cooled state. Eventually, the
refrigerant returns to the refrigerant pump to complete the
cycle.

Details of the test section are shown schematically in
Fig. 2. The test section is a vertical counter-flow double
tube heat exchanger with refrigerant flowing downward in
the inner tube and heating water flowing upward in the annu-

lus. The test sections are one smooth tube and five corrugated
tubes, which are made from copper. The inner diameter and
outer diameter of the inner tube are 8.7 and 9.52 mm, respec-
tively. The length of the test section is 500 mm. Figure 3
shows a sketch and a photograph of a corrugated tube. The
dimensions of the test section and the range of experimen-
tal conditions tested are listed in Tables 1 and 2, respec-
tively. T-type thermocouples are installed at the inlet and
outlet of the test section to measure the saturation temper-
ature of the refrigerant. Similarly, the differential pressure
transducer is installed to measure the pressure drop across
the test section. The length between the pressure taps is
850 mm. There are 10 thermocouples located at five posi-
tions along the test section. All of the wall thermocouples
are fixed with special glue having low thermal conductivity.
The test section is insulated with rubber foam with a thermal
conductivity of 0.04 W/mK. All of the thermocouples are
well calibrated by standard thermometers with a precision
of 0.1 °C. The refrigerant flow meter is a variable area type

@ Springer



1276

Arab J Sci Eng (2014) 39:1271-1290

Fig. 3 Sketch (a) and photograph (b) of helically corrugated tube (from
Aroonrat and Wongwises [ 18], with permission from Elsevier)

and is specially calibrated in the range of 0.2-3.4 LPM for
R-134a by the manufacturer, as is the differential pressure
transducer.

In the experiments, the inlet quality of the test section
is varied by small increments. The imposed heat flux, mass
flux and saturation temperature are kept constantly at the
desired values. The system is allowed to approach a steady
state before any data are recorded. During experiments, the
temperature and pressure are continuously recorded along the
test section by the data acquisition system. The uncertainties

Table 1 The dimensions of the test sections

of measured quantities and calculated parameters, which are
calculated from the root mean sum square method, are shown
in Table 3.

3 Data Reduction and Experimental Uncertainty

The data reduction of the measured results can be analysed
as follows:

3.1 The Inlet Vapour Quality of the Test Section (Xts.in)

X o = L0~ €Trsm )
Hg@Trs in

where i@ty ;, 1S the enthalpy of the saturated liquid based
on the temperature of the test section inlet, Ifg@Trg.in is the
enthalpy of vaporisation based on the temperature of the test
section inlet, iTg in is the refrigerant enthalpy at the test sec-
tion inlet and is given by

ITS,in = Iph,in + %, (2

Myef

where iph in is the inlet enthalpy of the liquid refrigerant
before entering the pre-heater, m is the mass flow rate of the
refrigerant and Qpy, is the heat transfer rate in the pre-heater:

Oph = Mw,phCp,w(Tw,in = Tw.0)ph )

where my, pp is the mass flow rate of the water entering the
preheater, ¢, is the specific heat of water and (Ty in —
Tw,0)ph is the temperature difference between inlet and outlet
positions of the preheater.

3.2 The Outlet Vapour Quality of the Test Section (Xts o)

ITS,0 — l1@Trs,
X180 = —, 4)
lfg@TTS.o
where its , is the refrigerant enthalpy at the test section out-
let, ii@Tyg, 18 the enthalpy of the saturated liquid based on

Parameters Smooth tube Corrugated Corrugated Corrugated Corrugated Corrugated
tube (A) tube (B) tube (C) tube (D) tube (E)

Outer diameter (mm) 9.52 9.52 9.52 9.52 9.52 9.52

Inner diameter (mm) 8.7 8.7 8.7 8.7 8.7 8.7

Length of test section (mm) 500 500 500 500 500 500

Inside tube area (mm?) 13,665.9 14,514 14,938.1 15,362.1 15,951.4 16,582.8

Pitch of corrugation (mm) — 12.7 12.7 12.7 8.46 6.35

Depth of corrugation (mm) - 0.5 0.75 1 1 1

Helix angle (°) — 53.875 53.875 53.875 64.07 69.95
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Table 2 Experimental conditions

Controlled variable Range
Refrigerant R134a

Test tube material Copper
Evaporating pressure, Psy¢(bar) 4.14,4.88,5.71
Evaporating temperature, Tgy (°C) 10, 15, 20
Mass flux, G (kgm~=2s~!) 200, 300, 400
Heat flux, ¢ (kW m~2) 19.91-30.64
Temperature difference, AT = Tyi — Tsar, K 4.27-8.01
Average vapor quality, x 0.14-0.86

Table 3 Uncertainties of measured quantities and calculated parame-

ters

Parameter Uncertainty
Temperature, (T °C) +0.1
Pressure drop, AP (kPa) +0.37
Mass flow rate of refrigerant, mer (%) +2 Full scale
Heat transfer rate of test section, Qs (%) +15.01
Heat transfer rate of pre-heater, Qpn (%) +10.04
Average heat transfer coefficient, hexp (%) +15.01
Two-phase friction factor, fi, (%) +13.52
Average quality, x (%) +7.63
Equivalent Reynolds number, Reeq (%) +6.03

the temperature of the test section outlet, and ifg@Trg , 1S the
enthalpy of vaporisation. The outlet enthalpy of the refriger-
ant flow is calculated as follows:

OTs

s
Mref

®)

ITS,0 = ITS,in +

where the heat transfer rate, Qts, in the test section is
obtained from

Tw,o)TSe (6)

where my,,Ts is the mass flow rate of the water entering the
test section, and (T, in — Tw.o)Ts 1S temperature difference
between the outlet and inlet position of the test section.

Ots = mw,TSCp,w(Tw,in -

3.3 The Average Heat Transfer Coefficient

Ots
hexp Awi(Twi - ref,sat) (7)
where hexp is the experimental average heat transfer coeffi-
cient, Qs is the heat transfer rate in the test section, Ty is
the average temperature of the inner wall, Tref st 1S the aver-
age temperature of the refrigerant at the test section inlet and
outlet, and A is the inside surface area of the test section:

Ayi = mdL (8)

where d is the inside diameter of the test tube, and L is the
length of the test tube.

3.4 Calculation Procedure for the Generalised Artificial
Neural Networks (ANNs) Model

An ANN is an information-processing system that has cer-
tain performance characteristics in common with biologi-
cal neural networks. ANNs have been developed as gener-
alisations of mathematical models of human cognition or
neural biology, based on the assumptions that (1) information
processing occurs at many simple elements called neurons,
(2) signals are passed between neurons over connection links,
(3) each connection link has an associated weight, which, in
a typical neural net multiplies the signal transmitted, and
(4) each neuron applies an activation function (usually non-
linear) to its net input (sum of weighted input signals) to
determine its output signal [21].

ANNS are such factors that can utilize machine learning
for the duty of considered necessary mapping of the inputs
to the outputs. A dataset is divided into three parts such
as training, testing and validation. ANNs determine a func-
tion between the inputs and outputs generalizing the training
group. The success of this group is calculated using the test
group. The training duration of ANNs is determined by the
validation group. When the training group has over fitting as
a result of long time training, ANNs memorize the training
group and its success on the test group reduces. The optimum
point for the stop of training is determined using validation
group.

As the ANNSs are one of the most commonly used and
developed models to investigate the relationship between
linear or non-linear input—output patterns, they try to gen-
eralise the training group and then estimate the test group.
Performance of ANNs is measured by the success of the
prediction. There are many described ANN types and their
architectures (different size of layers, neuron numbers and
spread coefficients) related to function approximation in the
literature. The most known methods are multi layer percep-
tron (MLP), radial basis functions networks (RBFN), gen-
eralised regression neural networks (GRNN) and artificial
neural fuzzy inference system (ANFIS) which is the combi-
nation of fuzzy logic decision systems and ANNs. Schematic
diagrams of artificial intelligence models used in the analysis,
obtained by Matlab software [22], are shown in Fig. 4.

3.4.1 Multi Layer Perceptron (MLP)

An artificial neuron performs the duty of taking weighted
total of the inputs and evaluates it by an activation function.
The single-layer perceptron is used for the linear problems
and cannot be applied for the non-linear in nature. All percep-
trons of MLP are arranged in an orderly manner of layers.
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Fig. 4 Schematic diagrams of artificial intelligence models used in the analysis

The initial layer is the input layer and is called as passive
layer. It should be noted that the inputs are passed to the next
layer for processing after the first one. The output layer forms
the last layer and is called as the active layer. These neurons
take the inputs in the structure of neural connections among
the neurons. Each connection has a weight connected with it.
The computation of the weighted average of the input and its
application to the activation function are performed by each
neuron.

MLP is the member of the feed-forward network family.
According to this method, the number of input and output
neurons is equal to the number of input and output parame-
ters, and there are some layers including neurons between
them. Specification of non-linearity and calculation process
increases with increasing numbers of hidden layers and neu-
rons. Different architectures of MLP were used for the cal-
culation of heat transfer coefficient and pressure drop. All
neurons of MLP are connected with another neurons in the
next layer making massive number of connections between
the various connections and the direction of these connec-
tions are forward which means that the way of the connec-
tion among neurons is notrecurrent. A Levenberg—Marquardt
algorithm, based on the method of back propagation, was
used for the training process to model the outputs using inputs
of the problem.

3.4.2 Radial Basis Function Networks (RBFN)

This model has a simple 3-layer ANN architecture: input
layer, hidden layer and output layer.

RBEFN architecture has a single hidden layer and some
similarities with the MLP method. On the other hand, it has a
different calculation process for the determination of the neu-
ron number, different activation function including Gaussian
or exponential manner and difference in neuron number in
the hidden layer. RBFN’s single-layer architecture has equal
neuron numbers with the element numbers in the training
group. Bias numbers are the control parameters of RBFN
architecture and should be determined by the user as trial
and error method during calculations in Matlab Software
[22]. Training of this architecture, in other words, values of
neuron connections, are calculated using training group by
means of least square method [22] as its training algorithm.

3.5 Correlation Development

Determination of heat transfer characteristics of compact
systems such as heat transfer coefficient, frictional pressure
drop, flow type between the fluids and heat transfer sur-
face area in heat exchangers should be determined accu-
rately for the optimum design. The two-phase heat trans-
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fer systems have a higher thermal heat transfer performance
than single-phase heat transfer systems in limited appara-
tus volumes. The advantage of high thermal performance
in comparison with the single-phase applications includes
smaller, more compact systems regarding tube length, tube
diameter and internal tube geometry shape in a wide vari-
ety of applications, e.g. refrigeration and air conditioning
systems, power engineering and other thermal processing
plants. Before doing any numerical work on this subject, the
validation process of the experimental setup and data is very
significant with regard to the reliability of the study. The cor-
rectness of experimental data should be evaluated by either
graphics regarding the characteristics of trend lines such as
alteration of heat transfer coefficient versus quality, heat flux
versus temperature difference between the vapour and inlet
wall temperature, pressure drop versus vapour quality etc., or
by widely accepted correlations in the literature, and desired
working conditions should be agreeable with the heat balance
correlations and flow type observations by means of sight
glasses at the different points of the experimental apparatus.

There have been a number of studies on the in-tube evap-
oration heat transfer coefficient and pressure drop. The fric-
tional, acceleration and gravitational components determine
the two-phase total pressure drop in tubes. Determination
of the void fraction is required to compute the acceleration
and gravitational components, and in a similar way the deter-
mination of either the two-phase friction factor or the two-
phase frictional multiplier is required to compute the fric-
tional component of the pressure drop. Generally, empirical
methods have been used to compute the evaporation heat
transfer coefficients and pressure drops in tubes.

The correlation for the laminar and turbulent flow inside
the test tube was developed as a form of Dittus and Boelter’s
[23] correlation in Eq. (9) by means of several dimensionless
numbers which were defined in the following section. As a
result, Eq. (9) is formed to predict the convective condensa-
tion heat transfer coefficient in terms of the above explana-
tions as follows:

k
h=A (3’) (Re) B (fip)€ (F)P () (Bo)F (ATg) € (01"

J
x (We)! (AP%) (Rep)X 9)

3.6 Definition of Input Parameters of the Artificial Neural
Network (ANN) Analysis

The total pressure gradient is the sum of three contributions:
the gravitational pressure gradient, the momentum pressure
gradient and the frictional pressure gradient as follows:

Table 4 Elimination of ANN methods belonging to all the tested tubes
according to the error rates for pressure drop (a) and convective heat
transfer coefficients (b) for the mass fluxes of 200, 300, 400 kg m—2
s~ and T =10, 15 and 20 °C.

AP L~" (kPam™!)  Error analysis /ANN methods Square law
R square Proportional (%)
()
MLP 10-5-1 0.999993  0.001677 0.043752
MLP 10-1 0.999988  0.012214 0.754229
MLP 5-1 0.999991 0.006793 0.22766
MLP 2-1 0.998872  0.054519 10.9036
RBF 1,000 0.029942  5.06416 66761.6
RBF 10,000 0.723309  3.712494 35227.66
RBF 100,000 0.980169  0.370425 502.1212
RBF 1,000,000 0.976075  0.462784 647.2979
RBF 1,000,000 0.905844  2.537781 14,664
(b
MLP 10-5-1 0.9999996  0.358 0.000198
MLP 10-1 0.999993  0.438 0.000316
MLP 5-1 0.999998  0.561 0.000259
MLP 2-1 0.999905  5.685 0.030739
RBF 1,000 0.447754  682.017 1,927.148
RBF 10,000 0.731676  59.682 8.71043
RBF 100,000 0.995606 18.519 0.538876
RBF 1,000,000 0.994327  22.937 0.649612
RBF 1,000,000 0.871393  98.393 2.556523
@),
dz dz ] dz ) i dz )

Pressure drop due to gravity can be determined from
(AP)G = —g (@pg + (1 — )pr) L (11)

where the void fraction, a, can be determined from the Zivi
correlation [24] stated below:

|
o= (12)
1+ (1) (%) s
12
s:(l—x+xﬁ) (13)
Pg

The momentum pressure gradient can be defined as
follows:

dP ,d [ x? (1 —x)?2
— =-G"—|—+ ——— (14)
dz ) y dz | pga  pi(1 —a)
The two-phase frictional pressure gradient can be obtained

by subtracting the gravitational and momentum terms from
the total measured pressure drop as follows:
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Table 5 The most predictive input parameters according to the error rates for all tested tubes

Inputs Input number ~ Outputs
I I I v \Y VI VIL VIII IX X XI XII XIIT X1V R*-AP (%) R?-h (%)
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0.614656 0.619369
0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0.606841 0.643204
0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0.561001 0.556516
1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0.271441 0.289444
0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0.219961 0.128164
0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0.215296 0.134689
0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0.178929 0.209764
0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0.124609 0.145161
0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0.080089 0.191844
0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0.038416 0.148225
0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0.000289 0.008649
0o 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0.0036 0.000961
0o 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0.088209 0.020736
0o 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0.093636 0.053824
Table 6 The most predictive combinations of input parameters according to the error rates for the two known input parameters
Inputs Input number ~ Outputs
1 II III v \Y VI VIL VIII IX X XI XII XIIT X1V R?*-AP (%) R?-h (%)
0o 0 0 0 0 0 1 0 0 1 0 0 0 0 2 0.970225 0.863041
0 0 0 0 0 0 1 0 0 0 0 1 0 1 2 0.929296 0.748225
0 0 0 0 0 1 0 0 0 0 0 0 1 0 2 0.915849 0.8836
0 0 0 0 1 0 0 0 0 0 0 0 1 0 2 0.913936 0.799236
0 0 0 0 0 1 0 0 0 1 0 0 0 0 2 0.893025 0.876096
0 0 0 0 1 0 0 0 0 1 0 0 0 0 2 0.891136 0.776161
0 0 0 1 0 0 0 0 0 0 0 0 0 1 2 0.874225 0.9999
0 0 0 0 0 1 0 0 0 0 0 1 0 0 2 0.872356 0.801025
0 0 0 0 0 0 1 0 0 0 0 0 1 0 2 0.870489 0.802816
0 0 0 0 0 0 0 1 0 0 0 0 0 1 2 0.848241 0.986049
0o 0 0 0 1 0 0 0 0 0 0 1 0 0 2 0.8464 0.710649
0o 0 0 0 0 0 0 0 0 1 0 0 0 1 2 0.817216 0.933156
0o 0 0 0 0 0 0 0 0 0 0 0 1 1 2 0.762129 0.948676
0o 0 0 0 0 0 0 0 0 0 0 1 0 1 2 0.677329 0.877969
1 0 0 0 0 0 0 0 0 0 0 0 0 1 2 0.6724 0.7744
0 0 0 0 0 0 0 0 0 0 1 0 0 1 2 0.627264 0.727609
0 0 0 0 0 0 0 0 1 0 0 0 1 0 2 0.616225 0.664225
0 0 0 0 0 1 1 0 0 0 0 0 0 0 2 0.611524 0.64
(d_P ) _ (d_P ) _ ( d_P ) _ ( d_P ) (15) where the all liquid equivalent Re number is determined from
dz ) dz ) gy dz ) dz ) y God
Reeg = — (17)
The two-phase friction factor is calculated by the follow- Hi
ing equation based on the equivalent Reynolds number: and the equivalent liquid mass flux is defined as
3 0,5
fio = (2—13) %, (16)  Geq = G((l —x) 4+ x (ﬂ) ) (18)
Z 2Reeq 2 Pg
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Table 7 The most predictive combinations of input parameters according to the error rates for the three known input parameters

Inputs Input number ~ Outputs

1 11 11 v \Y VI VII VIII X X XI XII XIIT X1V R2-AP (%) R%—1h (%)
0 0 0 0 0 0 1 0 1 0 0 0 1 0 3 0.998001 0.933156
0 1 0 0 0 0 1 0 0 0 0 0 1 0 3 0.998001 0.923521

0 0 0 0 0 0 1 0 0 1 0 0 1 0 3 0.998001 0.906304
1 0 0 0 0 0 1 0 0 0 0 0 1 0 3 0.998001 0.942841

0 0 0 0 0 0 1 0 0 0 0 1 1 0 3 0.998001 0.893025
0 0 0 0 0 0 1 0 0 0 1 0 1 0 3 0.996004 0.925444
0 0 0 0 0 0 1 0 1 0 0 1 0 0 3 0.994009 0.933156
1 0 0 0 0 0 1 0 1 0 0 0 0 0 3 0.994009 0.900601

1 0 0 0 0 0 1 0 0 1 0 0 0 0 3 0.994009 0.948676
0 0 0 0 0 0 1 0 1 1 0 0 0 0 3 0.992016 0.944784
0 0 0 0 0 0 1 0 0 0 1 1 0 0 3 0.992016 0.819025
0 0 0 0 0 0 1 0 1 0 1 0 0 0 3 0.990025 0.946729
0 1 0 0 0 0 1 0 1 0 0 0 0 0 3 0.990025 0.9409

0 1 0 0 0 0 1 0 0 1 0 0 0 0 3 0.990025 0.925444
0 0 0 0 0 0 1 1 0 1 0 0 0 0 3 0.988036 0.8836

1 1 0 0 0 0 1 0 0 0 0 0 0 0 3 0.986049 0.929296
1 0 0 0 0 0 1 0 0 0 0 1 0 0 3 0.984064 0.829921

0 0 0 0 0 0 1 0 0 1 1 0 0 0 3 0.9840064 0.887364
0 0 0 0 0 0 1 0 0 1 0 1 0 0 3 0.9840064 0.887364
0 0 0 0 0 0 1 1 0 0 0 1 0 0 3 0.982081 0.904401

0 0 1 0 0 0 1 0 0 0 0 1 0 0 3 0.976144 0.887364
0 1 0 0 0 0 1 0 0 0 1 0 0 0 3 0.972196 0.946729
0 0 0 0 1 0 1 0 0 1 0 0 0 0 3 0.972196 0.891136
0 0 1 0 0 0 1 0 0 1 0 0 0 0 3 0.972196 0.877969
0 0 0 0 0 1 1 0 0 1 0 0 0 0 3 0.972196 0.906304
1 0 0 0 1 0 0 0 0 0 0 0 1 0 3 0.970225 0.885481

0 0 0 0 1 0 0 0 0 0 0 1 1 0 3 0.970225 0.8836

0 0 0 0 1 0 0 0 0 1 0 0 1 0 3 0.964324 0.885481

0 1 0 0 0 1 0 0 0 0 0 1 0 0 3 0.964324 0.948676
0 0 0 0 0 0 1 0 0 1 0 0 0 1 3 0.964324 0.9801

0 1 0 0 0 0 1 0 0 0 0 0 0 1 3 0.964324 0.908209
0 0 0 0 1 0 0 0 1 1 0 0 0 0 3 0.962361 0.908209
0 0 0 0 0 1 0 0 0 0 0 1 1 0 3 0.962361 0.952576
0 0 0 0 1 0 0 0 0 0 0 0 1 0 3 0.962361 0.6724

0 1 0 0 0 1 0 0 0 0 0 0 1 0 3 0.962361 0.962361

0 0 0 0 0 1 0 0 1 0 0 0 1 0 3 0.962361 0.950625
1 0 0 0 1 0 0 0 0 1 0 0 0 0 3 0.962361 0.906304
0 0 0 0 0 1 0 0 1 1 0 0 0 0 3 0.9604 0.9409

0 1 0 0 0 1 0 0 1 0 0 0 0 0 3 0.9604 0.956484
1 1 0 0 1 0 0 0 0 0 0 0 0 0 3 0.9604 0.923521

0 0 0 0 0 1 0 0 1 0 0 1 0 0 3 0.9604 0.956484
0 0 0 0 1 0 0 1 0 0 0 0 1 0 3 0.9604 0.906304
1 0 0 0 0 1 0 0 0 0 0 1 0 0 3 0.958441 0.861184
1 0 0 0 0 1 0 0 1 0 0 0 0 0 3 0.956484 0.935089
0o 1 0 0 0 1 0 0 0 1 0 0 0 0 3 0.956484 0.844561

0 0 0 0 0 1 0 0 0 1 0 0 1 0 3 0.956484 0.950625
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Table 7 continued

Inputs Input number ~ Outputs
1 11 11 v \Y VI VII VIII X X XI XII XIIT X1V R2-AP (%) R%-h (%)
1 0 0 0 0 1 0 0 0 1 0 0 0 0 3 0.956484 0.948676
0 1 0 0 1 0 0 0 0 0 1 0 0 0 3 0.954529 0.912025
0 1 0 0 1 0 0 0 0 0 0 0 1 0 3 0.954529 0.906304
0o 0 0 0 0 0 1 1 0 0 0 0 1 0 3 0.954529 0.887364
0o 0 0 0 1 0 0 0 0 1 1 0 0 0 3 0.954529 0.896809
0 0 0 0 1 0 0 0 1 0 0 0 1 0 3 0.952576 0.906304
0 0 0 0 0 0 1 0 0 0 0 0 1 1 3 0.952576 0.982081
Fig. 5 Comparisons of (a) 3
experimental pressure drop (a)
and convective heat transfer Smooth Tube
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Fig. 6 Comparisons of
experimental pressure drop (a)
and convective heat transfer
coefficients (b) with the artificial
neural network methods for the
corrugated tube A

Bond number (Bo), liquid and vapour Reynolds numbers
(Re, Rey), two-phase multiplier (¢12), Froude number (Fr)
and Weber number (We) are defined, respectively, as follows:

Bo = L
itgG
Gd(1 —
Rey = 241 =0
M
Gdx
Reg = —
Mg
C 1
2
=14 -+ —
9 txtx

(a) 18
Corrugated Tube A
16 -
[¢]
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14 o RBF 100000 ®
[e]
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g 10 .
£
o
NN og
- oo -30%
S 6
[e]
4 4 o
(@]
0 T=10, 15,20 °C
2+ ¢=20, 25,30 kW m”
G=200, 300, 400 kg ms™!
0
0 2 4 6 8 10 12 14 16 18
-1 -1
APeXpL (kPam™)
(b) 4800
Corrugated Tube A
4600
e MLP 10-5-1
©  RBF 100000
4400
(o]
+5%
~ 4200 A
%
Q
g 4000
g
= 3800 - 5%
3600
3400 T=10, 15,20 °C
q=20, 25, 30 kW m™
G=200, 300, 400 kg ms™
3200

T T T T T T T
3200 3400 3600 3800 4000 4200 4400 4600 4800

h. (WmK")

exp

where Martinelli parameter is defined as

1=\ [ 0,\%5 [\
w=(5) () () e

(19) The constant C in Eq. (22) is the parameter which indicates
the two-phase flow condition. The value of this parameter,
proposed by Chisholm [25] and varying from 5 to 20, depends

2
(20) on the flow condition of the vapour and liquid. For instance,
the constant C = 20 when the vapour and liquid flow is in
@1 the turbulent region, and C =5 if the two-phase flow is in the
laminar region.
GZ
Fr= ——, (24)
@ T,
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Fig. 7 Comparisons of (a) 16
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p
where the two-phase density is determined from such as laminar and turbulent flow. Lockhart and Martinelli
| 1 parameter is used in internal two-phase flow calculations
X —x . . . . .
OTP = (_ + ) (25)  expressing the liquid fraction of a flowing fluid. Weber num-
Pg Pl ber is used for fluid flows where there is an interface between
G two different fluids, and it can be considered as a measure
We = (26)  of the relative significance of the fluid’s inertia compared
PTPG with its surface tension. Bond number expresses the ratio

Reynolds equivalent number, Lockhart and Martinelli
parameter, Weber number, Bond and Froude numbers were
used as the most significant variables in the proposed correla-
tion. Reynolds number gives a measure of the ratio of inertial
forces to viscous forces characterising different flow regimes

of body forces to surface tension forces, low Bond numbers
indicate the surface tension domination on the system and
Froude number is used to compare inertial and gravitational
forces. The effect of other important parameters belonging
to the fluid properties such as liquid and vapour phases of
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Fig. 8 Comparisons of

s (a) 2
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density, dynamic viscosity, kinematic viscosity and thermal
diffusivity exist in the Prandtl number and other dimension-
less numbers.

3.7 Error Analysis

Error analysis of the study is performed by means of Eqgs.
(27), (28) and (29) and the results are given in Tables 4, 5,
6 and 7. In these equations, N is the element number of the
test group, héxp and héalc are the experimental and calcu-
lated results of the heat transfer coefficient obtained from
“1” number of test data, and }_zexp and Ay are the average
values of experimental and calculated results of heat transfer

coefficient obtained from the numerical analysis. It should

exp

be noted that error analysis of pressure drop was carried out
similarly.
The R-square error is determined as follows:

. _ . _ 2
(ZlNzl (hlexp - hexp)(hlcalC - hcalc))

EquuaIe = A — . —
(ZzN:I (hf:xp - hexp)z) (ZzNzl (hlcalc - hCﬂlC)z)
27

Proportional error is calculated as follows:

N hi _ i

100 exp calc

Eratio = N Z T (28)

i=1 P
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Square law error is estimated as follows:

N
1 ) .
Esquare = N Z (héxp - hlcalc)2

i=1

(29)

4 Results and Discussion

The experiments of the present study were performed at the
Fluid Mechanics, Thermal Engineering and Multiphase Flow
Research Lab. (FUTURE) in KMUTT. Pure HFC-134a was
used in the experiments. Special attention was paid to the

exp

accuracy of the measurements during the experiments as can
be seen from authors’ previous publications on in-tube evap-
oration processes.

Numerical analysis of artificial intelligence includes six-
dimensional input parameters, such as mass flux (G, kg m >
s~1), heat flux (q, kW m~2), saturation temperature (T,
°C), temperature difference between the tube wall and satu-
ration temperature (ATgy = Twi — Tsat), depth of corruga-
tion (e, mm) and helix angle (3,°) for the tested corrugated
tubes and eight-dimensionless input parameters, such as aver-
age vapour quality (x), two-phase friction factor ( fip), two-
phase multiplier (¢12), liquid and vapour Reynolds numbers
(Rey, Reg), Bond number (Bo), Froude number (Fr), Weber
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Fig. 10 Comparisons of (a)
experimental pressure drop (a) o
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number (We), two-dimensional output parameters such as
convective heat transfer (h, W m~2 K~!) and pressure drop
(AP, Pa).

The K-fold cross validation algorithm is one of the best
ways to measure the modelling success of the experimental
data [26]. The coefficient of this algorithm (K) was chosen as
5. First, all data (300 data points) were divided into 5 equal
sets according to this algorithm. Then, one of the 5 sets was
assigned as test one, the other 4 sets became training one and
the system was started to train. After that, the success rate
was checked for the separated test set. At this stage, the sys-
tems’ success had been measured for 1/5 data. This process
was continued by changing the data sets which were used for

exp

test and training, and the success of the system was measured
using the altered test set. As a result, the modelling perfor-
mance of all data was measured at the end. There are several
architectures tried in the analysis such as 10-5-1, 10-1 and
2-1. The random set for 20 % of the training sets was sepa-
rated to prevent excess learning of the artificial intelligence
during the application of the MLP algorithm. In this case,
the sets of training, validation and test were determined with
192, 48 and 60 data points, respectively, during the training
process of the MLP algorithm in a loop. The best architec-
ture was investigated by changing the radial basis layer neu-
ron number and spread coefficient as a parameter of Radial
basis function (RBF). The tests were performed using the a
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Table 8 Coefficients of the main proposed correlation (Eq. 9) obtained by ANN analyses

Eq. (9): h = A (Reg) P (fip)€ (F)P (0)F (Bo) (AT ® (fHH (We)! (AP L) (Rep¥

Equations/  Eq. (30) Eq. (31) Eq. (32) Eq. (33) Eq. (34) Eq. (35) Eq. (36) Eq. 37) Eq. (38) Eq. (39)
coefficients

A 60.19365  0.100143 —0.06397 3.327234  3.550174  6.20412 5.867284 21.73028  21.77796  21.70193
B 0.171773  0.516859  0.096179 —0.06397 —0.13991 —1.01466 —1.01955 —0.92148 8.05E-05  8.04E-05
C 0 —0.16681 0.511016  0.096179  0.095697 —0.00078 —0.00017 —0.00024 —0.92141 —0.92182
D 0 0 —0.13459 0.511016  0.090395  1.005651 1.001148  1.003015 —0.00036  —0.00036
E 0 0 0 —0.13459 0.55255 1.165526  1.164891 1.008696  1.003108  1.003111
F 0 0 0 0 —0.11753  —0.081 0.004695  0.002929  1.008488 —0.00047
G 0 0 0 0 0 —1.00624 —0.08187 —0.09576 0.002944  1.009437
H 0 0 0 0 0 0 —1.00106 0.092417 —0.09589 0.002547
1 0 0 0 0 0 0 0 —1.00344 0.092563 —0.09586
J 0 0 0 0 0 0 0 0 —1.00354 0.092303
K 0 0 0 0 0 0 0 0 0 —1.00353

spread coefficient of 100, 1,000, 10,000, 100,000, 1000,000,
10,000,000 and for the radial basis layer 50, 100, 150, 200,
250, 300, 350, 400, 450, 500.

The experimental data include the mass fluxes of 200, 300
and 400 kg m~2 s~ ! belonging to the saturation temperatures
of 10, 15 and 20 °C as shown in Table 3 and also in Figs. 5, 6,
7, 8,9, 10, 11. Table 4 shows the best predictive method for
the convective heat transfer coefficient (a) and pressure drop
(b) regarding with the several error analysis such as R-square,
proportional error and means square error (MSE). The per-
formance of the method of multi-layer perception (MLP)
with 10-5-1 architecture and radial basis function networks
(RBFN) with the spread coefficient (sp) of 100,000 and hid-
den layer neuron number of 200, shown in Table 4, were
found to be superior to other methods and architectures by
means of satisfactory results with their deviations within the
range of £0.001677 % for the estimated pressure drop (Table
4a), and £0.358 % for the estimated evaporation heat trans-
fer coefficient (Table 4b). In addition to this, according to the
evaporation temperatures of 10, 15 and 20 °C, comparison of
the experimental heat transfer coefficients and pressure drops
with those from various artificial neural network methods of
test groups of all the tested tubes are shown in Figs. 5, 6, 7,
8,9, 10 in a 30 % deviation line for the pressure drop and
5 % deviation line for the evaporation heat transfer coeffi-
cient. It can be clearly seen from these figures and tables
that the radial basis function networks (RBFN) have poorer
predictability of experimental data than the method of multi-
layer perceptron (MLP).

In terms of the use of high data numbers for the accuracy
and validation process of the experiments, numerical calcu-
lations are done by means of 300 experimental data points
in all tables and figures. Tables 5, 6, 7 show the dependency
of the input parameters on the outputs of the study according

Table 9 Evaluation of proposed correlations of convective heat transfer
coefficient obtained from ANN analysis that belong to the all tested
tubes according to the error rates for the mass fluxes of 200, 300, 400
kgm~2 s~ ! and Ty, = 10, 15 and 20°C

h(Wm=2K™h Error analysis/ANN methods
R square Proportional (%) Square law

Eq. (30) 0.536928 4.821048 53,059.02
Eq. (31) 0.766083 3.348161 26,881.77
Eq. (32) 0.852823 2.692073 16,573.89
Eq. (33) 0.8784 2.418055 13,687.29
Eq. (34) 0.901808 2.195584 11,052.15
Eq. (35) 0.999891 0.068428 12.22074
Eq. (36) 0.999952 0.040852 5.360154
Eq. 37) 0.99997 0.034258 3.372134
Eq. (38) 0.99997 0.034129 3.364506
Eq. (39) 0.99997 0.034181 3.361205

to the error rates of the test group of ANN, as a result of the
most predictive ANN method of the MLP 10-5-1 architecture
for the mass fluxes of 200, 300, 400 kg m2s ! and evap-
oration temperatures of 10, 15 and 20 °C. They also show
the most predictive combinations of input parameters, whose
deviations are over 0.5 %, according to the error rates for the
determination of evaporation heat transfer coefficient (h) and
pressure drop (A P). The input parameters are shown with
numbers in these tables as follows: average vapour quality (I),
mass flux (II), evaporating temperature (III), heat flux (IV),
depth of corrugation (V), helix angle of corrugation (VI),
two-phase friction factor (VII), Bond number (VIII), liquid
Reynolds number (IX), vapour Reynolds number (X), two—
phase multiplier (XI), Froude number (XII), Weber number
(XIII) and temperature difference between the tube wall and
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saturation temperature (XIV). Table 5 shows each input para-
meter’s predictability of the outputs of experimental pres-
sure drop and evaporating heat transfer coefficient separately.
They are ordered from the best predictive to the worst predic-
tive one in all tables considering the experimental pressure
drop. For instance, artificial intelligence was able to deter-
mine the experimental pressure drop and evaporation heat
transfer coefficient with an accuracy of over 74 % by means
of the separate use of inputs of vapour Reynolds number (X),
Froude number (XII) and Weber number (XIII) in Table 5.
In Tables 6 and 7, neural network analyses tried to deter-
mine the outputs by means of two and three known input
combinations. Prediction rates on these tables increase with
increasing added input numbers due to the result of the learn-
ing process of the artificial intelligence. For example, when
the helix angle of corrugation (VI) and two-phase friction
factor (VII) are selected as known inputs in Table 6, their
predictabilities are found as 78.2 and 80 % for the outputs of
pressure drop and heat transfer coefficient, respectively. In
Table 7, when the vapour Reynolds number (X) is added to
the selected inputs of the helix angle of corrugation (VI) and
two-phase friction factor (VII), the prediction rate increases
to 98.6 % for the pressure drop and 95.2 % for the evaporat-
ing heat transfer coefficient in comparison with the former
situation. As a result, it is possible to derive many results
from these figures on the input combination performance.
For another example, it should be noted that in spite of the
rather low self-prediction rate of two-phase friction factor
(IV) in Table 5, it produced a good combination with others
and increased the predictability in these tables.

The correlation development study results are shown in
Tables 8 and 9, and also in Fig. 11. The main frame of the
proposed correlation is shown in Eq. (9) which has 12 pos-

exp

sible dominant parameters on the evaporation heat transfer
coefficient. Artificial intelligence decided the coefficients of
these significant parameters step by step in Table 8 and their
error rates can be seen in Table 9. It is possible to see the
success of each term in Eq. (9) in this table. It also shows
that the accuracy of the estimated output values by means of
added input values increases with increasing added proper
input parameters into Eq. (9). Equation (30) is found to have
the lowest predictability, while Eq. (37) has the optimum
predictability in Table 9 and their performance comparison
is shown in Fig. 11. The majority of the data obtained from
the ANN analysis of Eq. (30) fall between the deviations of
+5 % in this figure. It can be seen that Eq. (37) showed a
great success with its accuracy in Fig. 11.

A large number of graphics could be generated from the
output of the calculations; however, due to space limitation
only the typical results are shown from the experimental data-
base of the authors. It should also be noted that detailed infor-
mation on the evaporation heat transfer characteristics of the
study with some additional figures and different experimental
parameters can be seen in the authors’ previous publications.

5 Conclusion

Comparison of the numerical evaporation heat transfer coef-
ficient and pressure drop values with the measured values
by means of artificial intelligence methods was performed in
this paper. There is no research on the content of this paper
considering its parameters in current literature. The results
of this study are expected to fill this gap in the literature.
Except for the different architectures of the artificial neural
network (ANN) methods of multi-layer perceptron (MLP)
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and radial basis networks (RBFN), the performance of the
method of MLP with 10-5-1 architecture and RBFN with
the spread coefficient of 100,000 are found to be capable
of predicting the evaporation heat transfer coefficient and
pressure drop of R134a in a vertical tube within the range of
430 % and also within very small error rates.

Convective heat transfer coefficient and pressure drop of
R134a in the paper are found to be dependent on mass flux,
heat flux, the temperature difference between the tube wall
and saturation temperature, average vapour quality, evaporat-
ing temperature, two-phase friction factor, two-phase multi-
plier, liquid and vapour Reynolds numbers, Bond number,
Froude number, Weber number, depth of corrugation and
helix angle for the tested corrugated tubes according to the
results of the analysis.

The new empirical correlations, based on this simple archi-
tecture which have never appeared in the literature, for pre-
dicting the convective heat transfer coefficient valid for the
evaporation process in a smooth tube and five different cor-
rugated tubes, are proposed for practical applications.

Acknowledgments The first author wishes to thank King Mongkut’s
University of Technology Thonburi (KMUTT) for providing him with a
Post-doctoral fellowship. The third and fourth authors wish to thank the
Thailand Research Fund, the Office of the Higher Education Commis-
sion and the National Research University Project for financial support
for this study.

References

1. Nozu, S.; Honda, H.; Nakata, H.: Condensation of refrigerants
CFC11 and CFC113 in the annulus of a double-tube coil with an
enhanced inner tube. Exp. Therm. Fluid Sci. 11, 40-51 (1995)

2. Nozu, S.; Honda, H.; Nishida, S.: Condensation of a zeotropic CFC
114-CFC 113 refrigerant mixture in the annulus of a double-tube
coil with an enhanced inner tube. Exp. Therm. Fluid Sci. 11, 364—
371 (1995)

3. Dong, Y.; Huixiong, L.; Tingkuan, C.: Pressure drop, heat transfer
and performance of single-phase turbulent flow in spirally corru-
gated tubes. Exp. Therm. Fluid Sci. 24, 131-138 (2001)

4. Zimparov, V.: Enhancement of heat transfer by a combination of
three-start spirally corrugated tubes with a twisted tape. Intern. J.
Heat Mass Transf. 44, 551-574 (2001)

5. Zimparov, V.: Enhancement of heat transfer by a combination of
a single-start spirally corrugated tubes with a twisted tape. Exp.
Therm. Fluid Sci. 25, 535-546 (2002)

6. Zimparov, V.: Prediction of friction factors and heat transfer coeffi-
cients for turbulent flow in corrugated tubes combined with twisted
tape inserts. Part 1: friction factors. Intern. J. Heat Mass Transf. 47,
589-599 (2004)

7. Zimparov, V.: Prediction of friction factors and heat transfer coeffi-
cients for turbulent flow in corrugated tubes combined with twisted
tape inserts. Part 2: heat transfer coefficients. Intern. J. Heat Mass
Transf. 47, 385-393 (2004)

10.

11.

12.

13.

14.

15.

16.

19.

20.

21.

22.

23.

24.

25.

26.

Nafey, A.S.: Neural network based correlation for critical heat flux
in steam-water flows in pipes. Intern. J. Therm. Sci. 48, 2264-2270
(2009)

Wang, W.J.; Zhao, L.X.; Chun-Lu, Z.: Generalized neural network
correlation for flow boiling heat transfer of R22 and its alternative
refrigerants inside horizontal smooth tubes. Intern. J. Heat Mass
Transf. 49, 2458-2465 (2006)

Scalabrin, G.; Condosta, M.; Marchi, P.: Mixtures flow boiling:
modeling heat transfer through artificial neural networks. Intern. J.
Therm. Sci. 45, 664-680 (2006)

Scalabrin, G.; Condosta, M.; Marchi, P.: Modeling flow boiling heat
transfer of pure fluids through artificial neural networks. Intern. J.
Therm. Sci. 45, 643-663 (2006)

Wongwises, S.; Disawas, S.: Two-phase evaporative heat transfer
coefficients of refrigerant HFC-134a under forced flow conditions
in a small horizontal smooth tube. Intern. Commun. Heat Mass
Transf. 27, 35-48 (2000)

Sripattrapan, W.; Wongwises, S.: Two-phase flow of refrigerants
during evaporation under constant heat flux in a horizontal tube.
Intern. Commun. Heat Mass Transf. 32, 386-402 (2005)
Wongwises, S.; Polsongkram, M.: Evaporation heat transfer and
pressure drop of HFC-134a in a helically coiled concentric tube-
in-tube heat exchanger. Intern. J. Heat Mass Transf. 49, 658-670
(2006)

Kaew—On, J.; Wongwises, S.: Experimental investigation of evap-
oration heat transfer coefficient and pressure drop of R-410A in a
multiport mini-channel. Intern. J. Ref. 32, 124-137 (2009)
Posew, K.; Laohalertdecha, S.; Wongwises, S.: Evaporation heat
transfer enhancement of R-134a flowing inside smooth and micro-
fin tubes using the electrohydrodynamic technique. Energy Conv.
Manag. 50, 1851-1861 (2009)

Laohalertdecha, S.; Wongwises, S.: An experimental study into
the evaporation heat transfer and flow characteristics of R-134a
refrigerant flowing through corrugated tubes. Intern. J. Ref. 34,
280-291 (2011)

Aroonrat, K.; Wongwises, S.: Evaporation heat transfer and fric-
tion characteristics of R-134a flowing downward in a vertical cor-
rugated tube. Exp. Therm. Fluid Sci. 35, 20-28 (2011)

Balcilar, M.; Dalkilic, A.S.; Wongwises, S.: Artificial neural net-
work techniques for the determination of condensation heat trans-
fer characteristics during downward annular flow of R134a inside
a vertical smooth tube. Intern. Commun. Heat Mass Transf. 38,
75-84 (2011)

Colorado, D.; Ali, M.E.; Garcia-Valladares, O.; Hernandez, J.A.:
Heat transfer using a correlation by neural network for natural con-
vection from vertical helical coil in oil and glycerol/water solution.
Energy 36, 854-863 (2011)

Fausett, L.: Fundamentals of neural networks, architectures, algo-
rithms, and applications, Prentice-Hall, Inc. Press, Prentice—Hall
(1994)

Matlab, R2010a, 2010, http://mathworks.com/

Dittus, FEW.; Boelter, L.M.E.: Engineering publication, vol. 2,
p- 443, University of California, California (1930)

Zivi, S.M.: Estimation of steady-state steam void-fraction by means
of the principle of minimum entropy production. Trans. ASME J.
Heat Transf. Ser. C 86, 247-252 (1975)

Chisholm, D.: Pressure gradients due to friction during the flow
of evaporating two-phase mixtures in smooth tubes and channels.
Intern. J. Heat Mass Transf. 16, 347-358 (1973)

Duda, R.O.; Hard, P.E.; Stork, D.G.: Pattern classification (2nd
Edn). Wiley, New York (2002)



Heat Mass Transfer (2014) 50:469-482
DOI 10.1007/s00231-013-1252-6

ORIGINAL

Prediction of heat transfer coefficients and friction factors
for evaporation of R-134a flowing inside corrugated tubes

S. Laohalertdecha - K. Aroonrat - A. S. Dalkilic -
O. Mahian - S. Kaewnai * S. Wongwises

Received: 12 May 2012/ Accepted: 17 September 2013 /Published online: 27 October 2013

© Springer-Verlag Berlin Heidelberg 2013

Abstract In this study, experimental and simulation
studies of the evaporation heat transfer coefficient and
pressure drop of R-134a flowing through corrugated tubes
are conducted. The test section is a horizontal counter-flow
concentric tube-in-tube heat exchanger 2.0 m in length. A
smooth tube and corrugated tubes with inner diameters of
8.7 mm are used as the inner tube. The outer tube is made
from a smooth copper tube with an inner diameter of
21.2 mm. The corrugation pitches used in this study are
5.08, 6.35, and 8.46 mm. Similarly, the corrugation depths
are 1, 1.25, and 1.5 mm, respectively. The results show that
the maximum heat transfer coefficient and pressure drop
obtained from the corrugated tube are up to 22 and 19 %
higher than those obtained from the smooth tube, respec-
tively. In addition, the average difference of the heat
transfer coefficient and pressure drop between the simula-
tion model and experimental data are about 10 and 15 %,
respectively.
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List of symbols

A Surface area of the test section (mz)

Cp Specific heat at constant pressure (J/kg °C)
d Inner diameter (m)

D Outer diameter (m)

e Corrugation depth (mm)

f Friction factor

G Mass flux (kg/m2 S)

h Heat transfer coefficient (W/m2 °C)
i Enthalpy (J/kg)

if Enthalpy of the saturated liquid (J/kg)

iy Enthalpy of vaporization (J/kg)

k Thermal conductivity (W/m °C)

L Length of the test tube (m)

LMTD Logarithmic mean temperature difference
m Mass flow rate (kg/s)

Nu Nusselt number

p Corrugation pitch (mm)

Pr Prandtl number

Q Heat transfer rate (W)

Re Reynolds number

q’ Heat flux (W/m?)

T Temperature (°C)

U Overall heat transfer coefficient (W/m? K)
X Vapour quality

X Martinelli parameter

Greek letters

o Void fraction

B Helix angle (degree)

3 Relative roughness (m)
0 Density (kg/m?)

7 Two-phase multiplier

u Dynamic viscosity (Pa s)
AP  Pressure drop (Pa/m)
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Subscripts

a Acceleration
avg Average

eq Equivalent

f Friction

g Gravitation

i Inside

in Inlet

1 Liquid

0 Outside

out Outlet

ph Pre-heater
ref Refrigerant
sat Saturation
tp Two-phase
Trsin  Based on temperature of the test section inlet
Trsow Based on temperature of the test section outlet
TS Test section
% Vapor

w Water

1 Introduction

Heat transfer enhancement techniques can be used to
reduce the thermal resistance in a conventional heat
exchanger by promoting a higher convection heat transfer
coefficient and to minimize the size of the heat exchanger
for a given heat duty. One of them is using a corrugated
tube to replace the smooth tube. Typically, for the corru-
gated tube, the increase in heat transfer coefficient is higher
than that in pressure drop. The corrugated tube can
improve the performance of the heat exchanger by
increasing fluid mixing, unsteadiness, turbulence flow, or
limiting the growth of the fluid boundary layers close to the
heat transfer surfaces. Corrugated tubes are sometimes
chosen in the design of industrial shell-and-tube heat
exchangers for heat transfer enhancement purpose. As a
result, many researchers have investigated the heat transfer
performance and flow characteristics of corrugated tubes.
Several subsequently published articles involving the use
of corrugated tubes are described in the following sections.

Nozu et al. [1, 2] investigated local heat transfer and
pressure gradients in pure R-114, R-113, and a zeotropic
refrigerant mixture during condensation in a tube-in-tube
heat exchanger. A corrugated copper tube with an O.D. of
19.1 mm was used as the test section. Mass flows were tested
in the range from 80 to 240 kg/m?s. The results showed that
the frictional pressure gradient and heat transfer data were
correlated by the prediction method presented in this study
with a mean absolute deviation of 11 and 13 %, respectively.

Dong et al. [3] investigated the turbulent friction and

@ Springer

heat transfer characteristics of four spirally corrugated
tubes with various geometrical parameters. Water and oil
were used as the working fluids. The experimental condi-
tions gave Reynolds numbers ranging from 6,000 to 93,000
for water and from 3,200 to 19,000 for oil. Their results
showed that the heat transfer enhancement varied from 30
to 120 %, while the friction factor increased from 60 to
160 % when compared with a smooth tube.

Barba et al. [4] experimentally studied the heat transfer
and pressure drop of single phase flows in a corrugated
tube that could be used in the chemical and food industries.
The Reynolds number ranged from 100 to 800. Ethylene
glycol was used as the working fluid. The results gave a
heat transfer enhancement of around 100 %, while the
friction factor increased between 83 and 145 % compared
to the smooth tube. Based on the experimental data, Nus-
selt number and friction factor correlations were proposed
for the fully developed region.

Rainieri and Pagliarini [5] studied experimentally the
thermal performance of corrugated tubes in an attempt to
increase the convection heat transfer. Helical and trans-
verse corrugated tubes with different pitch values were
used as the test section. Ethylene glycol was employed as
the working fluid. The test conditions were conducted at
Reynolds numbers ranging from 90 to 800. A comparison
of helical and transverse corrugated tubes to a smooth tube
demonstrated that the transverse corrugated tubes give
higher heat transfer enhancement than the helical corru-
gated tubes.

Among these previous studies, the most productive
studies have been performed by Zimparov [6]. The heat
transfer enhancement of a combination of three-start spi-
rally corrugated tubes with a twisted tape was investigated.
Two three-start spirally corrugated tubes combined with
five twisted tape inserts with different relative pitches were
employed as the test section. The experimental conditions
were conducted at Reynolds numbers ranging from 3,000
to 60,000. There were two corrugated tubes with the
height-to-diameter ratio (e/Di) of 0.0407 and 0.0569. Five
twisted tapes with different relative pitch (H/Di) of 15.3,
12.2, 7.7, 5.8, and 4.7 were used in this study. The results
showed that the friction factor and heat transfer coefficients
of three-start spirally corrugated tubes with a twisted tape
insert were significantly higher than those of a smooth tube
under the same operating conditions.

Zimparov [7] presented the heat transfer enhancement
using a combination of single-start spirally corrugated
tubes with a twisted tape. The friction factors and inside
heat transfer coefficients obtained from these tubes were
higher than those obtained from the smooth tube under a
given condition. In addition, Zimparov [8, 9] applied a
simple mathematical model to predict the friction factors
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and heat transfer coefficients in a spirally corrugated con-
figuration combined with twisted tape inserts under the
turbulent flow regime. The calculated friction factors and
heat transfer coefficients were compared with the experi-
mental data. The results showed that the agreement
between the predicted and experimental data was fairly
good.

Rousseau et al. [10] presented a mathematical formula-
tion and numerical method to investigate the heat transfer
and pressure drop characteristics of a fluted tube refrigerant-
to-water condenser. In this model, the surface area was
divided into three regions as follows: superheated, two-
phase, and sub-cooled regions in which all properties of the
refrigerant and water can be calculated. The proposed
model was formulated based on the effectiveness-NTU
method. For the water side, the existing empirical correla-
tions for the friction factor and heat transfer coefficient were
used. Unfortunately, for the refrigerant side, it was reported
that there were no available correlations for calculating the
friction factor and heat transfer coefficient of the fluted
tube-in-tube condenser. Thus, the existing correlations for a
smooth tube combined with an enhancement ratio based on
the available correlations for helical coils as well as an
enhancement factor based on empirical data for a fluted tube
condenser were employed. Data for two commercial fluted
tube heat exchangers were used to validate the proposed
model. The average difference between the measured and
the predicted pressure drop was 7.27 %. Similarly, the log
mean temperature difference was 4.41 %.

Vicente et al. [11, 12] presented measurements of the
mixed convection heat transfer and isothermal pressure
drop in corrugated tubes for laminar, transition, and tur-
bulent flow regions. Water and ethylene glycol were used
as the working fluids. The results indicated that corrugated
tubes gave a higher pressure drop and heat transfer coef-
ficient than the smooth tube. The pressure drop obtained
from the laminar to transition flow and turbulent flow
increased by up to 25 and 300 %, respectively. Similarly,
the Nusselt number obtained from laminar to transition
flow and turbulent flow increased by up to 30 and 250 %,
respectively.

Targanski and Cieslinski [13] experimentally studied the
heat transfer coefficient and pressure drop of pure R407C
and R407C/oil mixtures during evaporation inside a
smooth stainless steel tube, smooth copper tubes, and two
enhanced tubes. The inlet and outlet vapor quality were set
at 0 and 0.7, respectively. The mass flow was varied from
250 to 500 kg/m’s. The average saturation temperature was
0 °C. It was found that the heat transfer coefficient and
pressure drop for the enhanced tubes were distinctly higher
than those of the smooth tube. The maximum heat transfer
enhancement factor and pressure drop penalty factor for the
corrugated tube were 1.25 and 1.8, respectively.

Laohalertdecha and Wongwises [14—16] experimentally
investigated the effect of pitch on the heat transfer coeffi-
cient and pressure drop of R134a flowing in corrugated
tubes under condensation and evaporation conditions. The
results indicated that the heat transfer coefficient and
pressure drop obtained from the corrugated tube were
higher than those of the smooth tube for all of the exper-
imental conditions. Moreover, the results also showed that
the corrugation surface promotes turbulent flow signifi-
cantly. However, the effect of pitch on the heat transfer
coefficient had absolute significance of high average
quality. On the other hand, the effect of pitch on pressure
drop was insignificant.

In addition, Laohalertdecha and Wongwises [17] formed
heat transfer coefficient and two-phase friction factor cor-
relations using approximately 200 data points for five dif-
ferent corrugated tube geometries and then proposed, in
terms of Nusselt numbers, equivalent Reynolds numbers,
Prandtl numbers, corrugation pitch and depth, and inside
diameters. The results showed that 81 % of the Nusselt
number data and 79 % of the two-phase friction factor data
fell within a deviation of +20 %.

As mentioned above, a number of researchers have
studied mainly the effect of corrugated tubes on heat
transfer and flow characteristics in a single phase. The
results show that corrugated tubes have greater heat
transfer potential than smooth tubes. However, very few
studies have been conducted on the heat transfer and flow
characteristics of the two-phase flow of the refrigerants
through a corrugated copper tube. The effects of corruga-
tion pitch and depth on the evaporation heat transfer
coefficient and pressure drop of the refrigerant flowing
inside horizontal corrugated tubes remain unstudied. Sim-
ilarly, there is still no simulation model to determine the
heat transfer and flow behaviour of a refrigerant flowing
inside a corrugated tube. As a consequence, this study
mainly presents the effect of pitch and depth on the
evaporation heat transfer coefficient and pressure drop of
R-134a flowing through corrugated copper tubes. In addi-
tion, a simulation model of the heat transfer coefficient and
pressure drop during the evaporation of R-134a flowing
through corrugated tubes is also investigated.

2 Experimental apparatus and procedure

A schematic diagram of the test apparatus is shown in
Fig. . The experimental apparatus was designed to
determine the heat transfer coefficient and pressure drop of
pure R-134a over the length of the test tube. The test loop
consists of a test section, refrigeration loop, cooling water
flow loops, sub-cooling loop and relevant instrumentation.
The objective of the water loop before the test section is to
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Fig. 1 Schematic diagram of the experimental apparatus (Laohalertdecha and Wongwises [14], with permission from Elsevier)

provide a controlled inlet vapour quality. The second water
loop located in the test section provides a controlled heat
output from the test section. The sub-cooling loop is used
to prevent any two-phase flow condition of the refrigerant
occurring before it enters the refrigerant pump.

For the refrigeration circulating loop, liquid refrigerant
is discharged by a gear pump regulated by an inverter. The
refrigerant passes in series through a filter/dryer, a sight
glass tube, flow meter, pre-heater and enters the test sec-
tion. The inlet vapour quality before entering the test sec-
tion is controlled by the pre-heater. The pre-heater is a
spiral counter flow heat exchanger that supplies energy to
provide a controlled inlet vapour quality for vaporization of
the refrigerant. On leaving the test section, the refrigerant is
then condensed and sub-cooled by a chilling loop that
removes the heat input from the pre-heater and test section
and then it returns from the two-phase refrigerant to a sub-
cooled state, which later collects in a receiver and even-
tually returns to the refrigerant pump to complete the cycle.

The test section is a horizontal counter-flow double tube
heat exchanger. The length of the heat exchanger is
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2,000 mm. The detailed dimensions of the heat exchanger
and the location of the thermocouples are shown in Fig. 2.
A photograph of a corrugated tube and nomenclature to
describe the geometry is shown in Fig. 3. The dimensions
of the test section are shown in Table 1.

The inlet temperature of the water is controlled by a
thermostat. A differential pressure transducer and thermo-
couples are installed in the test section to measure the
pressure drop and temperature across the test section. The
length between pressure taps is 2,500 mm. In the present
study, the pressure of the refrigerant is mainly controlled
by a high-pressure limit switch. High-pressure limit
switches (Danfoss Type KP 5) are devices for regulating
the pressure of a system so that the pressure is maintained
near a desired set point pressure in order to prevent the
damage to the apparatus.

The refrigerant temperature and tube wall temperature in
the test section are measured by T-Type thermocouples. A
total of 15 thermocouples are soldered to the top, bottom
and at five points along side of the tube as shown in Fig. 2.
All the temperature measuring devices are well calibrated in
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Fig. 2 Schematic diagram of the test section (Laohalertdecha and Wongwises [14], with permission from Elsevier)
Fig. 3 Photograph of the
corrugated tube (Laohalertdecha
and Wongwises [16], with
permission from Elsevier)
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< p S e = Depth
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a controlled temperature bath using standard precision
mercury glass thermometers. The uncertainty of the tem-
perature measurements as recorded by the data acquisition
system is £0.1 °C. All static pressure taps are mounted on
the tube wall. The refrigerant flow meter is a variable area
type and specially calibrated in the range of 0.2-3.4 LPM
for R-134a by the manufacturer. Also, the differential
pressure transducer is calibrated by the manufacturer.
Experiments were conducted with various flow rates,
average vapour qualities, heat fluxes and saturation tem-
peratures. In the experiments, the refrigerant flow rate in the
test section was controlled by adjusting the speed of the

magnetic gear pump. To vary the vapour quality at the inlet
of the test section, the heating water flow and the cooling
water flow rates were varied by small increments while the
refrigerant flow rate was kept constant. The hot water in the
test section was re-circulated by a centrifugal pump to
supply heat to the refrigerant. During each experiment, the
heat transferred from the test section was kept at a desired
value. This might be obtained by simultaneously adjusting
and controlling the temperature and flow rate of the hot
water entering the test section. The system was allowed to
approach a steady state before any data was recorded. After
stabilisation, the temperature on the tube wall, the
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Table 1 The dimensions of the test section

Number p (mm) e w B d; L
(mm)  (mm) (degree)  (mm) (mm)
1 5.08 1 1 79.47 8.7 2,000
2 5.08 1.25 1 79.47 8.7 2,000
3 5.08 1.5 1 79.47 8.7 2,000
4 8.46 1.5 1 74.20 8.7 2,000
5 6.35 1.5 1 76.56 8.7 2,000
6 Smooth tube 8.7 2,000

Table 2 Uncertainties of measured quantities and calculated

parameters

Parameter Uncertainty
Temperature, T (°C) +0.1
Pressure drop, AP (kPa) +0.37
Mass flow rate of refrigerant, m,.r +2 %
Mass flow rate of water, m,, +2 %

Heat transfer rate at test section, Q¢ +10 %
Heat transfer rate at pre-heater, O, £5 %
Evaporation heat transfer coefficient, i +10 %
Average vapour quality, x +5 %

temperature of the refrigerant at the locations mentioned
above, the inlet and outlet temperatures of the heating water
and flow rates of heating water and refrigerant were all
recorded. The pressure drop was measured by a differential
pressure transducer installed between the inlet and outlet of
the test section. The experiments could be carried out by
increasing the refrigerant flow rate while the saturation
temperature in the test section was kept constant. The
accuracy of the direct measurements and the uncertainties
in the derived experimental values are shown in Table 2.

3 Data reduction

The data reduction for calculating the two-phase heat
transfer coefficient and pressure drop of R-134a flowing in
horizontal smooth and corrugated tubes under evaporation
conditions can be summarized as follows:

3.1 The inlet vapour quality of the test section (x7s,;,)

The inlet vapour quality entering the test section can be

calculated as follows:
iTS.in - if,TTS_,-
XpSjn = ——————— (1)
e Trs.in

The refrigerant enthalpy at the test section inlet (izs,;,) is
given by:
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. . Opi
i15,in = iphin + —— (2)
Mief

The heat transfer rate in the pre-heater (Q,,,) is calculated
as follows:

Qph = mwﬁphcp‘w(TwA,in - Tw,our)ph (3)

3.2 The outlet vapour quality of the test section (Xzs yur)

Similarly, Eq. (4) can be used to calculate the exit vapour
quality of the test section:

1S ou = UiTrson (4)

XTS,out = N
lf 8,115 0ut

The outlet enthalpy of the refrigerant flow is calculated
as:

. . Ors
UTS,0out = 17S,in + }’I’l— (5)
ref

The heat transfer rate in the test section is obtained
from:

QTS = mw,TSCp,w'(Tvv,in - Tw,out)Ts (6)

3.3 The inside heat transfer coefficient (k;)

The inside heat transfer coefficient is calculated as follows:
1

hi = d 4\ (1 )
(#) - Gann(%) - () )

The overall heat transfer coefficient based on the inside
surface area (U;) can be determined by:

Ors
A(LMTD)

Ui = (8)

The logarithmic mean temperature difference is defined
as follows:

AT, — AT
LMTD = =" 22 )
n(47)
ATl - Tw,out - Tref.in (10)
ATZ = Tw,in - Tref,our (] 1)

The outside heat transfer coefficient (h,) is obtained
from:

A, — 90 (12)

Tw,avg - Twall,avg
The Nusselt number is determined as:

hd

Nu = —
u I
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3.4 The frictional pressure drop (AP))

The total pressure drop, AP, is expressed as the sum of
the three different components, as follows:

AP = APy + AP, + AP, (14)

The gravitational pressure drop (AP,) is zero in a
horizontal tube. The acceleration pressure drop, AP,, was

proposed by Tran [18]:
2 1—x )2 X2 (1 —x )2
AP, = G2 Xout + ( out _ in_ 4 n
((ﬂy“{)m pi(1 = Oour) P%in (1 — in)
(15)

The void fraction, o, can be determined from Zivi’s
correlation [19] as follows:

= (20

The frictional pressure drop, APy can be obtained by
subtracting the acceleration pressure drop from the total
measured pressure drop. The two-phase friction factor is
defined in terms of the equivalent mass flux (Gy) proposed
by Akers et al. [20], as shown in Eq. (17).

(16)

diAPsp,
Jp = 262, (17)
0.5
G — G Pi
w=G|(1—x) +x[ 2 (18)
Pe
3.5 Equivalent Reynolds number (Re.q)
The equivalent Reynolds number is defined as:
u P 0.5
Re,, = Re; + Re, <) (Z> (19)
H Py

The liquid Reynolds number (Re;) and vapour Reynolds
number (Re,) can be obtained from Egs. (20) and (21) as
follows:

Gd;(1 —x)
H

_ Gdix

o

Re, = (20)

Re,

(21)

4 Mathematical modeling

In this present simulation model, the test section is a hor-
izontal counter-flow concentric double-tube heat exchanger
with refrigerant flows in the inner tube, whereas hot water
flows in the annulus. In addition, the outer tube surface is
well-insulated. The following assumptions are employed.

1. Steady, one-dimensional flow of the refrigerant is
analysed.
2. Heat loss along the test section is negligible.

4.1 Heat transfer coefficient

The concept of the overall heat transfer coefficient based
on the inside surface is applied in the heat exchanger as
shown below:
1
Ui i,

In(d,/d;) 1

2nkL hyA,

(22)

The overall heat transfer coefficient (U;) is determined
from Eq. (8). The outside heat transfer coefficient (h,) was
proposed by Laohalertdecha and Wongwises [17]
correlation as follows:

—0.1
s$p3 €P
Nu, = 0.006Re,;" Pr; (1)_2> (23)
eq
where Nu, is determined by:
hoD,
Nu, =2~ (24)
kw
where D, is defined as follows:
D} —d?
D, = ’TO (25)

Therefore, the inside heat transfer coefficient can be
calculated as Eq. (7). The average heat transfer coefficient
can be calculated by:

z
1
havg = Z/ h.dz

0

(26)

4.2 Pressure drop

The total pressure drop (AP, is expressed as the sum of
the three different components, as shown in Eq. (14). The
frictional pressure drop of the refrigerant flowing inside the
corrugated tube is calculated as follows:
2
APy = M (27)
dip;

Equivalent mass flux (G,,) is determined from Eq. (18).
The two-phase friction factor (f,,) is determined by using
the correlation proposed by Laohalertdecha and
Wongwises [17] as follows:

0.1
—068 [ €pP
fip = 33.368Re, % <?>

i

(28)

The equivalent Reynolds number (Re,,) is defined as
Eq. (19). From Eq. (18), the average quality can be
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determined by:

o Xref in + Xref out

- (29)

The accelerational pressure drop, AP,, is defined by Eq.
(15). For the horizontal tube, the gravitational pressure
drop (AP,) is zero.

5 Solution methodology

Figure 4 shows the details of the solution method in the
types of flow diagrams. The selected input parameters
used in the present simulation model are the corrugated
tube geometries, inlet and outlet water temperatures,

Fig. 4 Flow diagram of
simulation method

inlet temperature of the refrigerant, the water and
refrigerant mass flow rates, and the inlet quality of the
refrigerant.

The first step in the simulation model is intended to find
the limited scope of calculation by guessing the values of
the outlet refrigerant temperature (Z,efou), as shown in
Fig. 4. The outlet refrigerant temperature can be converted
into the outlet pressure. The calculation is terminated when
the error between the total pressure drop found using cal-
culation Eq. (14) and that shown in the saturation table is
smaller than 107,

if (APtatal)cal_(APwtal)Sm‘mble > 10_3

(APfOlal)mt.mble
then change value of Ty g4

IHPUt data: Twater,in’ Twater,in s Tref,ins m

mref > G7 Xins Aoutsides

water

Ainsidea di’ do’ Di’ La €, p$ n

|

Y

Guess: Tref out

|

s
l

Calculation: Geg, Reeg, fip, APy, AP, , Xou

Table: Pret out

Y

Y

APref,cal = (APf + APa)ref

APref,table = (Pin_ Poul)ref

False
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Fig. 4 continued

Calculation: Ax = (Xgu — Xin)/11

v

>I Calculation: x; = x;, + jAx |
Guess: Trepj (€
X
g ~ L

Calculation: Geg j, Recg, fip,j, APgj, AP, ;

v
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False
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v
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Fig. 5 Schematic diagram of simulation approach for a corrugated tube

if (APIOWI)cal_(APtOl‘al).val.table < 10—3

(AP ll)ml)satjable
then Tguess = ref ,out

The total pressure drop obtained from the saturation
table is the pressure difference between the inlet pressure
and outlet pressure of the test section. The REFPROP
program, version 6.01 [21] is used to calculate the
thermophysical properties of the refrigerant. Once the
Tretoue 18 known, the outlet quality is obtained.

As shown in Fig. 5, the corrugated tube can be divided
into 16 sections by constant quality increments. The quality
of each section j is calculated by:

(xref,nut - -xref.in)
n

AX:

Xref j = Xref,in —|—]A)C
where n is the number of sections.
j=12...,16

The corrugated tube length of each section can be cal-

culated by:

L
AL ==
’ n

(32)
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Thereafter, the temperature and pressure of the
refrigerant at the outlet of each section can be calculated
by a process similar to the one shown in Fig. 4. The outlet
water temperature is determined by energy balance
between the refrigerant side and the water side.

Qrefj = Qwater.j (33)
mref (href,j - href.jfl) = mwatercp (Twater.j - water.jfl)
(34)
Rearranging Eq. (34) yields:
Moy
Twater,}' = mwmercp (href,j - href,j71> + Twater.jfl (35)

The inside and outside heat transfer coefficients are
calculated by Egs. (7) and (23), respectively. The whole
process of section-by-section analysis is then repeated until
Xrefj = Xrefour- Finally, the average heat transfer coefficient
can be calculated by:

Z

1
%mzz/%ﬁ

0

(36)
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6 Results and discussion

The effects of the corrugation pitch and depth on the
evaporation heat transfer coefficient and frictional pressure
drop of R-134a flowing through horizontal corrugated
tubes are studied experimentally. Moreover, this work
presents the results of a simulation model used to describe
the heat transfer coefficient and pressure drop of R-134a
flowing through a corrugated tube. Before measuring the
evaporation heat transfer coefficient and pressure drop, a
single-phase liquid flowing through a smooth tube is first
conducted to check the energy balance. The results indicate
that the energy balance between the cold water and the
refrigerant is within 10 % for all runs [14]. Moreover, the
experimental Nusselt number and the frictional pressure
drop are compared with well-known correlations. The
results show that almost all correlations are in agreement
with the present data [15].

6.1 Effects of depth and pitch on the heat transfer
coefficient

Figure 6 displays the effect of depth on the evaporation
heat transfer coefficient at G = 300 kg/m*s, ¢” = 10 kW/
m?, and T, = 20 °C. The results show that the average
heat transfer coefficient increases with increasing average
vapor quality. This is because at higher vapor quality, the
higher vapor velocity led to higher interfacial shear stress
between the vapor core and liquid film. The increasing
interfacial shear stress causes the liquid film thinner,
resulting in lower thermal resistance. Therefore, the aver-
age heat transfer coefficient tends to increase as the average
vapor quality increases. The average heat transfer coeffi-
cients at the same average quality obtained from the cor-
rugated tubes are clearly higher than those obtained from
the smooth tube across the range of the average quality
because the corrugated surface has a simultaneous effect on
the axial flow, secondary fluid motion, and swirl mixing.
Moreover, the corrugation depth has a significant effect on
the heat transfer coefficient because the tube with higher
corrugation depth yields higher turbulence. The maximum
heat transfer enhancement is obtained up to 22, 19 and
13 % for a depth of 1.5, 1.25, and 1 mm, respectively, in
comparison with the smooth tube.

Figure 7 shows the effect of corrugation pitch on the
average heat transfer coefficient at G = 300 kg/m?s,
q’ =5kW/m? and T, = 15°C. The average heat
transfer coefficient increases with decreasing corrugation
pitch. The reason for this is similar to the explanation
above. In other words, the tube with lower corrugation
pitch promotes more turbulence by increasing the amount
of the swirl flow induced by higher number of corrugation.

As a consequence, the highest heat transfer coefficient can
be obtained by the tube with the lowest corrugation pitch.
The maximum value of heat transfer coefficient obtained
from a pitch of 5.08 mm is 21 % in comparison with the
smooth tube.

6.2 Effects of depth and pitch on frictional pressure
drop

As shown in Figs. 8 and 9, the effects of depth and pitch on
frictional pressure drop are plotted against the average
vapor quality. In the smooth tube and corrugated tubes, the
increasing pressure drop depends on increased average
vapor quality. This is because the vapor velocity is
increased at higher vapor quality, resulting in more shear
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stress at the interface of the vapor and liquid film, causing
the increase of flow turbulence. At the same quality, the
pressure drop obtained from the corrugated tube is higher
than that from a smooth tube because the corrugation
surface has an effect on the turbulent flow. In other words,
the corrugation surface produces rotational flow, which led
to more effect on turbulence of the fluid flow. However, the
effects of the corrugation pitch and depth on the frictional
pressure drop are not significant. This may be due to very
small difference in variation of corrugation pitch and
depth. The maximum value of frictional pressure drop
obtained from a pitch of 5.08 mm and a depth of 1.5 mm is
about 19 % in comparison with the smooth tube at the mass
flux of 300 kg/mzs, heat flux of 10 kW/mz, and saturation
temperature of 20 °C.
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Fig. 10 Comparison of the heat transfer coefficient with those
obtained from measured data and calculated values from the present
model

6.3 Simulation results

Figure 10 shows the distributions of the simulation local heat
transfer coefficient, simulation average heat transfer coeffi-
cient, and experimental average heat transfer coefficient along
the test section (X/L). The bar chart represents the predicted
local heat transfer coefficient obtained from the proposed
simulation. The solid line and the dashed line represent the
average values for the heat transfer coefficient obtained from
the measured data and the predicted value from the simulation,
respectively. These figures show that the simulation local heat
transfer coefficient decreases with increasing tube length.
Compared with the experimental data, the results show that
the simulation average heat transfer coefficient has good
agreement with the measured data. In addition, the average
difference of the heat transfer coefficient between the simu-
lation and experimental data is about 10 %.
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Fig. 11 Comparison of the water temperature, refrigerant tempera-
ture and vapor quality with those obtained from measured data and
calculated values from the present model

Figure 11 displays the temperature and vapour quality
distribution along the test tube obtained from the measured
data and then compared with the simulation value. The
lines and the symbols represent the simulation results and
the experimental data, respectively. The results show that
the refrigerant temperature decreases with the axial length
of the tube, which corresponds with the saturation pressure.
The vapour quality increases gradually along the tube
because the energy from the water is supplied to the
refrigerant. Moreover, the results also indicate that the inlet
water temperatures are higher than the outlet water tem-
peratures due to the evaporation condition. However, the
simulation results have good agreement with the experi-
mental data.

Figure 12 shows the saturation temperature and pressure
distribution along the test tube obtained from the measured
data and compared with the simulation values. The results
show that the saturation temperature and pressure decrease
along the tube due to friction. In addition, the average

Fig. 12 Comparison of the refrigerant temperature and pressure with
those obtained from measured data and calculated values from the
present model
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Fig. 13 Calculated values from the present model versus experi-
mental data

difference of the pressure drop between the simulation and
experimental data are about 15 %.

Figure 13 illustrates the comparison between the aver-
age heat transfer coefficients obtained from the simulation
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data and those obtained from experimental data. The
results show that all of the simulation data are lower than
the experimental data obtained from the corrugated tube
within 2-10 %. However, all the simulation data are higher
than the measured data obtained from the smooth tube.

7 Conclusion

Experimental and simulation studies of the evaporation
heat transfer coefficient and pressure drop of R-134a
flowing through corrugated tubes were conducted. A new
simulation model was presented for predicting the heat
transfer behavior of the refrigerant flowing through corru-
gated tubes. The 2.0 m test section is a tube-in-tube heat
exchanger placed in the horizontal direction in which a
refrigerant flows in the inner tube and hot water flows in
the annulus. The corrugation pitches used in this study
were 5.08, 6.35, and 8.46 mm. Similarly, the corrugation
depths were 1, 1.25, and 1.5 mm, respectively. The mea-
sured heat transfer coefficient and pressure drop were
presented. It was found that the heat transfer coefficient
and pressure drop increased with increasing average vapour
quality as well as mass flux. The heat transfer coefficient
and pressure drop obtained from the corrugated tubes were
higher than those of a conventional smooth tube under all
test conditions. The corrugation pitches and depths had a
significant effect on the heat transfer coefficient for all
tested conditions. However, based on our test section, the
effects of the corrugation pitch and depth on the frictional
pressure drop were not significant. The maximum heat
transfer coefficient and pressure drop obtained from the
corrugated tube were up to 22 and 19 % higher than those
obtained from the smooth tube, respectively. Moreover, the
average difference of the heat transfer coefficient and
pressure drop between the simulation model and the
experimental data were about 10 and 15 %, respectively.
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ABSTRACT

In this paper, an experimental study is performed to assess the heat transfer characteristics and pressure
drop of low concentrations of a new class of nanotubes, i.e. COOH-functionalized double-walled carbon
nanotubes (DWCNTs) suspended in water under turbulent flow in a double tube heat exchanger. First, the
thermal conductivity and viscosity of nanofluids at volume fractions of 0.01%, 0.02%, 0.05%, 0.1%, 0.2%,
and 0.4% are measured and corresponding correlations are presented. Next, the heat transfer and pressure
drop of the nanofluids through the double tube heat exchanger are evaluated. The results indicate that
even the use of low concentration of the nanofluid, i.e. 0.4%, leads to a remarkable increase in heat trans-
fer coefficient (by 32%) in comparison with the distilled water. On the other hand, the pressure drop due
to using the volume fraction of 0.4% raised by 20%. Finally, analysis of the heat transfer and pressure drop
data via thermal performance factor reveals that in spite of the pressure drop penalty, the COOH-func-
tionalized DWCNTs/water nanofluid with volume fraction of 0.4% is a good option to use in the double

tube heat exchanger.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

In recent years, there has been an increasing interest in nanofl-
uids and their applications in various thermal engineering devices.
Application of nanofluids is established in many fields such as
cooling of electronic devices, nuclear reactors, engine cooling, solar
energy, cooling and heating of buildings, and so on [1,2].

The physical and chemical specifications of the nanoparticles
and the base fluid will determine the thermal characteristics of
nanofluids. Therefore, the use of a suitable type of nanoparticles
is very important to have a nanofluid with a high efficiency. Some
types of nanoparticles such as aluminium oxide, titanium dioxide,
copper oxide, copper, zinc oxide, silicon dioxide, silver and carbon
nanotubes are the most common particles used in the literature. In
the present work, a new type of carbon nanotubes i.e. COOH-func-
tionalized double-walled carbon nanotubes (DWCNTs) has been
used. The heat transfer and pressure drop due to the suspension
of very low volume fractions of this new type of nanoparticles in

* Corresponding authors. Tel.: +98 9131680130.
E-mail addresses: M.hemmatesfe@gmail.com (M. Hemmat Esfe), omid.mahian@
gmail.com (0. Mahian).

http://dx.doi.org/10.1016/j.ijheatmasstransfer.2014.01.069
0017-9310/© 2014 Elsevier Ltd. All rights reserved.

water are estimated under turbulent flow in a double tube heat
exchanger.

Here, a brief review of the experimental studies on the nano-
fluid flow in the double tube heat exchangers under the turbulent
regime is performed.

Yu et al. 3] performed the experiments on the silicon carbide/
water nanofluid flow in a circular tube and a range of Reynolds
number between 3000 and 13,000. They concluded that using
nanofluid with volume fraction of 3.7% leads to heat transfer
enhancement by 60%. Sundar et al. [4] investigated the turbulent
flow and pressure drop of Al,Os/water nanofluid in a circular tube
where the tube is equipped with twisted tapes. Their results
showed that in the range of H/D tested, the heat transfer coefficient
is enhanced by 23% for the case of the tube having tape insert com-
pared to the plain tube.

Farajollahi et al. [5] studied the turbulent flow of y-Al,05/water
and TiO,/water nanofluids in a double tube heat exchanger for the
Peclet numbers between 20,000 and 60,000. They found the
optimum nanofluid concentration in which the heat transfer is
maximized. Duangthongsuk and Wongwises [6-8] investigated
the TiO,/water nanofluid flow in a double tube heat exchanger un-
der the turbulent regime. They investigated the effects of nanofluid
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concentration, using different thermophysical models on the heat
transfer characteristics and pressure drop of the nanofluid flow.
Duangthongsuk and Wongwises [8] conducted the tests for volume
fractions between 0.2% and 2% and found that the optimum parti-
cle loading is 1% in which the heat transfer is maximized. Sundar
and Sharma [9] accomplished the experiments for Al,Os/water
nanofluid flow through a plain tube where the Reynolds number
changes in the range of 10,000 to 22,000. They studied the effects
of inserting the tapes with different twist ratios inside the tube on
the nanofluid flow and heat transfer. Based on the experimental re-
sults, they suggested suitable correlations to estimate the Nusselt
number and friction factor. Zhang et al. [10] examined the effects
of nanoparticle size (three different sizes i.e. 23, 51, 76 nm) on
the heat transfer of CuO/water nanofluids in the turbulent flow.
They perceived that using nanoparticles with a bigger size leads
to higher heat transfer rate. Amrollahi et al. [11] measured the heat
transfer rate of functionalized multi walled carbon nanotubes sus-
pended in water as the base fluid under laminar and turbulent re-
gimes. In their work, the nanofluid flows through a horizontal
circular tube in entrance region. They reported the increases of
33-40% in heat transfer coefficient where the working fluid
changes from pure water to the nanofluid with weight fraction of
0.25%.

Hojjat et al. [12,13] performed the tests on the turbulent flow of
three types of nanoparticles including Al,05, CuO, and TiO, sus-
pended in an aqueous solution of carboxymethyl cellulose in a cir-
cular tube so that the nanofluids have a non-Newtonian behaviour.

Suresh et al. [14] studied the heat transfer and friction factor of
CuO/water nanofluid in the Reynolds number range of 2500 to 6000
with the simple and helically dimpled tubes under constant heat
flux boundary conditions. They revealed that using the nanofluid
with concentration of 0.3% through the dimpled tube leads to 39%
heat transfer enhancement in comparison with the case in which
the pure water flows in the simple tube. Tumuluri et al. [15] inves-
tigated experimentally the turbulent flow of the nanofluids which
are combined with multi-walled carbon nanotubes (MWCNT) and
microencapsulated phase change materials (MPCMs) through a cir-
cular tube under constant heat flux. Suresh et al. [ 16] inserted spiral
rods inside a circular tube and investigated the heat transfer and
friction factor of Al,03/water nanofluid with the maximum volume
fraction of 0.5%. They reported a maximum heat transfer enhance-
ment by 48%. Godson et al. [17] studied the heat transfer and pres-
sure drop due to silver/water nanofluid in a counter flow heat
exchanger under laminar and turbulent regimes. Their results indi-
cated that using the nanofluid with the concentration of 0.9%, in-
creases the heat transfer coefficient about 70%. Arani and Amani
[18] performed their tests on the TiO,/water nanofluid in a horizon-
tal double tube counter flow heat exchanger where the Reynolds
number changes between 8000-51,000. They concluded that using
nanofluid at the Reynolds numbers lower than 30,000 is more
advantageous by considering the heat transfer rate and pumping
power. Darzi et al. [19] tested the heat transfer and pressure drop
due to SiO,/water nanofluid in corrugated tubes. Azmi et al. [20]
investigated the turbulent flow of SiO,/water nanofluid in a circular
tube under constant heat flux where the nanofluid concentration
does not exceed 4% and the Reynolds number is between 5000
and 27,000. They found the optimum volume fraction of nanoparti-
cles in which the heat transfer rate is maximized. Recently, Esfe
et al. [21] investigated the flow of MgO nanofluids with volume
fractions less than 1% in a circular tube. The range of Reynolds num-
ber was between 3000 and 18,000. They reported remarkable heat
transfer enhancement due to using nanofluids. To save the space,
other papers in this field are not reviewed, but the readers can refer
to the literature [22-26].

The aim of the present work is to investigate the turbulent
flow of a new type of nanofluids i.e. COOH-functionalized

double-walled carbon nanotubes suspended in water through a
double tube heat exchanger. First, the thermal conductivity and
viscosity of nanofluids are measured, then the tests are carried
out in the range of Reynolds numbers between 4000-31,000 and
low concentrations of the nanofluids (up to 0.4%). The results of
heat transfer and pressure drop are reported for different volume
fractions of nanoparticles.

2. Nanofluid preparation

In the most of studies on the flow and heat transfer of nanofl-
uids, common nanoparticles such as Al;03, TiO,, and Cu are used
as the additives to the base fluids. In this study, COOH-functional-
ized double-walled carbon nanotubes with purity of more than
60% (supplied by US research nanomaterials, Inc) are dispersed in
water to prepare low volume fractions of nanofluids i.e. 0.01%,
0.02%, 0.05%, 0.1%, 0.2%, and 0.4%. A TEM image of COOH-function-
alized DWCNTs is shown in Fig. 1 to display an approximation of
the size and shape of the particles. It should be noted that by func-
tionalizing the carbon nanotubes with COOH, the dispersion of
nanotubes will be better in the base fluid. Therefore; there is no
need to use a surfactant to have a stable suspension. In this way,
the negative effects of surfactant on the thermophysical properties
will not be observed. Properties of the nanotubes have been pre-
sented in Table 1.

For a given volume fraction of the nanofluid, a specific amount
of COOH-functionalized DWCNTs is added to the distilled water
and then a magnetic stirrer is used to mix the particles and water
for 2 h. After mixing, the suspension is inserted inside an ultrasonic
processor (Hielscher company, Germany) with the power of 400 W
and frequency of 24 kHz for 5 h. This breaks down the agglomera-
tion between the particles and avoids the sedimentation issue. The
prepared samples are stable for a long time (at least 1 week) and
no sedimentation is observed with naked eyes.

3. Thermophysical properties of nanofluids

Determination of thermophysical properties of nanofluids is
important to estimate the heat transfer rate, pumping power,
and efficiency of the thermal engineering systems. In this work,
thermal conductivity and viscosity of COOH-functionalized
DWCNTs/water nanofluids are measured and related correlations

Fig. 1. TEM image of the COOH-functionalized DWCNTs.
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Table 1
Properties of COOH-functionalized DWCNT.

Outer diameter 2-4nm
Inner diameter 1-3 nm
Length 50 um
SSA >350 m?/g
True density 2.1 g/em®
Electric conductivity >100 S/cm
Color black
Manufacturing method CVD

are obtained by using regression analysis. The presented correla-
tions are helpful to use in other studies in which the working fluid
is the same.

3.1. Thermal conductivity

A transient hot-wire (THW) technique is used to measure the
thermal conductivity which is a fast and reliable method. For this
purpose, a KD2 Pro thermal properties Analyzer (Decagon devices,
Inc., USA) is used where the maximum error of measurement is
+5%. Before measuring the thermal conductivity of nanofluids,
the device is calibrated with distilled water. The tests for any vol-
ume fraction are repeated three times. The experimental data of
thermal conductivity are compared with the following models:

Hamilton-Crosser (H-C) model [27] is a classic relation to esti-
mate the effective thermal conductivity of solid-liquid mixtures.
This model is applicable when the ratio of solid phase thermal con-
ductivity to that of the liquid phase is bigger than 100. The H-C
equation is:

ky+(n—1)ks + (n—1)p(k, — k)
kp + (n = 1)ky — $(kp — kr)

in which ky, k,, and ks are the thermal conductivities of the base
fluid, nanoparticles, and nanofluid, respectively. Also, ¢ is the
volume fraction of nanoparticles and n is the empirical shape factor,
given by n = % so that v is the particle sphericity. The sphericity for
the spherical and cylindrical particles is 1 and 0.5, respectively.

Yu and Choi [28] considered the effect of the liquid nanolayer
thickness on the surface of the nanoparticles, as:

ey 2k - 2(k, — k) (1 7))
ky + 2k — 2(ky — ky)(1 +7)°¢

The thermal conductivity of the samples is measured in the
range of 300-340 °C.

Ky = ke (M

nf kP (2)

3.2. Viscosity

The viscosity of nanofluids is measured using a Brookfield
viscometer supplied by Brookfield engineering laboratories of
USA. The accuracy of this device is +5%. Before doing the tests, it
is calibrated with distilled water at room temperature. For each
concentration, the tests are repeated three times, and the average
is recorded. It is found during the tests that for volume fractions
less than 0.45% the nanofluids behave as a Newtonian fluid. The
experimental data are compared with the following models for
viscosity:

Einstein [29] presented a relation to calculate the viscosity of
solid-liquid mixtures as a function of volume fraction (concentra-
tions lower than 2%) as follows:

oy = 1y (14 2.56) 3)

Wang et al. [30,31] proposed the following equation for
nanofluids:

Iy = H(1+7.3¢ +123¢7) (4)

Although, it is known that CNTs are cylindrical (not spherical),
but Egs. (3), (4) only used for comparison purposes, and more stud-
ies are needed to present some relations to calculate the viscosity
of nanofluids containing cylindrical particles.

4. Experimental set-up and procedure

The schematic of the experimental set-up is shown in Fig. 2. The
set-up mainly consists of a test section, a pump, collection tanks
for water and nanofluid, and a plate heat exchanger to cool down
the working fluid. The test section consists of two concentric tubes
made of copper. Hot water flows inside the annular with inner and
outer diameters of 3.79 cm, and 3.82 cm, respectively. Nanofluid
flows inside the inner tube with outer diameter of 8.1 mm and
the inner diameter of 7.05 mm. Nanofluid absorbs the heat of the
hot water that flows in the annulus. The annulus is insulated with
glass wool with a thickness of 7 cm.

To avoid the axial heat conduction, two plastic fittings at the in-
let and outlet of the test section are mounted.

In turbulent flow, the hydrodynamic and thermal entry can be
obtained as (L¢/D ~ 4.4 x Re'/®) [32]. In the present work, the
entrance length is about 17 cm, therefore all measurements are
conducted after the length.

The length of the test section is about 1.1 m to have fully devel-
oped turbulent flow. To measure the bulk temperatures at the inlet
and outlet of inner tube two calibrated RTD-PT100 thermometers
with digital indicator and the accuracy of 0.1 °C are used. To deter-
mine the wall temperature of inner tube, eight K-type thermocou-
ples (Chromel-Alumel) with a distance about 13 cm from each
other and the accuracy of 0.5 °C are utilized. The inlet temperature
of hot water is controlled with a PT100 sensor. Pressure drop due
to nanofluid flow is measured using a differential pressure
transmitter Rosemount 3051 cd (Rosemount, Inc., USA) with the
accuracy of 0.1%. Also, two K-type thermocouples are used to mea-
sure the bulk temperature at the inlet and outlet of the annulus. A
simple thermometer is used to record the ambient temperature. All
the temperature measurement devices are calibrated before each
test.

Nanofluid is pumped via a magnetic pump towards the test sec-
tion. Before entering the test section, the flow rate of nanofluid is
measured and controlled. At the same time, hot water is pumped
to the annulus to heat up the nanofluid. The nanofluid after heating
and exiting of the test section flows towards a plate heat exchanger
to cool down. The tests for each concentration and flow rate are
repeated several times (3 times) to be sure that the experiments
are repeatable.

5. Data reduction and uncertainty analysis

Heat transfer coefficient (h) and Nusselt number (Nu) can be ob-
tained by using the first law of thermodynamics (the conversation
of energy) for the inner tube as follows:

dT, S
——=—h(T,-T
& = e hTs = Th) (5)
In which T, is the bulk temperature, S is the periphery of the
tube, m is mass flow rate, Cy is the specific heat of nanofluid,
and T; is the surface (wall) temperature.
Gy is calculated as [33]:

_ PG = ¢)+pCo¢
pnf

where p is the density and the density of nanofluid (p,s) can be
obtained according to [33]:

Cnf (6)
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Fig. 2. A schematic view of the experimental set up.

Prp = Pr(1 = &) + pp (7)
By integrating along the tube length (L), heat transfer coefficient
can be determined as:

= mCy Ts — Ty
() ®

where subscripts of i and o indicate the conditions are at the inlet
and outlet, respectively.
Also, the Reynolds number and Nusselt number are defined as:

vd h
_ pnf , Nu hd

Re =—
Mg k"f

9)

where d is the diameter of the inner tube and V is the average veloc-
ity which can be calculated by dividing the flow rate to cross section
area of the tube.

To estimate the costs of pumping, it is important to know the
pressure drop (AP) and friction factor (f). Friction factor is deter-
mined as follows:

_2AP d

f= ot (10)

The uncertainty in the reported data including heat transfer
coefficient, Nusselt number, Reynolds number and friction factor
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are computed based on the method of Kline and Mcclintock [34]. In
general, to calculate the uncertainty of parameter R, the following
relation is used:

Uy = [Z(g—"}uv)z] (an

i=1

in which Ug and Uy are the uncertainties associated with the
parameter R and independent variable (V;), respectively. In addition,
n is the number of the independent variables. Using the above equa-
tion for the equations of heat transfer coefficient, Nusselt number,
Reynolds number and friction factor, the uncertainty related to each
parameter can be determined easily. The values of uncertainty for
heat transfer coefficient, Nusselt number, Reynolds number and
friction factor are +4.3%, +5.4%, +3.2%, and +6.1%, respectively.

6. Results and discussion

In the first, the results related to thermophysical properties are
presented and then the data related to the tests on the double tube
heat exchanger are exhibited. Fig. 3 shows the variations of dimen-
sionless effective thermal conductivity with volume fraction in the
experimental data and the results obtained based on the models.
The comparison reveals that the models fail to estimate the exper-
imental data so that at the maximum concentration of the nano-
fluid i.e. 0.4%, there is a remarkable difference, about 40%,
between the experimental data and Yu-Choi model.

Fig. 4 displays the variations of dimensionless effective thermal
conductivity with solid volume fraction for the temperature range
of 300-340 K. It is observed that at low concentration of nanofluid,
temperature has no significant effect on the dimensionless effec-
tive thermal conductivity, whereas with increasing the volume
fraction of particles, the effects of temperature are more consider-
able. This phenomenon can be described as follows. At a given vol-
ume of the nanofluid (e.g. 1 lit), when the solid volume fraction
increases, it means that the number of particles and consequently
the number of collisions due to Brownian motion of particles in-
creases. On the other hand, with an increase in the temperature,
the kinetic energy of particles increases and hence the number of

O Measured data ( 300 K)
— H-C model
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Fig. 3. Comparison between the experimental data and theoretical models for
effective thermal conductivity.
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Fig. 4. Effective thermal conductivity at different temperatures.

collisions among the particles increases. Therefore, increasing the
temperature boosts the effects of volume fraction raising.

Fig. 5 is plotted to show the fact that temperature has no signif-
icant effect on the effective thermal conductivity at low concentra-
tions as mentioned in discussions of Fig. 4. As can be seen from
Fig. 5, at volume fraction of 0.4%, the effective thermal conductivity
increases up to 15% when increasing the temperature from 300 to
340 K.

Based on the experimental data a correlation can be presented
using the regression analysis. This correlation is a function of the
temperature and volume fraction of nanotubes as follows:

ky ¢
kf 0.17981 — 0.000369T

+1.0026 (12)

Fig. 6 presents a comparison between the results obtained from
experimental data and the two models of Einstein and Wang at
T=300K and different quantities of solid volume fraction. As it is
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Fig. 5. Effective thermal conductivity at different volume fractions.
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observed, the results predicted by Wang equation is close to the
experimental data while Einstein model underestimates the vis-
cosity of nanofluids.

Based on the experimental data, a correlation is presented to
estimate the viscosity ratio as a function of volume fraction as
follows:

%: 1+3.575¢ + 6032.93¢? — 1153669¢° (13)

f

Fig. 7 is plotted to verify the accuracy of the presented
correlation.

Now, the results on the nanofluid flow in the heat exchanger are
presented. First, to be sure about the accuracy of experiments,
some tests have been done to evaluate the Nusselt number and
friction factor where the working fluid is distilled water and the
obtained results are compared with the most well-known correla-
tions. The approximate range of Reynolds number is between 4000
and 31,000. The correlations used to estimate the Nusselt number
are as follows:

Grielinski equation [35]:

_f/8(Re — 1000)Pr

M 1+ 12.7\/§<Pr% - 1) <15Trf>0‘“ [l " <z>3] o

This relation is valid for 0.5 < Pr < 10° and 2300 <Re <5 x 10°.
In this formulation, the Darcy coefficient is proposed as follows:
1
f= 5 (15)
(1.82log;yRe — 1.64)

where Re is the Reynolds number, Pr and Pr¢ are the Prandtl num-
bers calculated at the water bulk temperature and at the inner wall
temperature respectively; L is the tube length and d is the tube
diameter. The bulk temperature is an average between the inlet
and outlet fluid temperatures.

Dittues Bulter relation [36]:

Nu = 0.023Re®*Pr®* (16)
Xuan and Li equation [37]:
Nu = 00059(1 4 7.62(,00'68861362'001)REO'QZBSPFOA (.17)
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Petukhov correlation [38]:

Nu = U/S)Refsr i (18)
1.07 +12.7(f/8)" (Pri - 1)
Which is applied in the range of 0.5<Pr<200 and

104 <Re <5 x 10°.

Fig. 8 shows the comparison among different correlations and
that one obtained from the tests on pure water. It is seen that
the data are in good agreement with Xuan and Li correlation.

Fig. 9 gives a comparison between the friction factor obtained
from the experiments and the values of friction factor obtained
from Blasisus equation(f = 0.25Re%2).

As can be seen, the experimental data are very close to the
results obtained from the equation.

After validating the results obtained by the set up, the
experiments on the nanofluids at different volume fractions of

Fig. 8. Experimental Nusselt number and predictions correlations for pure water
versus Reynolds number.
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Fig. 9. Comparison of measured friction factor of water with Blasius theory.

nanoparticles have been done. Fig. 10 shows the variation of heat
transfer coefficient with the Reynolds number in different concen-
trations of nanofluids. As it is seen, with increasing the Reynolds
number the effects of adding the nanoparticles to the pure water
on the heat transfer enhancement is more visible. By increasing
the Reynolds number, the turbulency of flow increases, on the
other hand, with an increase in the particle loading the number
of collisions among the particles increase, hence the effects of tur-
bulency will be intensified. A higher number of collisions imply a
greater thermal conductance, and hence heat transfer rate inside
the tube. The data in the figure reveal that in the range of Reynolds
numbers investigated on average the heat transfer coefficient is in-
creased by 25% when the volume fraction of DWCNTs increases
from O (pure water case) to 0.4%. This amount of enhancement
(25%) which is obtained by adding a very low amount of particles
to the pure water is so noticeable. The most likely reasons for this
enhancement could be presented as follows. The first reason is the
high thermal conductivity of DWCNTSs that is about 3000 W/m K
and enhances the effective thermal conductivity by 6% at 0.4% of
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Fig. 10. Variations of heat transfer coefficient with the Reynolds number.
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Fig. 11. Variations of average Nusselt number with the Reynolds number.

0.06
| ——————— Blasius Eq.
| o) ¢ =0.01 Vol%
B A ¢ =0.02 Vol%
5 <& ¢ =0.05 Vol%
0.05 > ¢®=0.1 Vol%
- < ¢=0.2 Vol%
B o ¢©=0.4 Vol%
g |
S |
Q
S 0.04 -
= |
g :
=}
2 -
ol
[_]_‘ -
0.03
0.02 -
| L | L L | L L | L
0 10000 20000 30000

Fig. 12. Variations of friction factor with the Reynolds number.

particle loading (as shown in Fig. 3). Another reason is the cylindri-
cal shape of nanotubes. The cylindrical shape of the particles
causes greater contact area among the particles and hence a higher
rate of heat transfer. Also, using the functionalized nanotubes due
to better surface activity may be another reason for the heat trans-
fer rate. It should be noted that the thermal conductivity of nano-
tubes is measured in stationary conditions, then the above
mentioned reasons are more considerable when the nanofluid
flows in turbulent conditions.

Using the data for heat transfer coefficient the average Nusselt
number is demonstrated in Fig. 11, for the different concentrations
of nanofluids. On average, the Nusselt number for 0.4% of the vol-
ume fraction of nanoparticles in comparison with the pure water
increases by 18% .

The variations of friction factor with the Reynolds number is
presented in Fig. 12 and the results are compared with Blasius
equation. The effects of particle loading on the friction factor is
more visible for low Reynolds numbers. At low Reynolds numbers,
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Fig. 14. Variations of thermal performance factor with the Reynolds number.

the friction factor increases with an increase in the volume fraction
of nanoparticles. This happens because at low velocities of the
flow, the ratio of the viscous forces to the inertia forces is greater,
therefore; adding the cylindrical nanoparticles to pure water leads
to more increase of shear stress among the fluid layers and hence
the friction factor increases more considerable.

Fig. 13 is drawn to show the ratio of pressure drop due to the
nanofluid flow to water flow. The findings indicate that for 0.4%
of nanofluid concentration the pressure drop ratio is about 20%.

Now, using the thermal performance factor which is defined as:

1 = (Nuto /Nup) / (fos /)" (19)

one can evaluate the usefulness of nanofluids to apply in ther-
mal systems. A higher thermal performance factor implies the
greater usefulness. The thermal performance factor is shown in
Fig. 14 for different Reynolds numbers and volume fractions. The
results suggest that using the lowest quantities of volume fractions

of nanotubes(i.e. 0.01%) is not so advantageous because the heat
transfer enhancement effects are spoiled with the undesirable
effects of pressure drop augmentation.

7. Conclusion

An experimental study is performed to evaluate the effects of
adding low concentrations of a new class of nantubes i.e. COOH-
functionalized double-walled carbon nanotubes (DWCNTSs) to pure
water on the heat transfer characteristics and pressure drop of
nanofluid flow in a double tube heat exchanger. First, the thermal
conductivity and viscosity of nanofluids are measured and it is
found that the theoretical models for the two properties fail to
predict the experimental data. After that, the tests are conducted
under turbulent flow and the concentrations 0.01% to 0.4% of the
nanofluid. The results indicate that even using a very low quantity
of COOH-functionalized DWCNTs (0.4 vol.%) leads to remarkable
enhancement in the heat transfer coefficient (on average 25%).
Also, the average Nusselt number has increased on average by
18% while the pressure drop increases up to 20%. Finally, utilizing
the definition of thermal performance factor, it was perceived that
using 0.01% of nanotubes is not so advantageous due to the unfa-
vourable effects of raising in pressure drop.
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fraction of 0.8%, the maximum Nusselt number is associated with the CuO nanopowders.
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1. Introduction

Natural convection flow in enclosures is one of the classic
problems that is important due to its application in many thermal
engineering devices such as solar collectors, energy storage
systems, electronic devices, and so on. Recent developments in
the field of nanofluids as an advanced type of liquids with sur-
prising properties have led to a renewed interest in the study of
natural convection in enclosures where a nanofluid is the working
fluid. The satisfactory effects of using nanofluids on the heat
transfer enhancement are proven in many applications such as
solar cells, solar collectors, nuclear reactors, automobiles, micro-
channels, electronic devices, phase change materials, and so on
[1,2].

Here, some studies on the natural convection in cavities using
nanofluids are reviewed briefly. First, the numerical works are re-
viewed. Ho et al. [3] in a numerical work investigated the effects of
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E-mail addresses: zeinali@ferdowsi.um.ac.ir (S.Z. Heris), omid.mahian@gmail.
com (0. Mahian).
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using different models to calculate the viscosity and thermal con-
ductivity on the natural convection heat transfer inside a square
cavity. The bottom and top walls were insulated while one of the
side walls was assumed cold and another one hot. They used
alumina/water nanofluids as the working fluid where the volume
concentrations do not exceed 4%. They concluded that using differ-
ent thermophysical models may lead to the estimations in an
opposite trend for the Nusselt number especially in high solid vol-
ume fractions. Abu-Nada and Oztop [4] examined numerically the
effects of inclination angle (between 0° and 120°) of a square cavity
filled with Cu/water nanofluid (volume fractions upto 10%) on the
heat transfer. The boundary conditions in this work were similar to
the boundary conditions considered by Ho et al. [3]. Ogiit [5]
simulated the natural convection of five different water based
nanofluids (volume fractions upto 20%) containing Cu, Ag, CuO,
Al;03, and TiO, nanoparticles in a cavity where one of the side
walls was heated using a heater mounted on the wall. The cavity
angle was varied between 0° and 90°. They indicated that with
increasing the concentration, the heat transfer rate increases. This
increase was more considerable for the particles with higher ther-
mal conductivity (i.e. Ag and Cu). In a similar work to the study of
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Nomenclature
A heat transfer area
Cp specific heat (kJ/kg K)
d, diameter of the alumina particles (nm)
g gravitational acceleration (m/s?)
h surface-averaged heat transfer coefficient (W/m? K)
k thermal conductivity (W/m K)
l length of cavity (m)
Nuys average Nusselt number
q" surface-averaged heat flux from the hot wall (W/m?)
Prys Prandtl number
Rays Rayleigh number
temperature (C)

Greek symbols

o thermal diffusivity (m?/s)
B volumetric thermal expansion coefficient (1/K)
u dynamic viscosity (kg/m s)
P density (g/cm?)

Subscripts

bf base fluid

c cold wall

h hot wall

m mean value

nf nanofluid

p nanoparticles

Ho et al. [3], Abu-Nada et al. [6] investigated the effects of uncer-
tainties in thermophysical properties on the heat transfer of
Al,Os-water and CuO-water nanofluids (volume fractions upto
9%) in the cavity. They concluded that the average Nusselt number
has a higher sensitivity to viscosity compared to thermal conduc-
tivity at high Rayleigh numbers, hence, a suitable viscosity model
should be selected for such conditions.

Ghasemi and Aminossadati [7] analysed numerically the flow of
Cu, Al;05 and TiO, nanoparticles suspended in water in a cavity
where the top and bottom walls are insulated, right wall is kept
cold and the left wall is subjected to a periodic heat flux. They
found that using Cu and TiO, (volume fractions upto 20%) leads
to the maximum and minimum heat removal from the heat source,
respectively. Shahi et al. [8] considered the flow of Cu/water nano-
fluid (volume fractions upto 5%) in a square cavity where the bot-
tom wall is subjected a constant heat flux, while the cooling of the
cavity is conducted by entering a nanofluid flow from the left wall
and exiting from the right wall. They concluded that an increase in
the volume fraction increases the average Nusselt number in the
cavity. Lin and Violi [9] simulated the effects of particle size on
the natural convection flow of Al,Oz/water nanofluid (volume frac-
tion upto 5%) in a cavity. Their results indicated that by decreasing
the nanoparticle size from 250 nm to 5 nm, the heat transfer rate
increases.

Kahveci [10] conducted a work similar to Ref. [5], with this
difference that the cavity can rotate from 0° to 90°. The author
revealed that with the increase of the Rayleigh number, the incli-
nation angle in which the maximum heat transfer rate occurs,
changes from 45° to 30°. He also found that using Ag nanopartil-
ces results in the maximum heat transfer rate, while the heat
transfer rate is minimum for TiO, nanoparticles. Corcione [11] ob-
tained the optimum particle loading for the nanofluid flow in a
cavity with different aspect ratios. The author concluded that
with the decrease of nanoparticle size, the level of optimal vol-
ume fraction increases. Mahmoudi et al. [12] studied the mixed
convection flow of Cu/water nanofluid in a cavity where four
different configurations were considered based on the inlet and
outlet flow. In another work, Mahmoudi et al. [13] solved the nat-
ural convection problem where the thickness of the left wall is
considered.

The interested readers can refer to other numerical works are as
follows. The effects of temperature dependent models on the nat-
ural convection were considered by Abu-Nada [14], the natural
convection of nanofluids in a cavity using the lattice Boltzmann
method was studied by Lee and Yang [15], investigation of thermo-
phoresis and Brownian motion effects on natural convection by
Haddad et al. [16], double-diffusive natural convection of nanofluid

was studied by Parvin et al. [17], heatline analysis of nanofluid flow
in natural convection has been conducted by Basak and Chamkhah
[18], the effect of nanoparticle shape was investigated by Ooi and
Popov [19], free convection in a complicated cavity was studied
by Nasrin and Alim [20], and finally the free convection in a cavity
filled with nanofluids was considered by Garoosi et al. [21] where
several pairs of coolers and heaters were installed inside the cavity.
A comprehensive review on the natural convection of nanofluids in
cavities with different structures is performed by Haddad et al.
[22].

However, also some experimental works on the natural convec-
tion of nanofluids in cavities are observed in the literature.

Wen and Ding [23] during an experimental work on the natu-
ral convection of TiO,/water nanofluid between two parallel
disks, concluded that using nanofluids leads to the decrease of
the heat transfer rate in the enclosure. They used the nanofluids
at low volume concentrations (not more than 0.57%). Nnanna
[24] tested Al,Os-water nanofluids with volume fractions upto
8% in a partially heated cavity. It was found that using nanofluids
with concentrations upto 2% results in the increase in the heat
transfer rate while for volume fractions greater than 2%, due
the unfavorable effects of viscosity the heat transfer rate
decreases. Li and Peterson [25] sought for the possible reasons
behind the heat transfer detraction due to using Al,Os;/water
nanofluids (volume fractions upto 6%) in a vertical cylindrical cav-
ity. In separate experiments, they could find that the Brownian
motion and thermophoresis phenomena affect the heat transfer
rate. In a nice work, Ho et al. [26] examined the natural convec-
tion of Al,0Os/water nanofluid (volume fractions upto 4%) in the
vertical cavities with three different aspect ratios. They concluded
that increasing the particle loading (more than about 1%) leads to
the decrease of the average Nusselt number especially at lower
Rayleigh numbers.

As it is seen, although extensive numerical studies have been
performed on the natural convection in a cavity using nanofluids,
but there has been little experimental works in this field. This is
due to the difficulties in the experimental study of such flows. Also,
in most of the studies the base fluids were water or ethylene glycol.

The present work aims to provide a comprehensive investiga-
tion on the effects of using three different turbine oil (TO) based
nanofluids including Al,0s, TiO,, and CuO nanoparticles in a cubic
cavity. After preparing the suspensions of nanofluids, the effects of
the inclination angle, Rayleigh number, and volume fraction of
nanoparticles on the Nusselt number are investigated. Utilizing
three different types of nanoparticles let to find out the effects of
thermal conductivity, heat capacity, density and thermal expan-
sion of nanoparticles on the heat transfer rate.
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Table 1
Properties of nanoparticles and turbine oil in room temperature.

Nanoparticle type Mean diameter (nm)

Thermal expansion coefficient (1/K)

Density (kg/m?) Heat capacity (J/kg K) Thermal conductivity (W/m K)

TiO, 20 0.9 x10°°
CuO 60 1.8x107°
Al,O5 20 0.85 x 107
Turbine oil - 64 x 107>

4250 686.2 8.95

6400 535.6 76.5

3970 765 40
875 2000 0.133

2. Nanofluid preparation

Nanoparticles of Al,03 (20 nm), TiO, (20 nm), and CuO (60 nm)
have been purchased from the NIPPON AEROSIL company, Japan
while the turbine oil is provided by Behran Oil company, Iran.
The thermophysical properties of nanoparticles and turbine oil
are presented in Table 1. To prepare a given concentration of the
nanofluids, a specified quantity of the nanoparticles is weighed,
then it is added to the turbine oil little by little. Simultaneously,
by using a magnetic stirrer the suspension is mixed well for
30-45 min. After mixing, the samples are inserted inside an ultra-
sonic vibrator (Misonix Inc. XL2020) for about 1h to have a

homogenous mixture and breaking down the agglomeration be-
tween the nanoparticles.

The samples are provided in three different concentrations
including 0.2 wt.%, 0.5wt%, and 0.8 wt.%. By converting the
concentrations in terms of volume fraction, one can find that the
concentrations do not exceed 0.5 vol.%. This reveals that low con-
centrations of nanofluids used in the present work. Fig. 1 shows
the photographs of the prepared samples and the pure turbine
oil. It should be noted that the samples were stable during the tests
and no sedimentation is observed with naked eyes, but; in general,
CuO/TO nanofluids were stable for a shorter time in comparison
with TiO,/TO and Al,03/TO nanofluids. The lower level of stability

Fig. 1. Photographs of the samples: (a) turbine oil, (b) Al,Os/ TO, (c) TiO»/ TO, and (d) CuO/TO.
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of CuO/TO nanofluids may be due to the higher density and bigger
size of its particles compared to other ones.

3. Experimental set up and procedure

The schematic view and photograph of the experimental set up
is shown in Fig. 2.

The experimental set up is composed of a test cell, insulator
materials, nanofluid tank, DC power supply, and electrical panel.
The test cell is a cubic cavity with the side size of 10 cm. One of
the walls is cooled down by cooling water while another wall at
the opposite side is heated by a heating element with the maxi-
mum power of 1000 W. The power of heating element is regulated
by varying the voltage of DC power supply. The cold and hot walls
are made of copper with a thickness of 2 mm, and other walls are
made of steel and the thickness of 2 mm. All walls are insulated
with a ceramic fiber insulating blanket with a thickness of
50 mm. PT 100 thermocouples with an accuracy of 0.1 °C are used
to measure the surface temperature of the hot and cold walls. The
thermocouples are calibrated in a constant temperature bath
equipped with a digital thermometer with an accuracy of 0.1 °C.
After about 3 h the system reaches the steady state conditions so
that no change is observed in the temperatures. The temperatures
are recorded in the steady state conditions. After each test, the

Fig. 2. (a) Schematic view of the inclined cavity, and (b) photograph of the
experimental set up.

enclosure is cleaned well. The tests are repeated 3-4 times to be
sure about the repeatability of the data.

4. Data reduction

The steady state heat flux applied on the hot wall is obtained by
multiplying the voltage (V) and current (I) as follows:
q// — VI (1)

Therefore the heat transfer coefficient (h) and the Nusselt number
(Nu) can be determined as:

_ . q”

h= A, -1y @
i

= 3)

In which T, and T, are the temperatures of hot and cold walls,
respectively. Also, [ is the size of cavity, and k. is the thermal con-
ductivity of nanofluid.

Also, the Rayleigh number is computed by:

 8PHCoBuy(Th = T
knf :unf

The thermophysical properties of the nanofluid are calculated at the
mean temperature of the hot and cold walls (T, + T./2) as follows.
Thermal conductivity is obtained by Hamilton-Crosser equations
[27]:

Ra (4)

k + (= 1ks + (0 — Dp(kyp —Kr)

ky+(n—1)k—p(ky— k) 7
Density (pny), heat capacity (G and thermal expansion coefficient
(Bny) are calculated by Khanafer and Vafai [28]:

Ky = (5)

Pop = Pr(1 = @)+ p,¢ (6)

Cy = prC(1 =) + ppCod )
pnf

1- +

= (L= DDy + 608, )
pnf

The viscosity is determined by the Brinkman relation [29]:

K
Moy = 1-¢)° (9)

As mentioned the volume concentrations used in the present work
do not exceed 0.5%, therefore, as it is confirmed by Ho et al. [3] and
Abu-Nada et al. [6] the uncertainties in thermophysical models
have no effect on the reported results in low concentrations.

5. Results and discussion

In this section, the effects of concentration, inclination angle,
and nanoparticle type in different Rayleigh numbers on the Nusselt
number are investigated.

5.1. Effects of concentration

Fig. 3 shows the variations of the Nusselt number with the Ray-
leigh number for different concentrations of TiO,/TO, Al,05/TO,
and CuO/TO nanofluids and inclination angles of 0, 45, and 90. As
it is observed, at all inclination angles for TiO,/TO nanofluid, the
Nusselt number decreases with an increase in the weight fraction
of nanoparticles. However, for the two other nanofluids there is
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Fig. 3. Effects of concentration on the Nusselt number for different nanoparticles.

no a specified trend for the changes in the Nusselt number. The fol-
lowing relation can help to describe the reasons behind the
changes in the Nusselt number [26]:

2 ,
hnf ﬁnf ! pnf ! Cp‘nf g knf n Aunf !
— =] | = —=) (= — (10)
hy Bs 1% Cos ke Ky

The above relation can be developed in terms of the Nusselt
number as follows:

n 2n n n -n
Ny ~ & Pry <CP="f> (@) Hup (11)
Nug—\ B ) \ Py Cos ) \ks K

or:

N ()" (0" Cor ) ") (12

where n is considered equal to 1/3, and the subscript r indicates the
ratio of the properties. With an increase in the concentration of
nanofluids, the density, thermal conductivity and viscosity ratios

increase while the heat capacity and thermal expansion coefficient
ratios decrease. However, it should be considered that the power of
n for the thermal conductivity and viscosity ratios in the relation is
negative. Therefore, the Nusselt number increases with particle
loading due to the increase of density ratio. On the other hand,
the Nusselt number decreases with particle loading due to the de-
crease of thermal conductivity, viscosity, heat capacity and thermal
expansion coefficient ratios. The outcome of these changes is the
decrease of the Nusselt number for the TiO,/TO nanofluid. For
Al,03/TO and CuO/TO nanofluids it is not predictable that which
concentration yields the minimum Nusselt number, as shown in fig-
ure. More experiments are needed to know the reasons behind
these unusual changes. However, the physical and chemical specifi-
cations of nanoparticles such as the shape, size, heat absorption and
the level of surface activity should be considered as possible
reasons. Moreover, CuO and Al,O3 particles have higher thermal
conductivity compared to TiO, particles. This may affect the ther-
mophoresis phenomenon which is occurring in the cavity. Thermo-
phoresis is sensitive to the changes in the temperature gradient and
hence the variations of the thermal conductivity. In all cases, the
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Nusselt number increases with an increase in the Rayleigh number
due to the increases in the buoyancy force. The rate of increase in
the Nusselt number for nanofluids is lower than the pure turbine
oil. This may happen because of the agglomeration and probable
sedimentation of nanoparticles on the hot plate which deteriorates
the heat transfer.

5.2. Effects of inclination angle

Now, the aim is to focus on the effects of inclination angle on
the Nusselt number for the three types of nanofluids. As it is shown
in Fig. 4, for all types of nanofluids and any concentration, the Nus-
selt number is minimized at the inclination angle of 0° where the
hot plate is placed on the ground. This happens because in this case
the heat transfer is deteriorated due to the lower velocity of parti-
cles that is due to the gravitational effects.

For TiO, particles, the maximum heat transfer occurs at the
angle of 90°. For Al,0; and CuO the heat transfer is highest at
90° in the weight fractions of 0.8% and 0.5%. However, for 0.2%
particle loading, the maximum heat transfer happens at 45° due
to the higher migration velocity of particles in this angle compared
to 90°.

5.3. Effects of nanoparticle type

Finally, the effects of using different nanoparticles in the cavity
on the Nusselt number are investigated. Fig. 5 shows the variation
of the Nusselt number with the Rayleigh number at the inclination
angle of 90°. As it is seen, for the weight fraction of 0.2%, the use of
TiO, particles leads to the maximum Nusselt number in the cavity,
although its thermal conductivity is the smallest. By increasing the
weight fraction of nanoparticles from 0.2% to 0.8%, Cuo/To nanofluid
shows a higher Nusselt number compared to TiO,/TO nanofluid.
Also, it is perceived that for the weight fraction of 0.8%, the magni-
tude of the Nusselt number for Al,03/TO nanofluid is higher than
TiO,/TO nanofluid at lower Rayleigh numbers.

Referring to Eq. (11) and with the development of it for two par-
ticles, one can write:

n 2n n n
Nuyy),, ~ Pog p, Prf p, (CP~"f=IJ2 > <knf»P1>n Mg, Py
Nunf)p1 Buf p, Pnf>P1 Cpnfs D1 ks, py s> D2

(13)

where the subscripts pj;and p, indicates the particle type #1 and
particle type #2. To explain the reasons behind the changes of the

Fig. 4. Effects of inclination angle on the Nusselt number for different nanoparticles.
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Fig. 5. Effects of different nanoparticles on the Nusselt number for the inclination angle of 90°.

Nusselt number, besides the above relation, the effects of size,-
shape, heat absorption, and Brownian motion of nanoparticles
should be considered. Also, the van der Waals’ forces between the
nanoparticles are another important factor. As the van der Waals’
forces increase, the agglomeration of nanoparticles increases which
it can reduce the effect of buoyancy force and consequently the
Nusselt number decreases. Therefore, more experiments in micro-
scopic and macroscopic scales should be done to find out the
reasons behind the changes in the Nusselt number for different
nano materials.

6. Uncertainty analysis

Uncertainty analysis is performed to determine the percentages
of error in each experiment. In the following, the uncertainty anal-
ysis for important parameters such as the heat transfer coefficient,
Nusselt number, and Rayleigh number is conducted in details.

The maximum possible error (Ep;) in the measurement of

parameter M is determined by:
_ Xij oM
=M KX
in which X; is an independent parameter that can be determined di-
rectly through the measurements. M is the d that is calculated
through X. Ey; is obtained by dividing the measurement accuracy
of the device that is used for measuring a parameter to the mini-
mum value of the measured quantity during the tests.

Another form of the above equation is as follows:

CxieM N X oM\ Xo OM
kb= KM i, B) (o)t (3 )

6.1. Calculation of errors

Ewi E, (14)

1/2

In this section, Ey; for all measured parameters are calculated.
0.001

. . _ _ _4

The mass of nanoparticle : E, = i—].752 +5.71 x 10
0.1 3

The temperature : Eq, 1) = im =4493 x 10

The length of cavity : E; = io'(;)# = +0.01

. 12
The surface area of the cavity : Ex = i[E,Z + E,z] =+0.014

1
Voltage : Ey = iﬁ =+0.04

0.001

_ -3
0648 — +1.54 x 10

Current : E; = +

6.2. Maximum error in the estimation of heat transfer parameters

First, the maximum error in the estimation of heat transfer coef-
ficient is determined as follows:

1/2
MaxE;, = + [Eﬁ FE 4 (—En)? + (7E(Th,m)2] — +0.0426

Therefore, the maximum error in the measurement of heat transfer
coefficient is 4.26%. In a similar way, the uncertainties in the esti-
mation of the Nusselt number and the Rayleigh number are 7.43%
and 9.45%, respectively.

7. Conclusions

A comparative experimental study is conducted to examine the
effects of metal oxide nanopowders including TiO,, CuO, and Al,03
suspended in turbine oil on the natural convection flow inside a
titled cube cavity. Three inclination angles of 0, 45, and 90° and
three weight fractions of 0.2%, 0.5%, and 0.8% are investigated in
the work. The results show that for any inclination angle and the
Rayleigh number, the Nusselt number is higher for turbine oil com-
pared to the nanofluids. For TiO,/TO nanofluids, with increasing
the inclination angle from O to 90, the Nusselt number increases.
In other words, the optimum inclination angle for TiO,/TO nanofl-
uids is 90°. However, the tests on the two other nanofluids indicate
that at the low concentration (i.e. 0.2 wt%), the maximum heat
transfer occurs at the inclination angle of 45°. Also, it is found that
for the angle of 90°, in the weight fraction of 0.2%, using TiO,/TO
nanofluid results in the maximum Nusselt number while for
0.8% wt.% the maximum Nusselt number is caused by the CuO/
TO nanofluid flow. It was concluded that besides some factors such
as shape, size, heat absorption, Brownian motion, and physical and
chemical properties of the nanoparticles, future experimental stud-
ies are needed to know the possible reasons behind the changes in
the Nusselt number for different nano materials.
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In this investigation, a numerical model having two-dimensional equations was obtained by a CFD program
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temperature, pressure, and velocity distributions in the tested pipes; furthermore, comparisons of pressure

drop characteristics are given in terms of nanoparticle concentrations and tube types.
© 2014 Elsevier Ltd. All rights reserved.
1. Introduction coefficients than those of larger one. They also obtained higher heat

The productivity of a fluid regarding heat transfer applications
depends on thermal conductivity significantly. Applications in the
electronic, automotive, and aerospace industries are affected from tradi-
tional heat transfer fluids' (e.g. water, oil, ethylene glycol mixtures) low
thermal conductivity values resulting as the restriction for the im-
provement of productivity and smallness in heat exchangers. Having
suspended tiny particles in the base liquid improves the thermal con-
ductivity and thus the increase in heat transfer performance is expected.
In case there may be abrasion and clogging problems, the millimeter
size suspended particles have not been used for a long time. The particle
sizes from 10 to 100 nm are preferred to have uniform and stable
suspensions. Some of recent experimental and numerical works on
the single-phase flow of nanofluids are given as shown below:

Anoop et al. [1] have done an experimental investigation to deter-
mine the effect of particle size in the flow regarding laminar developing
region. They had constant heat flux regarding nanofluid flow including
45 nm and 150 nm sized alumina particles suspended in base fluid in
the investigated pipe. According to the results, nanofluids have the
heat transfer enhancement in comparison to its base fluid; besides
smaller sized particles with water mixture has greater heat transfer

* Communicated by W.J. Minkowycz.
* Corresponding author.
E-mail address: dalkilic@yildiz.edu.tr (A.S. Dalkilig).

http://dx.doi.org/10.1016/j.icheatmasstransfer.2014.02.022
0735-1933/© 2014 Elsevier Ltd. All rights reserved.

transfer coefficients in the developing region than those in the devel-
oped region. Finally, they correlated an equation for heat transfer in
the developing region.

Heidary and Kermani [2] prepared a numerical work using nanofluid
on the heat transfer and flow field in a wavy channel. They used copper
particles in pure water for their simulation study. They studied on the
influences of Reynolds number, nano-fluid volume fraction, and wave
amplitude on the local and average Nusselt numbers and the skin fric-
tion coefficient. Authors validated their results with those in the litera-
ture and showed heat transfer increase regarding with the use of
nanofluid flow in channels having wavy horizontal walls.

Heidary and Kermani [3] investigated nanofluid's heat transfer in a
channel having some specified blocks. Their numerical study was sub-
jected to the parameters of Reynolds number, nanofluid volume fraction
and the block number. They studied those parameters' effects on the
local and average Nusselt numbers and determined some enhancement
on heat transfer using nanofluids flowing in a channel having attached
blocks.

Wang and Chen [4] studied the heat transfer rate for flow through a
specially designed channel benefitting from the techniques of simple
coordinate transformation and the spline alternating-direction implicit
numerically. Authors showed the influences on the wavy geometry,
Reynolds number and Prandtl number on the skin-friction and Nusselt
number. According to their results, the rise in the Reynolds number
and the amplitude-wavelength ratio increase the values of the Nusselt
number and the skin-friction coefficient.
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Nomenclature

specific heat [J kg7 ! K™ 1]

tube diameter [m]

height of fin [m]

friction factor

thermal conductivity [W m~!K™']
length of test tube [m]

mass flow rate [kg s~ 1]

number of fins

distance between microfins [m]
Reynolds number

o = o
FTEBTF ©g

t thickness [m]

Y velocity [m s~ 1]

I dynamic viscosity [Pa-s]
P density [kg m—>]

) volume fraction [%]
AP pressure drop [Pa]
01 helix angle [°]
Subscripts

exp experimental

f fluid

i inside

m mean

nf nanofluid

num numerical

o] outside

p particle

w water

Yang et al. [5] calculated the heat transfer coefficients during laminar
flow of various nanofluids in a horizontal heat exchanger. They used the
graphitic particles in nature and reported some enhancement in ther-
mal conductivity values because of used particles. Authors concluded
that the experimental heat transfer coefficients have lesser increases
than calculated ones.

Khanafer et al. [6] defined a numerical model regarding with the
heat transfer enhancement in a two-dimensional enclosure considering
solid particle dispersion of nanofluids. They validated and compared
their findings with those in their previous work. Their analysis includes
the influence of suspended tiny metallic particles on the fluid flow and
heat transfer applications within the enclosure on thermal conductivity
improvement. Their proposed Nusselt correlation has the parameters of
Grashof number and volume fraction.

Xuan and Li [7] presented a theoretical model regarding with the
nanofluid flow in a tube considering dispersion of solid particles. Their
method includes the preparation of sample nanofluids. They obtained

Table 1
Geometrical parameters of the investigated tubes.

Fig. 1. Achieving the grid independency for velocity profiles of smooth tube 3 (a) and
microfin tube (b) for mass flow rate of 0.0312 kg/s.

TEM images to show the stability and evenness of suspension. Thermal
conductivity values were determined by means of both the hot-wire
technique experimentally and their theoretical model. The volume
fraction, dimensions, shapes and specifications of the nanoparticles
are considered as important parameters in their study.

Shokouhmand et al. [8] performed a numerical simulation study re-
lated with Darcy-Brinkman-Forchheimer flow model and convective
flow model in an enhanced round micro/nano channel. They considered
velocity slip and temperature jump in their model and investigated the
influence of Knudsen number and Darcy coefficient on velocity and
temperature spreading.

Parameter Unit Smooth tube 1 Smooth tube 2 Smooth tube 3 (simulated) Micro-fin tube
Length (L) mm 1100 1100 1100 1100

Outside diameter (D,) mm 8 10 8.48 8

Inside diameter (D;) mm 6 8 748 7.48
Thickness (t) mm 1 1 1 0.26

Fin Height (e) mm - - - 0.22

Fin pitch (p) mm - - - 034

Helix angle (o) ° - - _ 35

Number of fins (n) - - - - 65

e/D - - - - 0.027
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Mohammed et al. [9] concentrated on the influences of the use of
louvered strip inserts installed in a round double tube heat exchanger
on the thermal and flow fields. They used several kinds of nanoparticles
having various sizes and concentrations dispersed in water in their
numerical study based on finite volume technique. According to their
analyses, the highest Nusselt number was obtained by using SiO,
nanofluid comparing with Al,03, ZnO, and CuO. Nusselt number
decreases with increasing nanoparticle diameter size and the increase

in volume fraction of nanoparticles enhances the Nusselt numbers.
They also studied the significant parameters' effects on the skin friction
coefficient factor.

Moraveji et al. [10] studied the convective nanofluid flow in the
developing region of a pipe with constant heat flux numerically. They
used numerical (CFD) analyses for the nanoparticles of Al,03 having
various sizes and concentrations with its base fluid of water. Their anal-
yses included the influence of particle size on single phase heat transfer

Fig. 2. Grid structures of investigated tubes. (a) Front view of smooth tube 3. (b) Front view of microfin tube. (c) Isometric view of smooth tube 3. (d) Isometric view of microfin tube.
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coefficient for a limited range of Reynolds numbers. They proposed a
correlation having dimensionless numbers to determine Nusselt num-
bers as according to their outputs.

A lot of investigations have been prepared to determine the heat
transfer augmentation of nanofluids in the literature so far. It should
be considered that there have insufficient numbers of studies; including
artificial neural network based physical properties [17], on the
nanofluid flows in enhanced tubes. Solid Works software [24] was
used for the draw of plain and micro-fin pipes and then they were
imported into ANSYS Fluent software [25] for CFD analysis. Before the
simulation of the smooth and micro-fin tubes in the CFD program,
the validation process of experimental data was accomplished for the
convective single phase flow of pure water in authors' previous study
[23]. The measured data and simulated one for nanofluid flow having
TiO, particles with its base fluid of water were analyzed by the
CFD program to determine the pressure drops, temperature, pressure
and velocity distributions in plain and enhanced pipes. Moreover, the
measured and numerical outputs were evaluated as a comparison and
also their variations with Reynolds number and flow rate were also
shown for the investigated tubes in the study. It can be said that this
paper is a continuation of authors' previous works on nanofluids
[10-23].

2. Experimental apparatus

Additional knowledge on the experimental setup for investigating
single phase heat transfer flow of pure water inside plain and microfin
horizontal pipes exists in Celen et al. [23]. Specifications of the tested
pipes are shown in Table 1. For the comparison of smooth and microfin

tubes having the same equivalent diameter, smooth tube 3 is simulated
by using smooth tube 1 and 2' experimental data.

3. Data reduction
3.1. Calculation of pressure drop in pipes
In practice, pressure drop is calculated by means of an equation

given below. This equation can be used for smooth or rough surfaces,
laminar or turbulent flows, smooth or rough surfaces [26].

2
Ap:f.%.p"zm . (1)

In Eq. (1) fis friction factor and it can be changed according to the
type of flow (laminar or turbulent). The friction factor for fully devel-
oped turbulent flow in a smooth tube expressed respectively as follows

f = 0.316/Re®% for 2300 < Re < 20000 and

2
f = 0.184/Re? for 20000 < Re < 400000 @

where Reynolds number is determined as follows:

(3)

Detailed list of turbulent friction factor equations for plain and
microfin pipes can be seen in Celen et al. [23].

Fig. 3. The comparison of experimental and numerical pressure drop results for smooth tubes 1 (a), 2 (b), 3 (c) and (d) microfin tube.
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3.2. Specifications of nanofluids

The greatest confirmed equations were taken from Kayaci et al. [17]
and used for the determination of the physical properties of TiO,—water
nanofluids. In their work, they summarized the literature on almost
all empirical correlations for nanofluid dynamic viscosity, thermal
conductivity and specific heat capacity at constant pressure. They also
developed two different ANN models in order to conclude the proper
grouping of specifications for the TiO, nanofluid. The ANN model 1 in-
puts were the empirical equations of specifications, the nanoparticle
concentration, the velocity of water and the average temperature in
the test tube. The outputs of the ANN model 1 were pressure drop,
friction factor, shear stress, and convective heat transfer coefficient
and heat flux. The ANN model 2 inputs were the empirical equations
of physical properties and the inlet and outlet temperatures and velocity
of the water in the investigated pipe. The ANN model 2 outputs were the
pressure drop and the convective heat transfer coefficient. According to
their study, the best agreeable equations were obtained from the ANN 1
model for the specifications (k, 1, Cp) of nanofluids and they are given as
follows:

The thermal conductivity of the nanofluid was calculated from
Bhattacharya et al. [27] correlation, as:

Ky = Kpp + (1=)ky. (4)

The dynamic viscosity of the nanofluid was calculated from Wang
et al. [28] correlation as:

;%f:;q(306¢2—019¢-+1). (5)

The heat capacity of nanofluid was calculated from Maxwell [29] as:
Cpor = (1-¢)Cpr(1+2.5¢; 1. (6)

The density of the nanofluid was calculated from Pak and Cho's [30]
equation, as follows:

Prf = Ppd + (1—)ps. (7
3.3. Numerical method — CFD approach

In CFD analysis one of the most used software is the ANSYS Fluent
program [25]. The detailed information about the program and its alge-
braic models exists in the Fluent User's Guide. In order to transform
governing equations into algebraic definitions, the control volume the-
ory is used by the program and their numerical solution is possible with
giving an important investigation clarification. The control volume
method operates with the integration of the governing definitions for
each control volume, and at that point by discretizing the formulas
that conserve each quantity based on the control volume.

Because leading equations could be given numerical analyses after-
ward their transformation into a set of algebraic formulas, classic
single-phase conservation formulas were presented with a solution in
the control volume method. Whole scalar values and velocity com-
ponents are determined at the center of control volume interfaces,
where grid schemes are done widely. The Semi-Implicit Method for
Pressure Linked Equations (SIMPLE) was evaluated to match pressure
and velocity. A point-implicit (Gauss—-Seidel) linear equation solver, in
conjunction with an algebraic multigrid method, was applied in the
Fluent CFD program to evaluate the linear systems resulting from

Fig. 4. Numerical pressure drop comparison of water and TiO,-water nanofluids flowing in smooth tubes 1 (a), 2 (b), 3 (c) and (d) microfin tube.
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discretization schemes. k-¢ turbulence models were selected as viscous
model. In the course of the iterative procedure, residuals were thor-
oughly observed and all outputs were thought to have converged
when the residuals for each governing equation drop below 1076,
Boundary conditions were recognized for the velocity inlet at the tube
inlet and for the pressure outlet at the tube exit; turbulence intensity
and equivalent diameter were identified for the turbulence parameters.
Constant heat flux was determined to the tube surface.

According to Fig. 1(a), in order to display grid-independent solutions
in smooth tube 3, two different edge lengths were considered in the tet-
rahedron grid type for mass flow rate of 0.0312 kg/s. Fig. 1(b) shows
grid-independent solutions in micro-fin tubes by using two different
node numbers for mass flow rate of 0.0312 kg/s. Fig. 1(a) and (b)
shows the velocity profile distributions at the different mesh sizes,
which are nearly identical in each other.

4. Results and discussion

In order to confirm the numerical results, some experimental data
points was obtained for the single-phase flow of pure water in horizon-
tal smooth and micro-fin tubes with inner diameters of 6, 7.48 and
8 mm at a Mechanical Engineering Lab in YTU. The experiments have
been performed by pure water. Evaluation of the outputs is illustrated
in sequence in below paragraphs:

In the numerical study, the commercial software package ANSYS
Fluent [25] was used for the investigation of pressure drop of plain
and microfin pipes. Investigated tubes were created by means of Solid
Works program [24] and they were imported to ANSYS Geometry.
After this process, meshing process was applied to the tubes by using
ANSYS Meshing program. The mesh affects the accuracy, convergence,
and speed of the solution. Moreover, the meshing time to develop a
model frequently takes an important percentage of the necessary time
to obtain outcomes from the analyses; this explanation reveals that
the better and extra computerized the meshing tools, the better the
solution. Grid structures of investigated tubes are illustrated in Fig. 2.

Fig. 3 depicts the comparison of experimental and numerical
pressure drop outputs for plain and microfin pipes. According to Fig. 1,
numerical and experimental pressure drop results of smooth tube 1,
smooth tube 2, smooth tube 3 and microfin tube were observed in the
deviation bands of 4-21.8%, 4 17.2%, +20.3% and =+ 29.8%, respectively.

Fig. 4 shows numerical pressure drop comparison pure water and
nanofluids with TiO, volume concentrations of 0.4% flowing in smooth
and microfin tubes. It is clear that the pressure drop of nanofluid is
greater than the pure water for all tested tubes. The maximum augmen-
tation of pressure drop outputs for plain pipe 1, plain pipe 2, plain pipe 3
and microfin pipe were 28.1%, 28.9%, 29.1% and 8%, respectively. The
result can be explained with relation between dynamic viscosity and
pressure drop of the fluid. Because nanoparticle addition in a base
fluid generally increases dynamic viscosity of the fluid, it is obvious
that the usage of nanoparticles in water raises pressure drop results.

Fig. 5 shows comparison of numerical pressure drop results of pure
water and TiO,-water nanofluids with 4% volumetric particle concen-
trations flowing inside plain and micro-fin pipes. As shown in the figure,
the pressure drop enlarged regularly as mass flow rate increased for
both plain and microfin pipes. It was also observed that the smooth
tube 1 had higher pressure drop when it was matched with plain
pipes 2 and 3. Compared with plain tube, microfin pipe has higher
pressure drop.

Figs. 6(a) and 7(a) represent velocity profiles of pure water and
TiO,-water nanofluids having volume concentration of 4% flowing in
smooth tube 3. Figs. 8(a) and 9(a) represent velocity profiles of pure
water and TiO,-water nanofluids having volume concentration of 4%
flowing in microfin tube. The velocity of the fluid at the place where
fluid and pipe wall contact with each other is zero because of no slip
condition. It increases with increasing distance from the pipe wall. The
velocity profile of the fluid is related to the surface properties of the

Fig. 5. Comparison of numerical pressure drop results of tubes used in the study. a) Pure
water and b) TiO,-water nanofluids (vol. 4%).

pipe wall. The smooth tubes have more uniform velocity profile than
the microfin tubes.

Figs. 6(b) and 7(b) represent temperature profiles of pure water and
TiO,-water nanofluids having volume concentration of 4% flowing in
smooth tube 3. Figs. 8(b) and 9(b) represent temperature profiles of
pure water and TiO,-water nanofluids having volume concentration
of 4% flowing in microfin tube. The temperature of the fluid has its min-
imum rate on the wall and maximum rate at the entrance of the tube.
Because cold water flows outside of the pipe (annulus side of double
pipe heat exchanger), the temperature of the fluid also decreases with
increasing distance from the entrance.

Figs. 6(c) and 7(c) represent temperature profiles of pure water and
TiO,-water nanofluids having volume concentration of 4% flowing in
smooth tube 3. Figs. 8(c) and 9(c) represent temperature profiles of
pure water and TiO,-water nanofluids having volume concentration
of 4% flowing in microfin tube. The fluid pressure has its highest rate
at inlet of the tube and it decreases with increasing distance from inlet
of the pipe.

It is should be noted that the velocity, temperature and pressure
profiles represented in Figs. 6-9 were obtained for mass flow rate of
0.0312 kg/s.

Many figures and tables might be produced from the results of the
analyses, but, caused by the space restriction, just characteristic conclu-
sions are illustrated. Moreover, the additional knowledge about the in-
formation above and some extra graphics with various experimental
factors regarding with the work exists in the authors' published publica-
tions previously in open sources.
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Fig. 6. Velocity (a), temperature (b) and pressure (c) profiles at various locations in smooth tube 3 for pure water.
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Fig. 7. Velocity (a), temperature (b) and pressure (c) profiles at various locations in smooth tube 3 for TiO,-water nanofluids (vol. 4%).
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Fig. 8. Velocity (a), temperature (b) and pressure (c) profiles at various locations in microfin tube for pure water.
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Fig. 9. Velocity (a), temperature (b) and pressure (c) profiles at various locations in microfin tube for TiO,-water nanofluids (vol. 4%).

107



108 A. Celen et al. / International Communications in Heat and Mass Transfer 53 (2014) 98-108

5. Conclusion

This investigation studied the pressure drop of pure water and TiO,-
water nanofluid flowing inside plain and micro-fin pipes by means of
CFD analysis using authors' accurate and repeatable single-phase flow
data. The results of current work are summarized herein below:

a. Experimental and numerical pressure drop results for pure water
and TiO,-water nanofluids were compared and determined in the
tolerable range of +30% for investigated tubes.

b. The numerical pressure drop results of TiO,-water nanofluids were
higher compared to pure water for both plain and microfin pipes.

c. The numerical outcomes showed that the pressure drop in plain
pipe having smaller inside diameter was greater than in the plain
pipe having larger inside diameter.

d. The numerical pressure drop of pure water flowing in microfin tube
was greater than those in the plain one having the same inside
diameter.

e. The numerical pressure drop of TiO,-water nanofluids flowing in
microfin tube was greater than plain one having the same inside
diameter.

f. The temperature, pressure, and velocity distributions in the smooth
and microfin tubes were illustrated by using CFD analysis.

This study indicates that a computational fluid dynamics (CFD) pro-
gram can be evaluated for the pure water and TiO, particles suspended
in water mixture flowing in plain and microfin tubes.
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Boiling

Different types of tubes have been used to improve cooling systems regarding the performance, cost and com-
pactness. Corrugated tubes are tubes with their inner surface enhanced in these systems. One of the applications
of machine learning, named as pattern classification, is often used to separate the human faces, voices, finger
prints etc. In this study, it is used to separate the R134a data taken in-tube boiling process in smooth and en-
hanced tubes automatically. In other words, the developed numerical algorithms enabled artificial intelligence
to predict the type of tubes having equivalent diameters used in the experiments. Systematical experiments, in-
cluding saturation temperatures of 10, 15 and 20 °C, mass fluxes of 200, 300 and 400 kg m~2 s~ ! and heat fluxes
of 20, 25 and 30 W m ™2, are carried out for the comparisons using smooth and 5 different types of corrugated
tubes having various corrugation depths and helix angles. The boiling process in the test tubes has been mea-
sured with 300 data points, having 30 individual parameters (inputs) for varying tube types for the reduction
process by the Linear Discriminant Analysis (LDA) and Principle Component Analysis (PCA). The classification
success rates of the methods of Linear Discriminant Classifier (LDC), Quadratic Discriminant Classifier (QDC),
Naive Bayes Classifier (NBC) and Minimum Mahalanobis Distance Classifier (MMDC) by each dimensional reduc-
tion and the total area occupying under receiver operating characteristic (ROC) curves are determined according
to 3-fold cross validation method. NBC method has the highest classification success with the accuracy of 98.33%
as a result of the reduction to 3 dimensions by LDA method. In addition to this, QDC method has the highest area
under curve (AUC) with the value of 0.9994 according to the reduction to 3 dimensions by LDA method. Depen-
dency analyses showed that the use of 8 dimensional experimental parameters as the most important input is
enough to determine the type of test tubes with a high accuracy.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

without being given any information about the author. The pattern clas-
sification problem arises due to the human desire to have the machines

Machine Learning is a kind of programming concept to optimize a
performance criterion using example data or past experience [1]. The
act of taking in raw data and making an action, based on the category
of pattern, is called as pattern classification [2]. Pattern classification is
the most important field of Machine Learning. Humans are able to clas-
sify the patterns which they come across in their daily lives very easily.
Amongst common examples of pattern classification is the human abil-
ity to identify the caller on the phone, to recognize individual persons in
a photograph or to read and guess the author of an unfamiliar text
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(A.S. Dalkilic).

http://dx.doi.org/10.1016/j.icheatmasstransfer.2014.02.020
0735-1933/© 2014 Elsevier Ltd. All rights reserved.

do all these tasks which are easily done by human beings. There are a lot
of classification methods described in the literature developed utilizing
computer science research on how these methods can be applied to dif-
ferent problems.

In pattern classification problems, the methods in use are
probability-based methods such as Maximum-likelihood Estimation,
Bayesian Estimation, Naive Bayes Classification, Expectation-Maximiza-
tion, and Hidden Markov Model, non-parametric models such as Parzen
Windows and K-nearest Neighbor [2], linear models such as Linear Dis-
criminant Functions, Probabilistic Discriminant Functions, and Logistic
Regression [3], neural network models such as Multi-Layer Perceptron,
Radial Basis Function, and Probabilistic Neural Network, non-metric
models such as Decision Trees and Decision Forests [2], kernel-based
methods such as Support Vector Machines and Quadratic Discriminant
Functions [3], minimum distance classifier methods defined accordingly
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with several distance metrics [4], and fuzzy logic-based methods such
as Fuzzy Classification and Adaptive Neuro Fuzzy Inference System [5].

However, in heat transfer literature, the pattern classification
methods have started being utilized very recently. The first example is
the study which aimed to detect the faults occurring in the cooling sys-
tems by using Bayesian Classification Methods [6]. In the study, the sig-
nals obtained from the machine were classified based either on their
fault pattern or non-fault pattern characteristics. Another study aimed
to classify the heat resistance of steel structure. In this study, the aim
was to classify the properties detecting them from images of steel struc-
tures [7]. A different study showed that, there is an important difference
between fire retardant treated and untreated wood products in terms of
heat release and therefore these products can be classified only with
measurements and observations. However, a specific classification algo-
rithm was not applied [8]. Another study investigated the classification
of different types of milk obtained from different places based on the
values measured by electronic nose device. Support vector machine
was used in this study [9].

There has been no study in the literature yet to date; investigating
the automatic classification of different types of tubes used refrigeration
systems during two-phase flows. For this reason, this study is expected
to be a model for future studies and fill the gap in the literature.

2. Experimental setup

A schematic diagram of the test apparatus can be seen from author's
publications in the literature. The refrigerant loop consists of a pre-
heating loop, test section, heating loop, and chilling loop. For the refrig-
erant circulating loop, liquid refrigerant is forced by a gear pump which
can be adjusted to the flow rate using an inverter. The refrigerant then
passes in series through a filter/dryer, a refrigerant flow meter, a pre-
heater, and a sight glass and enters the test section. The pre-heater con-
trols the inlet quality before entering the test section. It consists of a spi-
ral counter-flow tube-in-tube heat exchanger which is designed to
supply heat in order to prepare an inlet quality for the vaporization of
the refrigerant. Leaving the test section, the refrigerant vapor then con-
denses inside a sub-cooler and is collected in a receiver. After leaving the
chilling loop, the refrigerant returns from a two phase refrigerant to a
sub-cooled state. Eventually, the refrigerant returns to the refrigerant
pump to complete the cycle.

Details of the test section are shown schematically in Fig. 1a. The test
section is a vertical counter-flow double tube heat exchanger with re-
frigerant flowing downward in the inner tube and heating water
flowing upward in the annulus. The test sections are one smooth tube
and two corrugated tubes, which are made from copper. The inner di-
ameter and outer diameter of the inner tube are 8.7 and 9.52 mm, re-
spectively. The length of the test section is 500 mm. Fig. 1b shows a
sketch of a corrugated tube. T-type thermocouples are installed at the
inlet and outlet of the test section to measure the saturation tempera-
ture of the refrigerant. Similarly, the differential pressure transducer is
installed in order to measure the pressure drop across the test section.
The length between the pressure taps is 850 mm. There are 10 thermo-
couples located at five positions along the test section. All of the wall
thermocouples are fixed with special glue having low thermal conduc-
tivity. The test section is insulated with rubber foam with a thermal con-
ductivity of 0.04 W/mK. All of the thermocouples are well calibrated by
standard thermometers with a precision of 0.1 °C. The refrigerant flow
meter is a variable area type and is specially calibrated in the range of
0.2-3.4 LPM for R-134a by the manufacturer, as is the differential pres-
sure transducer. In the experiments, the inlet quality of the test section
is varied by small increments. The imposed heat flux, mass flux, and
saturation temperature are kept constantly at the desired values. The
system is allowed to approach a steady state before any data are record-
ed. During experiments, the temperature and pressure are continuously
recorded along the test section by the data acquisition system.

It should be noted that the detailed information on the experimental
setup belonging to the subject tubes in this study can be seen from au-
thors' previous publications [10,11].

3. Methodology

One of the application fields of Machine Learning is pattern classifi-
cation problem. Definition of this problem is shown mathematically as
follows [3].If each value measured by the experiments is represented
by x scalar and each vector consisting of the values measured at each
point of the experiment is represented by X, m dimensional vector be-
longing to n number test point can be shown as follows:

Xi= {X,‘,],x,»‘z, ......... ,X,»_m} i=1..n (1)

X; vector in Eq. (1) is called as pattern. If the discrete class to which each
pattern belongs is named as s; and if s; is an element of a set (which con-
sists of C number elements) which has a finite number of elements, this
is expressed as follows:

5;.€{1,2,3,...C} (2)

When X; is known, finding what s; value corresponding to this vector is
called classification problem.

Generally classification problem can be considered as the investiga-
tion of a function that takes X; input to s; output like the equation below.

fXi) =si 3)

In this case, the only difference between the classification problem
and regression problem is that function outputs are not continuous
but they are members of a discrete set [2].

3.1. Dimensionality reduction

Pattern classification algorithms can directly use the value (which
can be named as feature) obtained from the test environment and clas-
sify them. Similarly, the success of classification can be increased by re-
ducing some features obtained by dimensionality reduction algorithms
to a fewer number of features. This dimension reduction process can be
done in two ways, namely feature selection and feature extraction.
While feature selection process is done using some of the measured
values (features) and not the others, feature extraction process is real-
ized by using some of the combinations of all measured values. The
method that will be used to select the linear combinations determines
the name of dimensionality reduction algorithm. The number of the
combinations to be used indicates the number of dimensions the new
features will have. In this study, the main focus is to increase the success
of classification methods by using the dimensional reduction through
Principal Component Analysis and Linear Discriminant Analysis [12].

3.1.1. Principal Component Analysis (PCA)

Some dimensions (features) of p-dimensional X; measurements ob-
tained from the experiment environment can have high correlations
with each other. In this case, it is quite redundant for the classification
algorithm to take each feature with high correlation into consideration,
bearing in mind that it may lead to wrong classification results [13].
Under these circumstances, the characteristic vector should have a
linear transformation such that new characteristic vector features gen-
erated by this transformation could have the lowest correlation possi-
ble. New features having minimum correlation are called Principle
Components. Principle Component Analysis (PCA) is an orthogonal
transformation which changes the p-dimensional X; feature vector
into k-dimensional Y; vector whose correlation is minimal between
these dimensions. Principle Components obtained by PCA are deter-
mined as transformation elements through a process which orders
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Fig. 1. Schematic diagram of the test section (a) and sketch of a grooved tube (b).
From Aroonrat and Wongwises [10], with permission from Elsevier.
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them according to their variance values and gets k number with the
highest variance. For the method to become a dimensionality reduction,
evidently the relation between k and p must be k < p [2]. Details
of method are explained as follows. n number and p dimensional
measurements obtained from the test environment are presented in
Eq. (4) as:

X = {X1‘17X1.27"'7X1,p}
X, = {XZ‘DXZ.Z*,'“?XZ‘p} (4)
Xn = {Xn‘lvxn,Zﬂ "'vxn‘p}

If the mean vector of this measurement values is presented by ~ X, the
equation will take its form in Eq. (5) as:

_ 1
X=X )

With subtraction of the measured vector and mean vector of n number
vectors, mean zero (0) vectors are obtained as follows:

X =Xi— X (6)

A matrix, which consists of mean zero feature vectors, n rows and p col-
umn, is defined as:

X
A= y; 7
Xn

C matrix is obtained by multiplying the transpose of A matrix and itself.
C=AA (8)

The values of ¥; and A;, corresponding Eq. (9), are found in order to
be represented with eigenvalue A and eigenvector x.

Cx = N )

The eigenvectors corresponding to k number of all the resulting ei-
genvectors, which have the highest value, become the principal compo-
nents to be found. T matrix consisting of principle components is called
as a transformation matrix.

Tper =[%1 %2 %l (10)

PCA dimensions can be obtained by using the obtained T matrix with
p row and k column.

Yi =% Toea (11)

3.1.2. Linear Discriminant Analysis (LDA)

The PCA method mentioned in the previous section does not use the
data class information. However, the LDA method suggests a linear
transformation by using the class information from a group in which
all data belonging to the same class have the minimum variance,
while data coming from different classes have the maximum variance
in comparison to each other. This is an example of where within-class
variances are minimum while between-class variances are maximum.
In this way, the classes can be separated from each other more clearly
in the new dimension [13].

The details of the method are summarized in this paragraph [2]. If
the feature vector is obtained from the test environment taken as in
Eq. (4), then the discrete class to which each of these vectors belong
can be represented as in Eq. (2) and the mean of the features vector
can be represented as in Eq. (5), and the average of cth class can be rep-
resented by X.. Similarly, if the number of elements in cth class is taken

as n¢ and the total experiment points as n, the average of each class can
be found as follows:

o 1
XC:;ZL,@CX,» c=1.C. (12)
(o

In this equation 6;. is a coefficient which defines whether ith experiment
point belongs to ¢ class and it is expressed as follows:

1, si=c
a={p 12 (13)

When each element is subtracted from the class average it belongs to,
experimental points that come from the same class can have 0 averages
amongst themselves.

X;=Xi—>c 16.-X, i=1.n (14)
S scatter matrix defining variance belonging to each class is calculated as:

T
Se = ?:lﬁicx,- X; c=1.C (15)
Within-class scatter matrix defining total variance with-in class is deter-
mined as:

Sw= oS (16)

Between-class scatter matrix defining between-class variance is obtained
as:

c T
Sp=> ¢ 2.(XX)".(XX) (17)
When within-class variance is minimum and between-class variance is

maximum, fitness function reaches its maximum and the fitness function
can be expressed as follows:

s

Jw) (18)

WSy w

LDA seeks the transformation which is the maximum of the W transfor-
mation matrix making function. W vector making J function maximum
is the solution of Generalized Rayleigh quotient problem, also very well
known in mathematical physics [14]. Analytical solution of this problem
is a combination of W; and \; values proving the equation below.

SgW; = \S,W; (19)

W; values are eigenvectors of Sy, ! - Sy matrix and \; values are eigen-
values of S, !-Sg matrix. T matrix, which is composed of the eigenvec-
tors corresponding to k number of all eigenvectors having the highest
values, is called as LDA transformation matrix.

Tipa =[W; W, W] (20)

LDA dimensions can be determined by using the subject T matrix
with row p and column k in Eq. (21) as:

Yi=(Xi— X)Tipa (21)

Sw matrix must not be singular in order to define eigenvectors of
Eq. (19). However, in some cases S,, matrix can be singular. In this
case, first of all, p dimensional number is reduced to d by applying
PCA to all the data in the form of determinant of S,, matrix not
being equal to 0, and then d dimensional number is reduced to k by ap-
plying LDA. Evidently, the relation between dimensional numbers must
be k<d<p.
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3.2. Classification methods

Vectors with new features, which are obtained from dimensional re-
duction process, are classified by using Linear Discriminant Classifier,
Quadratic Discriminant Classifier, Naive Bayes Classifier, and Minimum
Mahanolobis Distance Classifier methods, and this section aims to give
detailed information on each of these methods.

3.2.1. Linear Discriminant Classifier (LDC)

Discriminant functions are functions which can separate feature
vectors and the resulting data point belonging to 2 different classes in
the space they are located. They can also separate the space into 2 re-
gions. Linear Discriminant Function is also used in cases where the func-
tion in question is linear with regard to the feature comprising the data.
In this case, Linear Discriminant Function can be written as below [2].

K
gX) =wy+ Z;:IWJXJ (22)
gX) =w' X +w,

where X is a vector having k features in the form of {x;,x,........., X}, W is
the weight vector having k number of weights in the form of {w;,
W2y Wi}, Wy 1S the threshold value, and g is the Linear discriminant
function. When an element in the form of x, = 1 is added to the vector
X, X becomes {1, X, X2,........, X}, and if wy value is added to the vector W,
it becomes {wy, Wi, Wa.e , Wi In this case, discriminant function can
be written as below.

gX) =w'X (23)

If g(X) > 0, it means that X feature belongs to vector class 1 and if
g(X) < 0, it means that X feature belongs to vector class 2. In order to
find the values comprising W weight vector in Eq. (23), ] error function
needs to be defined and try to be minimized. If the cluster of
misclassified feature vectors is represented by Y, error function is writ-
ten as follows.

Jw)y =% —w'X (24)

Minimization problem can be solved by optimization methods such
as Gradient Descent and Newton optimization.

According to Gradient Descent method, the algorithm started from a
random W value update w vector in each j step like the update step
below.

W =W vj(w) (25)

where V7 is the gradient vector of error function, and 77 is the amount of
step.

According to Newton optimization method, a random W value
is taken as a starting point, but in the update step the inverse of
Hessian (H) matrix, which is comprised of second order partial deriva-
tion of J error function, is used.

W —wi—H v w) (26)

Both methods update W weight vector until the defined stopping
criteria are proven. When stopping criteria are proven, the resulting
vector W defines boundary separating class 1 from class 2.

In this study, instead of using Gradient Descent and Newton optimi-
zation methods, an LDA based method is used. The preferred LDA based
method can find the smallest error analytically without using iteration
but instead an eigenvector, having taken the mean square errors of
the expected class and the actual class is taken as the error function.

In this method, experimental points aiming to separate 2 classes are
reduced to one dimension with LDA as mentioned in Section 3.1.2. If
resulting value is higher than 0, it belongs to class 1, otherwise, it be-
longs to class 2. If discriminant function equation, separating 2 classes
from each other, is represented by Eq. (22), then equivalent W vector
and wy can be represented as below.

Y R
W= Tlsw (XIrXZ) (27)
wy=— XW

where n is the total element number, S,, is within-class scatter matrix cal-
culated by Eq. (16), X; is the mean of data points belonging to ith class
given in Eq. (12), and X is the mean of all data points in the Eq. (5).
Above mentioned methods are for determining the boundary lines
separating 2 classes from each other. For multi class case, multiple sep-
arators of 2 classes need to be taken, 2 different methods in the litera-
ture, one of them being one-to-one strategy and the other being one-
to-all strategy. In one-to-one strategy, C number discriminant function
is used for C number class. Each discriminant function determines
whether a vector belongs to that class or one of the all other classes.
gX)=w'X+w;,, i=1.C (28)
In this case, 5 is the prediction class of X feature vector and found in
Eq. (29).
$=i, if g(X)>g;(X)  forall j#i (29)
In one to one strategy a different discriminant function is written for
each pair. C(C-1)/2 number discriminant functions are written for C
number class. These functions are expressed in Eq. (30).
giX) =Wy X+wy, i=1.C—1, j=i+1.C (30)
In this case, s is the prediction class of X feature vector and found in
Eq. (31).

§=1i, if gg(X)>0 forall j#i (31)
In this study one-to-all strategy is preferred.

3.2.2. Quadratic Discriminant Classifier (QDC)

The only difference between QDC and LDC method is that in QDC,
the discriminant function is not linear with the feature vector while it
comprises a second order function. If feature vector X is like {x;,
P , X}, then the discriminant function for QDC is written as follows

s k 1 k k q
gX) =wp + Zj:lexj +2 i j=iWijXiX (32)

where w* defines a scalar number representing threshold value, w' de-
fines a vector representing linear coefficients, and w? defines a matrix
representing quadratic coefficients. In order to reduce Egs. (32) to
(22), wy = wp substitution is made. Descriptions of X feature vector
and W weight vector are changed as below.

X= {Xla ~7XI(:X§7X1X27 “aXIkaxgs -y XX sz} (33)
! I q q q q q
W= {Wls--kavWIJ-,WI.Zv"’Wl‘kvwz‘Zv"'rWZ,kﬂ"1Wk,l<

In this case, discriminant function of QDC method can be expressed
with Eq. (22).

gX) =w'X +w, (34)

Further calculations use the same procedure as LDC method.
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3.2.3. Minimum Mahalanobis Distance Classifier (MMDC)

MMDC is a distance based method. In addition, it is called the para-
metric method since the elements of the classes use primary thesis sug-
gesting that they are distributed in space with a normal distribution
depending on the mean and covariance of the class. According to this al-
gorithm, first of all, the mean and the covariance of each class need to be
predicted. Since the mean and the covariance of the subject training set
used are the best predictions of the average and covariance of all classes,
these parameters are calculated as a starting point [4].

X value, which is the mean value of cth class, is calculated with
Eq. (12). If the number of the elements in cth class is represented by
n, the covariance of cth class is calculated by Eq. (35) as:

Te= 18 %) (X-X)  c=1.C (35)

Mahalanobis distance between X; feature vector and cth class (d;.) is cal-
culated as below:

die = (Xi—X) Z& (X—X)" c=1.C (36)

In this case, § is the prediction class of X feature vector, and can be calcu-
lated in Eq. (37) as:

§; = argmin.(d;.) (37)

3.2.4. Naive Bayes Classifier (NBC)

NBC method is a probability based simple classifier. This method
which is based on Bayes theorem has been widely used because of
both its simplicity, and better performance compared to more compli-
cated classifiers.

NBC method makes classification with the assumption that all fea-
tures comprising data are independent from each other. Therefore, the
data obtained from the test environment give bad results if applied
without dimension reduction. The advantage of this method is that it
is highly accurate in small training sets requiring only a few class pa-
rameters to be predicted, since all features are taken into account inde-
pendent from each other, only the mean and the variance of these
features need to be predicted. There is no need to predict the variance
of the features with respect to one another.

The details of the method are summarized below [15].

If there are data belonging to C number different classes in the train-
ing set which have n number of elements, prior probability belonging to
each class is defined as

n
Db, ¢ (38)

p(se) = n c

The feature vector belonging the test set is represented as X = {x;,
X2ynnnnX)} aNd its probability to belong to s, class.

P(ScIX) = D(Sclx7, X5, nnnnn. ) (39)

Conditional probability can be written by using Bayes theorem as
follows.

_ D(SIP(Xq,Xg, e JXilSe)
P(sclX) = D(Xq,Xs, eeennnns X)) (40)

Because measured values cannot be known, all values have an equal
probability to be measured; the denominator of Eq. (40) will be the
same for all X values. Therefore, probability can be written as below.

P(SclX) = P(SIP(X1, Xz vvveee S Xklsc) (41)

This method makes conditional independence assumptions. There-
fore, if the features comprising joint probability are considered as inde-
pendent and written in the form of a multiplication, the probability can
be expressed as follows:

p(sclX) = p(s) TS 1p(x;ls0) (42)

where p(xjs) is the possibility of jth feature of X vector to be in class c.
While calculating this value, s, class can be considered to have a normal
distribution according to the mean and variance of j" feature.

In this case, p(xjlsc) can be calculated as below:

1 E*( sz':;l) 43)

P(jlse) = —=——== .
jlSc \/21'[751 c

where pi.; defines the mean of /™ feature of cth class, and 0Z; defines the
variance of jth feature of c*" class.

With all this definition, the probability of the X vector given in
Eq. (42) existing in cth class p(s.|X) can be calculated. C value making
Eq. (42) maximum determines which class X vector will belong to.

If s ~ is defined as the predicted class of the X vector being an ele-
ment of the test set, then it is calculated as:

§ = argmax (p(sc|X)) (44)

3.3. Validation and performance criteria

Validation process must be carried out to measure how successful
the classification has been. Validation is made by using algorithms
that have been utilized in supervised learning method, acquiring data
points from the experiment. The most well-known validation methods
are Hold-out validation, K-fold cross validation, and Leave-one-out
cross validation methods.

In addition, correct classifying ratio (success rate) is used as criteria
showing the success of this classification. Similarly, the area under curve
(AUC), which is the total area under receiver operating characteristic
(ROC) curve showing to what degree the classes can be separated
from each other, is used.

3.3.1. K-fold cross validation

According to this method, n number of data obtained from the ex-
periments is divided randomly by k number set in the form of each clus-
ter having equal element and each set being numbered from 1 to k.

ve{l,2,...k} i=1.n (45)

First of all, data, whose v; values are equal to 1, are taken as a test set
and data whose values are different from 1 are taken as a training set.

Suggested method is to train with training set and to examine with
test set. Then data whose v; values are 2 are sent to test set, and data
whose v; values are different from 2 are sent to training set. The method
is retrained with a new training set and examined with the test set. This
process continues until all layers are tested [1].

3.3.2. Success rate
One of the performance criteria used is success rate ratio. This ratio is
obtained by the ratio of correctly classified data to total data number.
If the real class of vector represented by feature vector X; is s; and
predicted class through classification method is s;, success rate is calcu-
lated as follows.

Success Rate = %Z?:zD(Sﬁ $) (46)
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Definition of D function is shown as follows.
]'ﬁ
o- {1

3.3.3. Area under receiver operating characteristic (ROC) curve

If measuring the performance of classification is considered inade-
quate, then ROC curve could be utilized. ROC curve is a metric curve
which measures to what degree the classifier separates the classes
from each other and how far the boundaries of classes are away from
each other [16].

This curve is the measure of performance for the classifier separating
two classes.

Outputs of classifiers classifying data sets consisting of two classes
one of which is positive and the other is negative are normalized be-
tween [0 1]. In this case, if the classifier generates 0 for X vector, it will
be negative and if it generates 1, it will be positive. The probability den-
sity function of the values generated in the output by the elements of
positive and negative sets can be represented by L;(x) and Ly(x) respec-
tively. In this case, any threshold value between [0 1] is called a hit rate,
connected to H(t), in other words, the rate of the elements which are
both in the positive class and classified as positive,

Si = §i
S #S; } (47)

H(t) = [ Ly (x)dx (48)

False alarm rate, F(t), is the rate of the elements which are classified as
positive although they are negative,

1
F(t) = [ Lo(x)dx (49)

t

The ROC curve is a tool realized by the {F(t), H(t)} points in the two di-
mensional space. Therefore, the area below [0 1] in ROC can be defined
as the Area Under Receiver (AUC).

1
AUC = [H(t)dF(t) (50)
0

The AUC value is between 0 and 1. When the value is close to 1, it
means that the classes are well separated from each other. When the
value is 0.5, this shows that the classifier is of no use at all because
the value obtained in random classification is 0.5. Any resulting
value under 0.5, shows that the data have been ordered in a reverse
manner.

The statement in Eq. (50) is only for the classifier which separates the
data set consisting of two classes. In the C-class problem, C-number of
classes needs to be defined according to one-to-all strategy in order to
apply it to multiclass problems. For each classifier, the class in question
is labeled as positive while others are labeled as negative. The AUC
value is calculated for each pair of classifiers. This value is defined as
the average of calculated AUCs for all classes.

4. Results and discussion

In the data set used in the application, there are 300 data points be-
longing to six different types of tubes. All test conditions have been kept
constant except for the pipes. Names of the pipes used, numbers of the
measurements done, depth of corrugation and helix angles are shown in
Table 1.

Totally 30 values have been collected for each test point. The values
used in the experiment are represented as follows.

Table 1
Tube properties used in the experiment and number of the test points.
Tube name Number of test points Depth of corrugation Helix angle
ST 50 - -
CT1 51 0.5 53.875
CT2 48 0.75 53.875
CT3 46 1 53.875
CT4 54 1 64.07
CT5 51 1 69.95

Total pressure drop AP,q; inlet, outlet and average vapor qualities
Xin, Xous Xavg liquid and vapor densities p1, p,, liquid and vapor dynamic
viscosities Ly, W,; mass flux G, inlet, outlet and average refrigerant tem-
peratures Trefin, Trefoun Trefave; inlet, outlet and average water tempera-
tures Ty, in, Tw,ouv Tw,ave: average wall temperatures Ty,qavg; €nthalpies
of liquid, vapor and phase changes iy, i,, i;,; thermal conductivity k; spe-
cific heat at constant pressure cp; inlet, outlet and average Zivi's void
fractions Qtn, oy, Qavg; €quivalent mass flux Geq; equivalent Reynolds
number Re, gravitational pressure drop APg; the acceleration pressure
drop AP,; frictional pressure drop APy; and friction factor of tube f;,

In this case, the feature vector to be used is defined as:

X = {Apratah Xin» Xouts xavg-, Prs Py Hys Ky, Gv Tref.in- Tref.outv Tref.avgv Tw.im Tw.auta Tw_avgv
APy, AP, APy, |
(51)

Twull,uvgs 1y Ly, 1y, k! va Ui, Aoyt aavgv Geqa Reezp

The identified X feature has been subjected to dimension reduction
through both PCA and LDA, and via 3-fold validation, the performance
of each classifier has been measured according to success rate. Fig. 2
shows the success rate graphics based on the numbers of PCA and
LDA's number of dimensions changing with each classifier.

Dimension numbers with the highest success numbers, which are
obtained through a PCA and an LDA dimension reduction, and the suc-
cess rates and AUC values of these models, are given in Table 2a.

According to the table, in all classifier methods, LDA dimension re-
duction precedes PCA. In addition, the highest classification success
has been obtained through the reduction of the values to three dimen-
sions that all the classifiers have. With the reduction of the classifier
methods to 3 dimensions through LDA, the details of the resulting
AUC values are given in Table 2b.

According to this table, corrugated tube 1 and corrugated tube 5
have been defined with the highest accuracy with regard to all methods.
The error of the classification is due to other tubes. With regard to the
success rate criteria, NBC has given the worst result when used with
PCA, but the best result with LDA. This finding is a result of the fact
that the Naive Bayes method evaluates the features independently.
Without doubt, one cannot argue that the features obtained from the
test environment are not related. Since the LDA method can separate
the classes in the best way possible and find new features that are unre-
lated to each other, the NBC method is successful with LDA.

Although NBC is the highest in the success rate, QDC is the most suc-
cessful one according to the AUC metric. The AUC metric tests the ability
of the classifier to separate between the classes. In this case, it can be ar-
gued that the QDC is the best method to separate between the classes.
The reason why it cannot outperform NBC in success rate can be ex-
plained by the fact that after the classes are separated, this method
can no longer measure the boundary between the classes in an efficient
way.

For the investigation of the most effective methods in classification,
3-fold validation success of the data, which was reduced to 3 dimensions
through LDA, in LDC method, is used. Through Forward-Sequential fea-
ture selection method, the most effective parameters were investigated.
According to this method, the feature, which makes the classification
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Fig. 2. Success rate graphics according to number of PCA and LDA dimensions changing for each classifier.

Table 2
Success of classification methods (a) and detailed success table of classification methods
according to AUC metric (b).

a)
Classification Dimensionality Best Success rate Mean AUC
method reduction dimension
LDC PCA 18 0.97 0.9985
LDA 3 0.97 0.9988
QDC PCA 13 0.96 0.9893
LDA 3 0.9767 0.9994
NBC PCA 14 0.7633 0.9272
LDA 3 0.9833 0.9993
MMDC PCA 13 0.9567 0.9825
LDA 3 0.98 0.9959
b)
Classification LDC QDC NBC MMDC
method
ST to other 1.0000 1.0000 1.0000 0.9964
CT1 to other 1.0000 1.0000 1.0000 0.9999
CT2 to other 0.9991 0.9988 0.9999 0.9846
CT3 to other 0.9944 0.9977 0.9958 0.9968
CT4 to other 0.9994 1.0000 0.9998 0.9994
CT5 to other 1.0000 1.0000 1.0000 0.9981
Mean AUC 0.9988 0.9994 0.9993 0.9959

success maximum, is added to the specification subset one by one. When
the increase in success stops or does not surpass the threshold value, the
choice of specification is finished [17]. The specifications and success ob-
tained from the research are as given in Table 3. Classification success
reaches 97% with LDC method by selecting 8 properties from this table.

The pattern how the classifiers divide the 2-d space into regions and
how LDA groups the test points in the space are shown in Fig. 3. While
this shape was being formed, all data points were put into the training
set and reduced to two features through LDA, after which classifiers
were applied.

5. Conclusion

The tubes used in refrigeration systems are classified in quite a suc-
cessful when the suggested features are reduced to three dimensions
through the LDA method. In addition, it has been shown in this paper
that property cluster can give significantly successful results even with
a subset consisting of 8 elements. This study is the first one using classi-
fication algorithms to differentiate the type of enhanced tubes from
each other during two-phase boiling flow. For that reason, it is expected
to fill the gap in the literature presenting the new finding using this
technique.
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Table 3
8 properties affecting the success of classification most and classification success of these properties when selected cumulatively.
Number of feature 1 2 3 4 5 6 7 8
Adding feature fip APyotal Xout Trefin Tw,out Tw,in Twaiavg AP,
Success rate (%) 0.45 0.5533 0.5967 0.6367 0.6867 0.9233 0.9567 0.97
AUC 0.8001 0.8837 0.9061 09129 0.9327 0.989 0.9961 0.9978
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Fig. 3. Locations of experiment points with LDA in 2-d space and boundary lines of classifiers.
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An experimental study of heat transfer characteristics of air-water flow in horizontal micro-channels was
carried out in this work. The gas-liquid mixture from a y-shaped mixing chamber was forced to pass
through a plenum inlet and entered 21 parallel rectangular micro-channels 40 mm long in the direction
of flow. Each channel had a width and a depth of 0.45 and 0.41 mm, respectively. The test runs were done
at a heat load of 80 W, with superficial Reynolds numbers of gas and liquid ranging between 54-142 and
131-373, respectively. A Stereozoom microscope and camera system were employed to conduct flow
visualization. To explore the dependence of a Nusselt number on the flow characteristics, two inlet sec-
tions with different designs were used in this work. The experiments revealed that the formation of small
gas slugs instead of gas core flow involves an increase in Nusselt numbers. In this work, the gas-liquid

flow gave heat transfer enhancement up to 80% over the liquid flow.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Two-phase flow studies have been carried out extensively over
the years. However, there have been a relatively small amount of
publications dealing with micro-channels when compared with
those for ordinarily sized channels. Capillary force is likely to play
an important role for two-phase flow characteristics in micro-
channels, resulting in flow phenomena significantly different from
those observed in ordinarily sized channels. Serizawa et al. [1], for
instance, investigated the visualization of the two-phase flow pat-
tern in circular micro-channels. The flowing mixture of air and
water in channels of 20, 25 and 100 pm in diameter and that of
steam and water in a channel of 50 um in diameter were con-
ducted experimentally. The study confirmed that the surface wet-
tability had a significant effect on the two-phase flow patterns in
very small channels. The discrepancies between micro-scale and
macro-scale flows have been reported in the literature [2-7].

Two-phase flow in micro-channels has gained significant atten-
tion in engineering due to wide application, extending to such
fields as bioengineering, fuel cells, compact heat exchangers, heat
sinks, and so on. For cooling purposes, various applications of
micro-channels are discussed in detail by Mudawar [8]. Due to

* Corresponding author. Tel.: +66 24709115; fax: +66 24709111.
E-mail address: somchai.won@kmutt.ac.th (S. Wongwises).

http://dx.doi.org/10.1016/j.expthermflusci.2014.02.006
0894-1777/© 2014 Elsevier Inc. All rights reserved.

the rapid development of modern miniature devices generating
large amounts of heat, the single-phase micro-channel flow seems
no longer a highly effective cooling method.

Two-phase flow in small channels has become another effective
means for dissipating heat. Flow boiling, for instance, involves very
high heat transfer rate but backflow and instabilities, which are
considered as drawbacks [9], have to be carefully controlled.
According to the open literature, two-phase heat transfer in mi-
cro-channels have been mainly reported for flow boiling studies.
The effects of such parameters as mass flux and heat flux on flow
boiling phenomena have been reported in several publications
[10-12]. Moreover, the up-to-date comprehensive discussions on
flow boiling in micro-scale channels were given by Ribatski [13]
and Tibirica and Ribatski [14]. In contrast, the data corresponding
to heat transfer characteristics during non-boiling two-phase flow
in micro-channels is still limited.

Bao et al. [15] carried out experiments to explore the heat trans-
fer performance of air-water flow in a channel having a diameter
of 1.95 mm. They reported that at a fixed liquid flow rate, the heat
transfer coefficient increased with the increase in air flow rate
caused by the flow pattern transition. Hetsroni et al. [16] per-
formed experiments to study two-phase flow regimes and bubble
behavior in triangular parallel micro-channels made from
15 x 15 x 0.53 mm?> square-shape silicon substrate. In this study,
air-water and steam-water were chosen as working fluids and
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A area (m?)
H height (m) . Greek symbols
h heat transfer coefficient (W/m? K) n fin efficiency
k thermal conductivity (W/m K)
12
m (hP/KAC) Subscripts
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Fig. 1. Schematic diagram of experimental apparatus.
the differences between flow patterns of the two cases were ad-
dressed. It is noted from Triplett et al. [17,18] that based on differ- Metal plate
ent channel cross-sectional shapes, the adiabatic two-phase air- ar
water flow characteristics in semi-triangular micro-channels were
similar to those obtained from circular channels. The heat transfer Cover plate
of an air-water flow in parallel micro-channels of 0.1 mm in
hydraulic diameter was experimentally investigated by Hetsroni Insulator

et al. [19]. Their results showed a decrease in the Nusselt number
with an increasing gas flow rate, which was opposite to the results
obtained by Bao et al. [15]. Betz and Attinger [20] showed seg-
mented flow, an intermittent pattern of gas bubbles and liquid
slugs, resulting in the heat transfer enhancement up to 140% in a
micro-channel heat sink when compared with single-phase liquid
flow.

Heat transfer characteristics of a non-boiling two-phase flow in
micro-channels with different diameters were studied by Choo and
Kim [21]. Air and water were used as working fluids to examine the
dependence of Nusselt number on the channel diameter. They
found that with channel diameters of 0.506 and 0.334 mm, the
Nusselt number increased with the increment of gas flow rate,
but decreased with increasing gas flow rate when the channel
diameters of 0.222 and 0.140 were employed.

Marchitto et al. [22] studied two-phase flow distribution in par-
allel upward channels. They reported that the phase distribution

Holes for thermocouples

Copper block

Micro-channels

Insulator

Hole for cartridge heater

Insulator

Metal plate

Fig. 2. Schematic diagram of test section assembly.




56 S. Saisorn et al. / Experimental Thermal and Fluid Science 55 (2014) 54-61

Micro-channels

Inlet section

Two-phase flow

(a)

Micro-channels

Inlet section with a piece of foamed plastic polymer

Two-phase flow

(b)

Fig. 3. Schematic diagram of test sections with different inlet sections. (a) Inlet section without a piece of foamed plastic polymer, and (b) inlet section with a piece of foamed

plastic polymer.

was improved by using a special fitting, acting as distributor,
which was installed inside the header.

Thus, the available results for non-boiling gas-liquid flow in
micro-channels are not conclusive. Furthermore, important

Table 1
Experimental uncertainty.

Parameter Uncertainty
Channel dimensions +0.01 (mm)
Liquid superficial velocity +3.3%

Gas superficial velocity 1+5.2-10.5%
Heat transfer coefficient +3.0-6.9%

information associated with flow pattern and heat transfer data
is still lacking. Consequently, the aim of this work is to explore heat
transfer results for different gas-liquid flow patterns in horizontal
micro-channels, an area needed to be clarified. In this paper, the
flow pattern behaviors obtained from flow visualization and the
heat transfer results are discussed.

2. Experimental apparatus and procedure

A schematic diagram of the experimental apparatus is shown in
Fig. 1. A peristaltic pump with adjustable flow rate was used to
supply liquid flow through the test section. The liquid mass flow
rates were determined by wusing an electronic balance
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(320 £0.001 g) to measure weight of the liquid flowing from the
test section outlet over a sufficient time, whereas the flow rates
of gases were measured by three sets of rotameters within the
range of 5-50, 50-500, and 200-2500 cm?/min, respectively. An
air-water y-shaped mixer served to introduce fluids smoothly
along the test section. Thermocouples and pressure transducers
were installed at various positions to monitor the flow condition
of the working fluids.

Fig. 2 illustrates an exploded view of the test section. The 21
parallel  rectangular  micro-channels of 0.45 x 0.41 mm
(width x depth) with a 0.54 mm wall thickness between each
channel were fabricated on the copper block in which a cartridge
heater with adjustable input power was installed. The length of
the micro-channels was 40 mm. On the top of the test section,
the cover plate made of polycarbonate was placed to allow optical
access for flow visualization. The copper block was well insulated
by G10 epoxy. Metal plates and the insulators were bolted together
with the copper block and the cover plate to firm up the assembly.

The cover plate, which is transparent, served as a viewing win-
dow for flow visualization. The detailed formation of flow pattern
was registered by precise Stereozoom microscope mounted to-
gether with a camera having shutter speeds of 1/15-1/10,000 s.
An adjustable LED light source was placed perpendicular to the
viewing section.

A set of 14 K-type thermocouples was embedded in the copper
block. For each side of the test section presented in Fig. 2, there
were seven thermocouples inserted at equal distances of 16 mm
along the channel length and 4.3 mm along the direction perpen-
dicular to the channel length. These temperature measurements
were done to determine surface temperatures at six positions
using linear extrapolation. The arithmetic mean of these surface
temperatures was used to calculate the average heat transfer coef-
ficient. In addition, T-type thermocouples were installed at the in-
let and outlet of the test section to measure the fluid temperature.
All thermocouples and relevant instruments installed in the exper-
imental apparatus were well calibrated.

To explore different flow phenomena in micro-channels, differ-
ent inlet sections were used in the experiments, as shown in Fig. 3.
The inlet section, presented in Fig. 3a, led the gas-liquid mixture
directly to the micro-channels. For the other, as illustrated in
Fig. 3b, the mixture was led to flow through a piece of foamed
plastic polymer, a porous material, and subsequently entered the
micro-channels.

In this work, the experiments for each inlet section were con-
ducted so the air flow rate increased by small increments while
the water flow rate was constant at the desired value. To keep
the flow from boiling conditions, the heat load of 80 W was pro-
vided by a DC power supply during the experiments. The system
was allowed to approach a steady state before the flow pattern
and relevant data are recorded. The uncertainties associated with
different parameters are given in Table 1.

3. Data reduction

Due to the cover plate, which was made of polycarbonate, an
adiabatic fin tip was assumed to obtain the wall heat flux, g, cal-
culated based on the effective area, given by

qb(WCh + Wf)
_ Yrech TS 1
G = (W, +27H)) M

where W, Wy, Hr and 5 represent, respectively, channel width, fin

thickness, channel depth and fin efficiency. q,, which is the heat flux

from the heater to the working fluid, was obtained from a steady-

flow thermal energy equation with no changes in latent energy.
The average heat transfer coefficient is given by

_ G
h=7 27 )

where Ty is fluid temperature and T,, denotes the average wall sur-
face temperature (at prime surface).
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Fig. 7. Flow patterns for different inlet sections (Recs = 50, Rejs = 132). (a) Inlet section without a piece of foamed plastic polymer, and (b) inlet section with a piece of foamed
plastic polymer.
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Fig. 8. Schematic diagram of gas core flow formation in micro-channels.

For one dimensional heat conduction with adiabatic fin tip, the . hP ()
fin efficiency is expressed by T KA.

tanh(me) In Eq. (4), P stands for fin perimeter, k for thermal conductivity
n= mH; 3) and A, for fin cross-sectional area.
As suggested by Park and Thome [23], an iteration process for

where m is defined as Eqgs. (1)-(4) was needed to determine the wall heat flux and heat
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Fig. 9. Heat transfer data for different superficial Reynolds numbers.

transfer coefficient. The process was carried out until the fin effi-
ciency converged to a fixed value.

4. Results and discussion

These single-phase flow experiments were the first to be con-
ducted to check the validity of the experimental system. The en-
ergy balance of the test section is illustrated in Fig. 4, indicating
the test section, which was well insulated. The single-phase Nus-
selt numbers were also compared with the prediction methods of
Gnielinski [24] and Lee and Garimella [25], which were applied
for laminar developing flow. The comparisons presented in Fig. 5
indicate that the experimental results tended to agree fairly with
the predictions, corresponding to a uniform heat flux boundary
condition.

The following sections present the two-phase flow results,
including flow pattern and heat transfer.

4.1. Flow pattern results

A Stereozoom microscope and camera system were employed
to conduct flow visualization, carried out at a distance of 20 mm
from the channel inlet. Based on this distance, the images were re-
corded at three different zones: left zone, middle zone, and right
zone. Fig. 6 illustrates the locations at which the images were
captured.
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Fig. 10. Effect of flow pattern on gas-liquid heat transfer.

For two-phase flow, Reynolds numbers for gas and liquid
phases can be defined respectively by gas superficial Reynolds
number, Regs, and liquid superficial Reynolds number, Re;s, which
are expressed by the following equations.

ReLS — M (5)
L

Regs = M (6)
G
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From Egs. (5) and (6), Dy, is channel hydraulic diameter, j;s and
Jos are liquid and gas superficial velocities, respectively, p; and p¢
are liquid and gas densities, respectively, and g, and pc are liquid
and gas viscosities, respectively.

The flow visualization indicated that flow behaviors under the
present conditions (superficial Reynolds numbers of gas and liquid
ranging between 54-142 and 131-373, respectively) can be signif-
icantly affected by the change in inlet section. The flow pattern
identification was mostly observed under a given flow condition.
Fig. 7 shows flow patterns at different locations.

Slug flow, characterized by elongated bubbles flowing in the ax-
ial direction, and gas core flow, which is defined as long gas slug
occupied over a length of channel, were observed. As shown in
Fig. 7a, for the inlet section which led the gas-liquid mixture di-
rectly to the micro-channels, large gas bubbles in the chamber
could expand along the channel length, leading to gas core flow
in most channels. The formation of gas core flow is schematically
depicted in Fig. 8. Comparatively, almost all the channels could
be occupied by slug flow, as seen in Fig. 7b, when a piece of foamed
plastic polymer inserted in the inlet section was used to induce the
discrete bubbles before entering the channels.

In this work, the flow pattern results were taken simultaneously
with the heat transfer data. Flow patterns were expected to affect
the heat transfer phenomena. Different flow patterns may give dif-
ferences in heat transfer mechanisms during gas-liquid flow. The
effect of flow pattern on heat transfer characteristics is discussed
next.

4.2. Heat transfer results

The average Nusselt numbers were plotted against superficial
Reynolds numbers, as presented in Figs. 9 and 10. As seen in
Fig. 9, the results, as expected, showed monotonous increases of
the Nusselt numbers with the liquid superficial Reynolds numbers.
As also shown in the figure, the Nusselt number increases with
increasing the gas superficial Reynolds number. Hetsroni et al.
[19] studied heat transfer characteristics in the channels of
0.1 mm in size and reported that an increase in gas superficial Rey-
nolds number involved a decrease in heat transfer, which was
opposite to the present results corresponding to micro-channels
of 0.4 mm in size. The behavior observed by Hetsroni et al. [19]
may be mainly due to, as suggested by Chung and Kawaji [2], sig-
nificant effects of surface tension as well as liquid viscosity, which
prohibit agitation of the gas-liquid interface in very small chan-
nels. Such different observations were also reported by Choo and
Kim [21]. Based on their work, the heat transfer results for the
channels with diameters of 0.14 mm and 0.22 mm revealed the
trend similar to that of Hetsroni et al. [19]. On the other hand,
for the 0.33 mm and 0.5 mm channels, Choo and Kim [21] reported
the Nusselt number increasing with increasing the air flow rate.

The effect of flow pattern on gas-liquid heat transfer is shown
in Fig. 10. The Nusselt number was higher for slug flow (Fig. 7b)
than for gas core flow (Fig. 7a). This result indicates that the instal-
lation of a piece of foamed plastic polymer can improve the distri-
bution of phases in micro-channels. As shown in Fig. 10, the
Nusselt number can be enhanced up to 40% at high flow rates.
The improvement of heat transfer may be mainly attributed to
the small gas slugs contributing to agitation in the liquid film on
the wall.

There have been several factors influencing the two-phase flow
maldistribution in parallel channels. The relevant factors were re-
cently given in details by Dario et al. [26].

Interestingly, the results based on micro-scale flow boiling
involving complex mechanisms, reported by Ong and Thome [27]
and Saisorn et al. [6], indicated that slug flow appeared with low
heat transfer coefficient in comparison to the vapor core flow.

Fig. 11 illustrates heat transfer enhancement ratio for the pres-
ent flow conditions. For slug flow, a heat transfer enhancement up
to 80% was obtained over the single-phase flow.

5. Conclusions

Heat transfer and fluid flow characteristics of non-boiling
gas-liquid flow in horizontal micro-channels were carried out in
this work. For a constant heat load with a range of superficial
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Reynolds numbers (Regs = 54-142 and Re;s = 131-373), the exper-
iments were performed in parallel rectangular micro-channels to
obtain flow pattern and heat transfer data. The conclusions from
this study can be drawn as follows.

1. Slug flow can result in higher heat transfer enhancement in
comparison to gas core flow.

2. The Nusselt number increases with the increase in superficial
Reynolds numbers.

3. Two-phase gas-liquid flow yields heat transfer enhancement
up to 80% when compared with the single-phase liquid flow.
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Abstract A considerable number of studies can be found
on the thermal conductivity of nanofluids in which Al,O;
nanoparticles are used as additives. In the present study, the
aim is to measure the thermal conductivity of very narrow
Al,O3 nanoparticles with the size of 5 nm suspended in
water. The thermal conductivity of nanofluids with con-
centrations up to 5 % is measured in a temperature range
between 26 and 55 °C. Using the experimental data, a
correlation is presented as a function of the temperature
and volume fraction of nanoparticles. Finally, a sensitivity
analysis is performed to assess the sensitivity of thermal
conductivity of nanofluids to increase the particle loading
at different temperatures. The sensitivity analysis reveals
that at a given concentration, the sensitivity of thermal
conductivity to particle loading increases when the tem-
perature increases.
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Introduction

In 1995, Choi [1] called the mixture of very fine particles
suspended in common liquids a “Nanofluid.” From that
time until now, many researchers worldwide have paid
attention to this new field of thermal and fluid sciences.
The applications of nanofluids have been established in
many branches of thermal engineering, such as solar
energy, nuclear reactors, medical applications, automo-
biles, electronic equipment, and so on [2, 3]. The
replacement of common heat transfer fluids with nanofluids
is reasonable because the thermal conductivity of nanofl-
uids containing solid nanoparticles is higher than that of the
usual fluids. As a result, using a fluid with a higher thermal
conductivity enhances the heat transfer rate and, conse-
quently, results in a more compact system. Therefore, the
measurement of the thermal conductivity of nanofluids and
knowing the factors (e.g., temperature, size of particles,
etc.) that affect its magnitude are important issues. Based
on the literature, aluminum oxide (Al,O3) nanoparticles are
one of the most common particles that are used to prepare
the nanofluids.

In the following, a literature review of the studies on the
thermal conductivity of nanofluids containing Al,O3
nanoparticles has been conducted. Wang et al. [4] provided
Al,Oz/water and Al,Os/ethylene glycol nanofluids in
which the particle size was 28 nm. Using the steady-state
parallel plates method, the thermal conductivity of nano-
fluid samples was measured. The thermal conductivity
enhancements were approximately 16 % and 24 % for
5.5 % of particle loading in water and 5 % of particle
loading in ethylene glycol, respectively.

Das et al. [5] measured the thermal conductivity of
Al,O5/water nanofluids using the temperature oscillation
method at a temperature range between 21 and 51 °C,
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where the volume fractions of particles do not exceed 4 %.
The nanoparticle’s size in the study was about 38 nm. Their
results indicated that with the increase of the temperature
and concentration of nanofluids, the effective thermal con-
ductivity increases. For the 4 % volume fraction of nano-
particles and the temperature of 51 °C, the thermal
conductivity enhancement was about 24.3 %, as compared
to pure water. Putra et al. [6] studied the thermal conduc-
tivity of Al,O3 nanoparticles with an average size of
131 nm dispersed in water. The steady-state parallel plates
approach was utilized to measure the thermal conductivity.
The thermal conductivity enhancement was equal to 24 %,
for the concentration of 4 %. Masuda et al. [7] investigated
the thermal conductivity of Al,O; nanoparticles with the
diameter of 13 nm suspended in pure water using the
transient hot wire technique. They perceived that the par-
ticle loading up to 4.4 % leads to increasing the effective
thermal conductivity by 33 %. Lee et al. [8] provided two
types of nanofluids containing Al,O3 nanoparticles with a
diameter of 38.4 nm. These two types are Al,Os/water and
Al,Os/ethylene glycol nanofluids and their thermal con-
ductivities were measured by the transient hot wire proce-
dure. They found that the thermal conductivity of water-
based nanofluids increases by 11 % for the 4.3 % volume
fraction, while for ethylene glycol-based nanofluids the
maximum enhancement of thermal conductivity was 19 %
at the concentration of 5 %. Chon et al. [9] examined the
thermal conductivity of Al,Oz/water nanofluids by the
transient hot wire method where the temperature changes
from 21 to 71 °C and the particle sizes of 11 nm, 47 nm,
and 150 nm. They concluded that increasing the particle
size results in the decrease of the thermal conductivity
enhancement. Also, for the 4 % concentration, a tempera-
ture of 71 °C, and a particle size of 47 nm, the enhancement
magnitude was 28 %. Li and Peterson [10] studied the
effect of the particle size of Al,O5; nanoparticles dispersed
in water on the thermal conductivity enhancement by the
steady-state parallel plates method. They pointed out that
for the 6 % volume fraction of nanoparticles, when the size
of particles increases from 36 nm to 47 nm, the thermal
conductivity enhancement decreases by about 2 % (changes
from 28 % to 26 %). Zhang et al. [11] reported an increase
of 15 % in the thermal conductivity of the Al,Os/water
nanofluid with a concentration of 5 % and particle size of
20 nm. The transient hot wire approach was applied for the
measurement. Timofeeva et al. [12] evaluated the thermal
conductivity enhancement of Al,Os/water nanofluids with
the maximum particle volume fraction of 5 % by utilizing
the transient hot wire method. They found that the
enhancements in the thermal conductivity for particle sizes
of 11 nm, 20 nm, and 40 nm were 8, 7, and 10 %,
respectively. Wong and Kurma [13] showed that the ther-
mal conductivity of the Al,Oz/water nanofluid at 46.6 °C,

@ Springer

compared to water at room temperature, increases by 22 %
where the concentration is 8.47 Vol%. The particle size in
this study was 36 nm. More research on the thermal con-
ductivity of Al,Oz/water nanofluids has been done by Ju
et al. [14]. The maximum concentration was considered
10 Vol%, where the tests were performed with three dif-
ferent sizes of nanoparticles including 20, 30, and 45 nm.
Oh et al. [15] applied the 3w method to measure the thermal
conductivity of Al,Oz/water and Al,Os/ethylene glycol
nanofluids. Sommers and Yerkes [16] prepared suspensions
of propanol and Al,O3 nanoparticles with the size of 10 nm.
They indicated that the thermal conductivity changes line-
arly against the particle loading. Sundar and Sharma [17]
measured the thermal conductivity of aqueous suspensions
of Al,O3 nanoparticles with the size of 47 nm and volume
fractions of 0.2, 0.4, and 0.8 %. Longo and Zilio [18]
conducted the experiments to determine the thermal con-
ductivity of sonicated and stirred Al,Oz/water nanofluids
with concentrations between 1 and 4 Vol% for the tem-
perature range from 1 to 40 °C. Their results showed that
the thermal conductivity enhancement is negative for tem-
peratures close to 1 °C. Yiamsawasd et al. [19] measured
the thermal conductivity of Al,O3 nanoparticles suspended
in a mixture of water and ethylene glycol (80:20 weight
ratio) for volume fractions by 8 % and temperatures
between 15 and 65 °C. They reported an increase by 30 %
for the thermal conductivity in the range of measurements.
The size of particles in this work was 120 nm. Recently in a
nice work, Barbes et al. [20] measured thermal conductivity
of Al,O; nanoparticles suspended in water and ethylene
glycol using steady-state coaxial cylinders method.

The aim of the present work is to study of the thermal
conductivity of Al,Os/water nanofluids at a particle volume
fraction range from 0.25 to 5 % and the temperature range
between 26 and 55 °C. Based on the best knowledge of the
authors, the particle size used in this work is the smallest
one used in the literature (i.e., S nm). After measuring the
thermal conductivity, a model is presented for the thermal
conductivity as a function of the temperature and volume
fraction. Finally, a sensitivity analysis is conducted on the
experimental data.

Nanofluid preparation

The first step for studying the nanofluids and their prop-
erties is the preparation of the fluid. Due to the sedimen-
tation and agglomeration of nanoparticles in the base fluid,
special methods should be utilized to create a suspension
with an acceptable stability. In this work, the nanofluids at
volume concentrations of 0.25, 0.5, 1.0, 2.0, 3.0, 4.0, and
5.0 % were prepared by dispersing Al,O3 nanoparticles in
DI Water as the base fluid.
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Table 1 Characteristics of Al,O3 nanoparticles

Nanoparticles (Al,O3) purity 99.99 %
Nanoparticles (Al,05) APS 5 nm—very narrow particle size
range
Nanoparticles (Al,O3) >150
SSA/m* g~!
Nanoparticles (Al,O3) Nearly spherical
Morphology
Nanoparticles (Al,O3) color White
Specific heat capacity/ 880
JKg ' K™!
Density/Kg m™> 3,890
Bulk Density/g ml™" 0.18

Fig. 1 Transmission electron microscopy (TEM) image of Al,O5
nanoparticles

A two-step method was utilized to prepare the nanofl-
uids. The nanoparticles with a diameter of 5 nm were
purchased from US Research Nanomaterial, Inc. The
properties of the nanoparticles are presented in Table 1.
Also, a TEM image of the particles taken from the com-
pany is displayed in Fig. 1. As shown in the TEM image,
the particles are almost spherical in shape. Nanoparticles
are weighed carefully for any volume concentration and
then are added to the water little by little. The mixture is
stirred for 30 to 45 min, and after that the suspension is
inserted inside an ultrasonic vibrator (Hielschercompany,
Germany) for 3 h to break down the agglomeration of
particles. Using the stirrer and ultrasonic vibrator results in
a more stable and uniform nanofluid. No sedimentation in
the samples is observed with the naked eyes for a long time
(at least 1 week).

Measurement of thermal conductivity

Thermal conductivity of Al,Oz-water nanofluids with var-
ious concentrations and the temperature range between 26
and 55 °C was measured by a KD2 Pro instrument man-
ufactured by Decagon Devices Inc. This instrument acts
based on the transient hot wire approach; the KD2 Pro
takes measurements at 1 s intervals during a 90 s mea-
surement cycle. The accuracy of the device is £ 5 %. The
experiments are repeated three times for each case and the
average value is reported. A hot water bath is used to
stabilize the temperature and a thermometer with accuracy
of 0.1€ is used to measure the temperature.

Results and discussions

The experimental data are compared with the most well-
known theoretical models including Hamilton—Crosser and
Yu—Choi. One of the basic models to calculate the thermal
conductivity of solid—liquid mixtures, ke, is the Hamilton—
Crosser (H-C) model [21]. This model is able to predict the
thermal conductivity of solid-liquid mixtures in which the
thermal conductivity ratio of the solid phase to the liquid
phase is larger than 100; this model is described as follows:

kg _ky + (1= Dk + (0= 1) 0 (b — ky) o
ky ky + (n— 1)kf - (P(kp _kf) 7

where kp, kg, are the thermal conductivity of particles and
fluid, respectively. ¢ is the volume fraction of nanoparti-
cles and n is the empirical shape factor defined as

3

n=y ()
in which { indicates the sphericity of particles. The
sphericity for cylindrical and spherical particles is 0.5 and
1, respectively. Therefore, in the present work, n is con-
sidered equal to 3 because of the spherical shape of Al,O;
nanoparticles.

Yu and Choi [22] is another model that is considered for
the comparative purposes. The relation reads as

kp + 2k + 2(ky — ky) (1 + )
keﬁ": 3 kf,
kp + 2k — 2(ky — k) (1 + B)

where [ is the ratio of the nanolayer thickness to the ori-
ginal particle radius; normally it is assumed to be 0.1.
Figure 2 presents a comparison between the experi-
mental data for the dimensionless thermal conductivity
(keg/ky) and the results obtained by the H-C and Yu—Choi
models. The comparison is conducted at different temper-
atures. As it can be observed from Fig. 2a, at a low tem-
perature (i.e., 26 °C), the Yu—Choi model is able to predict

(3)
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Fig. 2 Comparison between the measured data and the theoretical models

the experimental data. By increasing the temperature, the
difference between the measured data and the results of

Yu-Choi model increases considerably. Looking at
Fig. 2d reveals that the Yu—Choi model underestimates the
measured data by about 10 %. Therefore, it is found that
the temperature is a significant factor that should be
involved in the models that are presented to predict the
thermal conductivity.

Figure 3 shows the thermal conductivity enhancement
against the solid volume fraction at different temperatures.
It is found that the thermal conductivity of nanofluid with
the volume concentration of 5 % is enhanced compared to
the base fluid (pure water) from 25 % to 32 %, depending
on the temperature. A higher temperature results in a big-
ger enhancement.

Figure 4 is plotted to show the variations of dimen-
sionless thermal conductivity with temperature at different
volume fractions. It is seen that for low concentrations of

@ Springer

nanofluids (less than 1 %), there is no visible change in the
dimensionless thermal conductivity with temperature.
Collision between the solid particles is a main factor which
determines the thermal conductivity of a nanofluid. By
increasing the number of collisions, the internal energy of
particles, and hence the effective thermal conductivity of
the nanofluid increases. At low concentrations, the number
of particles in a given volume of nanofluid is less than at
higher concentrations. Consequently, the space between
the solid molecules is bigger at low concentrations; this
reduces the probability and number of collisions between
the particles due to heating. Table 2 provides the values of
dimensionless thermal conductivity at different tempera-
tures and concentrations.

Now, the present data are compared with the results of
some experimental works on the Al,Oz/water nanofluids
[7, 8, 23-26] at room temperature, as shown in Fig. 5. The
data are extracted from the review paper by Khanafer and
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Fig. 4 Variations of dimensionless thermal conductivity with tem-
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Vafai [27] on the thermophysical properties of nanofluids.
It is observed from the figure that the present results are
very close to the results of Murshed et al. [26], although the
nanoparticle size used in the present work is 5 nm and in
the study of Murshed et al. [26] it is 80 nm. Also, it is seen
that the difference between the present data and the data by
Minsta et al. [25] is very high. Besides the difference in
size, the differences in preparation method, measurement
approaches, and experimental conditions should be con-
sidered in the comparisons of various works.

Table 2 Effective thermal conductivity of Al,Os/water nanofluids in
various temperatures

Volume T=26°C T=35°C T=45°C T=55°C
fraction
0.05 1.259 1.274 1.307 1.325
0.04 1.199 1.213 1.253 1.269
0.03 1.153 1.169 1.193 1.243
0.02 1.110 1.130 1.160 1.176
0.01 1.053 1.061 1.092 1.101
0.005 1.023 1.025 1.037 1.040
0.0025 1.007 1.008 1.010 1.011
: m Exp. data (5 nm),T=26C
= < Pak and Cho (13 nm)
- 3 v Masuda et al. (13 nm)
L2 13 > Lee et al. (38.4 nm)
© - & Roy et al. (47 nm)
> B ] N A Mintsa et al. (47 nm)
= - e} O Murshed et al. (80 nm)
R
5 12} ®
8 I o)
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a i 0 ] A A
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Fig. 5 Comparison between the measured data and other experi-
mental works

Based on the experimental data, a model as a function of
temperature and solid volume fraction is proposed. The
model is valid for Al,Os/water nanofluids, 26 < T(°C) <
55, and 0.0025 < ¢ < 0.05. The model is presented as
follows:

i—” = 0.911 x 7M. (4)
f

To examine the accuracy of the presented model, the
margin of deviation can be defined as follows:

ke — ki,

m

Margin of deviation (%) = x 100, (5)
where k. is the thermal conductivity calculated through the
correlation, and k,, is the thermal conductivity measured
during the tests. Figure 6 illustrates the margin of deviation
at different temperatures. The margin of deviation does not
exceed 2 %, which indicates the acceptable accuracy of the
presented model to predict the thermal conductivity.

@ Springer
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Finally, a sensitivity analysis is conducted based on Ref.

1.8

Sensitivity of thermal conductivity/%
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Fig. 7 Sensitivity analysis of thermal conductivity at different
temperatures and concentrations

[28]. The sensitivity analysis shows how much the thermal
conductivity is sensitive to the changes in particle loading
at a given temperature. In the present work, the sensitivity
analysis is performed by considering 10 % change in par-
ticle loading. For example, consider the volume fraction of
2 % and a temperature of 26 °C. The sensitivity in this
temperature can be calculated as follows:

k(p =2.2%) — k(¢ = 2%)

Sensitivity (%) = k(¢ = 2%)
= 0

x 100. (6)
Figure 7 provides the results of the sensitivity analysis.

As it can be seen, with an increase in the temperature, the
sensitivity of thermal conductivity increases. This means

@ Springer

that at a moderate volume fraction, adding a specified
amount of nanoparticles to the nanofluid at a high tem-
perature is more effective than at low temperatures.

Conclusions

An experimental study was performed to measure the
thermal conductivity of aqueous suspensions of Al,O3;
nanoparticles with the diameter of 5 nm using the transient
hot wire approach. In the work, the temperature changed
from 26 to 55 °C, while the solid volume fraction range
was between 0.0025 and 0.05. The measured data were
compared with the results of theoretical models, including
the Hamilton—Crosser and Yu—Choi relations. The com-
parisons showed that the Yu—Choi model gives acceptable
estimations at low temperature, but with increased tem-
peratures, it fails to predict the measured data with an
acceptable accuracy. The present data were also compared
with the results of other experimental works available in
the literature. It was indicated that many factors, such as
the particle size, environmental conditions, and methods of
preparation and measurement of the thermal conductivity,
affect the measured results. Based on the data, a model was
proposed as a function of the temperature and solid volume
fraction. Finally, the sensitivity analysis of data showed
that the thermal conductivity is more sensitive to particle
loading at higher temperatures.
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This paper is a continuation of the authors’ previous work on the condensation of R134a flowing inside a
multiport minichannel (Sakamatapan et al., 2013) [22]. The pressure drop’s characteristics during con-
densation were investigated in an experiment for R134a flowing inside a multiport minichannel. The
pressure drop characteristics were observed under mass flux range of 345-685 kg/m?, heat flux of 15-
25 kW/m?, and saturation temperature of 35-45 °C. Two types of multiport minichannels having 14
channels, one with a 1.1 mm hydraulic diameter and another with 8 channels with a 1.2 mm hydraulic
diameter, were designed as a counter flow tube in a tube heat exchanger. The results showed that the
total pressure drop is dominated by the frictional pressure drop. The frictional pressure gradient
increased with the augmentation of mass flux and vapor quality, but the increase of the saturation tem-
perature and channel size play an important role in the decrease of frictional pressure gradient. On the
other hand, the heat flux had an insignificant effect on the frictional pressure gradient. Moreover, the
miniscale correlations were conducted to predict the frictional pressure gradient, and it was found that
only the multiport minichannel correlations gave a reasonable result. A new two-phase friction factor
correlation was proposed using the equivalent Reynolds number concept to predict the frictional pres-

sure gradient during condensation.

© 2014 Published by Elsevier Ltd.

1. Introduction

The multiport minichannel is commonly used in automotive air
conditioning systems as a condenser. There are many advantages
of using the minichannel, such as that it has a high heat transfer
area per unit volume, compact size, low refrigerant charge, sup-
ported high pressure operation, reduced air-side, and pressure
drop; however, sound understanding about heat transfer and pres-
sure drop characteristics during condensation of a refrigerant in a
multiport minichannel is still important and requires more atten-
tion from researchers. A few studies on pressure drop characteris-
tics in multiport minichannels have been conducted by the
following researchers.

Yang and Webb [1] measured adiabatic single and two phase
pressure drop of R-12 flowing through 1.56 and 2.64 mm hydraulic
diameters, which were made from an extruded aluminum tube
with and without microfin, respectively. The tested conditions were
conducted within the range of Reynolds number 2500-23,000 for

* Corresponding author. Tel.: +66 2 470 9115; fax: +66 2 470 9111.
E-mail address: somchai.won@kmutt.ac.th (S. Wongwises).

http://dx.doi.org/10.1016/j.ijheatmasstransfer.2014.02.071
0017-9310/© 2014 Published by Elsevier Ltd.

single-phase liquid flow, mass flux 400-1400 kg/m? s, and vapor
qualities 0.1-0.9 for two-phase flow. For two-phase flow, the pres-
sure drop increased with the augmentation of the mass flux and
vapor quality. The pressure drop of the microfin tube was higher
than that of the plain tube. They developed the pressure drop cor-
relation by using the equivalent mass velocity concept proposed
by Akers et al. [2]. In addition, they concluded that surface tension
force had an insignificant effect on frictional pressure drop in the
microfin tube.

Single-phase and two-phase pressure drop for R134a, R22, and
R404A flow in a multiport extruded aluminum tube with a hydrau-
lic of 2.13 mm, and two circular copper tubes with an inside diam-
eter of 3.25 and 6.25 mm, respectively, were measured by Zhang
and Webb [3]. The Blasius correlation [4]| was used to predict the
single-phase friction factor within a £10% error rate. The correla-
tion of Friedel [5] was modified by including the employment of
reduced pressure for their new two-phase friction factor
correlation.

Koyama et al. [6] investigated the condensation of R134a in two
multiport extruded tubes. One had 8 channels with a 1.11 hydrau-
lic diameter, and the other had 19 channels with a 0.8 hydraulic
diameter. They used pressure-measuring ports to measure the

Please cite this article in press as: K. Sakamatapan, S. Wongwises, Pressure drop during condensation of R134a flowing inside a multiport minichannel, Int.
J. Heat Mass Transfer (2014), http://dx.doi.org/10.1016/j.ijheatmasstransfer.2014.02.071
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Nomenclature

c specific heat at constant pressure (kj kg ' K1) o void fraction

dp, hydraulic diameter (m) p density (kg m )

G mass flux (kgm 2s" ') o surface tension (Nm~!)

I current (A) Subscriptsa

i enthalpy (k] kg™ 1) acceleration

k thermal conductivity (Wm ™! K1) avg average

m mass flow rate (kg s~ ') cont contraction

L length of multiport minichannel (m) eq equivalent

N number of channels exp expansion

P pressure (kPa) f friction

Q heat transfer rate (kW) in inlet

q’ heat flux (kW m~—2) I liquid

Re Reynolds number, Re = & v vapor

T temperature (°C) out outlet

v specific volume (m® kg™ ') ref refrigerant

%4 voltage (V) sat saturation

X vapor quality tot total

Greek lettersAP tp two phase
pressure drop (kPa) TS test section

u dynamic viscosity (Pa-s) w water

pressure drop at a distance of 191 mm. The positive agreement of
the frictional pressure drop was found between the correlation of
Mishima and Hibiki [7]. Therefore, the heat transfers’ correlation
of Haraguchi et al. [8] was modified by calculating the two-phase
multiplier from the Mishima and Hibiki correlation [7].

Cavallini et al. [9] discussed the adiabatic two phases of the fric-
tional pressure gradient of R236ea, R134a, and R410A, which were
available in a wide range of reduced pressure for the multiport
minichannel with a hydraulic diameter of 1.4 mm. The frictional
pressure gradient was observed by the saturation temperature
drop measurement of the frictional pressure gradient of R410A,
which was lower than those of R134a and R236ea, respectively.
Moreover, the experimental data were compared with several fric-
tional pressure drop correlations available in the literature. The re-
sults showed that the frictional pressure gradient of R134a was in
strong agreement but was not accurate for R236ea and R410A.

Garimella et al. [10] developed the multiple flow regime model
for predicting pressure drop during all processes of condensation
by a combined and modified intermittent and annular regime
model, which were developed earlier. When comparing the pre-
dicted values with the measured data that was taken from mass
flux between 150 and 750 kg/m? s in five circular microchannels,
82% of the data were within +20% error rate.

The pressure drop of CO, during condensation was investigated
by Park and Hrnjak [11]. This study was conducted at the satura-
tion temperature of —15 and —25°C by, mass fluxes of 200-
800 kg/m? s, and wall sub-cooling temperature from 2 to 4 °C for
a 0.89 mm microchannel. It was found that the two-phase pressure
drop in the adiabatic condition increased with the augmentation of
mass flux and vapor quality, but it decreased when saturation tem-
perature increased. The comparison between the values predicted
by conventional tubes and small tubes correlations, and the exper-
imental data was also reported. It was shown that several correla-
tions predicted the experimental data well.

Heo et al. [12] investigated the pressure drop of CO, during con-
densation in the multiport microchannel with a hydraulic diameter
of 1.5 mm. The experiment was tested under mass flux from 400 to
1000 kg/m? s and saturation temperature from —5 to 5°C. The
pressure drop increased with the augmentation of mass flux and
vapor quality, but it decreased with the increasing saturation

temperature. It was also found that the correlation of Misima
and Hibiski [7] could be predicted the data with a mean deviation
of 29.1%.

Due to the difficulties in constructing the test section, which is a
type of heat exchanger for condensation experiment, the informa-
tion on heat transfer and pressure drop characteristics during the
condensation of working fluids in a multiport minichannel is still
limited, compared to the evaporation experiment. As described
above, there have been only works carried out by [1,3,6,9-12] deal-
ing with this issue. However, it can be noted that the experimental
investigations found in the literature described above focused on
the effect of the specific parameter, and the particular detailed
investigation is still lacking. To the best of our knowledge, among
these works, only one work, which was carried out by Park and
Hrnjak [11], reported the effect of all parameters.

Although some information is currently available, there still re-
mains room for further research. In the present study, the working
fluid and the test section used are different from those used by the
previous study. The effects of all involved parameters are pre-
sented for condensing flow, including mass flux, heat flux, satura-
tion temperature, and vapor quality on the pressure drop
characteristics, which have never before appeared in the available
literature.

2. Apparatus and method

The schematic diagram of the experimental setting, which is
also used in the flow boiling heat transfer and pressure drop in
the multiport minichannel study [13,14], is presented in Fig. 1.
The main system components consisted of the refrigerant loop,
cooling water loop, subcooling loop, data acquisition system, and
test section.

For the refrigerant circulating loop, as shown in Fig. 1, the liquid
refrigerant is pumped by a gear pump through a filter and dryer,
refrigerant flow meter, preheater, inlet sight glass tube, test sec-
tion, again to the outlet sight glass tube, and plate heat exchanger.
Then, it is collected in a receiver tank and returned to the refriger-
ant gear pump to complete the cycle. The refrigerant flow rate is
controlled by a gear pump that can be regulated by an inverter.
The desired inlet quality of the test section is controlled by the

Please cite this article in press as: K. Sakamatapan, S. Wongwises, Pressure drop during condensation of R134a flowing inside a multiport minichannel, Int.
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Fig. 1. Schematic diagram of the experimental apparatus. [Sakamatapan et al. [22], with permission from Elsevier]

preheater. A DC power supply is used to supply power to the pre-
heater, which can be controlled by adjusting the supply voltage
and current. After leaving the test section, the two-phase refriger-
ant condenses to a liquid phase in the plate heat exchanger by
transferring its heat to the subcooling water loop. To monitor the
state of the refrigerant, all of the signals from the thermocouples
and differential pressure transducer are collected by a data acqui-
sition. All instruments are installed at various positions, which is
clearly seen in Fig. 1.

Fig. 2 shows a schematic diagram of the test section for this
study, and the test section is designed as a counter flow tube in
the tube heat exchanger with refrigerant flowing in the multiport
minichannel and cooling water flowing in the annular gap. The
multiport minichannel is aluminum that has 14 channels with a
1.1 mm hydraulic diameter (Type 1) and 8 channels with a
1.2 mm hydraulic diameter (Type 2). The outer tube is made from
12 mm thick clear acrylic and is designed as a rectangular annu-
lus, which is used to absorb heat flux from the tested tubes. The
photographs of these multiport minichannels are presented in
Fig. 3. In addition, the inlet and outlet saturation temperatures
are measured by T-type thermocouples installed at the inlet and
outlet points of the test section headers. For measuring the pres-
sure drop, which goes 250 mm across the test section, a differen-
tial pressure transducer, which has an accuracy of the differential
pressure drop, is +0.25% of the full scale, or +0.125 kPa is installed
on the other side of the header. The thgrmocouples are also
installed at the inlet and outlet of the water channel to measure
the inlet and outlet cooling water temperatures. Moreover, the
test section is composed of rubber foam with 0.04 W/m K of
thermal conductivity, which provides thermal insulation for this
section. The refrigerant flow meter is a variable-area type. The
flow meter is specially calibrated in the range of 0.2-1.8 LPM
for R134a by the manufacturer. The tested conditions are pre-
sented in Table 1. The details of the test section are presented
in Table 2. The accuracies of the direct measurements and the
uncertainties in the derived experimental values determined by
standard method are shown in Table 3.

3. Data reduction

The data reduction is provided for determining the average va-
por quality as well as the pressure gradient components of the
measured data.

The average vapor quality between the inlet and the outlet va-
por quality of the test section can be calculated from the relation

XT15.in + XTS,0ut
il an St 1
. ()

where irs;, is the refrigerant enthalpy at the test section inlet, and
irs,oue 1S the refrigerant enthalpy at the test section outlet.

The inlet vapor quality of the test section is determined as
follows:

Xave =

isin — liaTs.

Xpsin = 13‘17 1QTS,in (2)
liyars,in

where ijers, is the enthalpy of saturated liquid refrigerant based on

the temperature at the test section inlet, and ij,ers,, is the enthalpy

of vaporization based on the temperature at the test section inlet,

which is given by

. . Qlat

irsin = ljaph + = 3

TS,in laph My ( )

where ijepn is the enthalpy of the saturated liquid refrigerant based
on saturation temperature at the preheater, 11, is the mass flow
rate of the refrigerant, and Q¢ is the latent heat transfer rate in
the preheater, which is calculated as follows:

Qph = Qlut + Qsen (4)

where Qph is the electrical power from a heater to the refrigerant
flowing through the pre-heater, and Qs is the sensible heat trans-
fer rate in the pre-heater, which is defined as

Qph = (w)@ph (5)

Qsen = mrefcref (Tph,uur - Tph.in) (6)

The outlet vapor quality of the test section is also determined from
i — g

Xrsout = TS,OL‘I[ QTS out (7)
llvﬁTS,out

where irso, 1S the refrigerant enthalpy at the test section outlet,
ijors,our 1S the enthalpy of saturated liquid refrigerant based on the
temperature of the test section outlet, and ij @750, iS the enthalpy
of vaporization. As a consequence, the enthalpy of the refrigerant
flow at the test section outlet can be determined from

QTS

mref

8)

iTS.out = iTS‘in -
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Fig. 2. Schematic diagram of the test section. [Sakamatapan et al. [22], with permission from Elsevier]

(@)

(b)

Fig. 3. Photographs of cross section of the multiport minichannels: (a) Type 1
(dp=1.1 mm, n = 14), (b) Type 2 (d, = 1.2 mm, n = 8). [Sakamatapan et al. [22], with
permission from Elsevier]|

where Qs is obtained from the heat and absorbed from the refrig-
erant to the cooling water, which can be calculated from

QTS = mew (Tw.out - Tw.in) (9)

The total pressure drop is the summation of the frictional pressure
drop, the sudden contraction and sudden expansion pressure drop
due to the headers at the inlet and outlet of the test section, and
the momentum or acceleration pressure drop, which can be ex-
pressed as follows:

APtot:APf+APexp+APcont+APa (10)

The sudden expansion pressure drop at outlet of multiport mini-
channel is calculated using Eq. (11) [15].

Table 1
The experimental conditions.
Refrigerant R134a
Hydraulic diameter (mm) 1.1and 1.2
Number of channels, (N) 8 and 14
Mass flux (kg/m? s) 340-680
Heat flux (kW/m?) 15-25
Saturation temperature (°C) 35-45
Average vapor quality 0.1-0.8
o Inlet vapor quality 0.15-0.85
e Outlet vapor quality 0.05-0.75
2 2
APexy = Go(1 — o)y | U= 4 (”—)x— (11)
(1-o) u) o

Please note that void fraction is assumed as a constant in Eq. (11).
For the homogeneous model, the sudden contraction pressure
drop at inlet of multiport minichannel is calculated from Eq. (12)

[15].
{1 + <”7ll”>x] (12)

GCoy | (1 2 1
APcontTI|:<C—C—1> + (1 —F>

where ¢ is area ratio, and C. is the coefficient of contraction which is
a function of o.
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Table 2
The details of multiport minichannel.
Type Hydraulic diameter Number of Channel width Channel height Aspect Outer surface Surface roughness
(mm) channels (mm) (mm) ratio (mm?) (pm)
1 1.1 14 1 1.25 1.25 5797.5 0.20
2 1.2 8 1.8 1.8 0.5 6171 0.18
Table 3 20 T T T
The accuracies of the direct measurements and the uncertainties in the derived I Ri34a Pressure drop
experimental values. [ Multiport minichannel dp=1.1mm. ® Total term
Parameter Uncertainty I Tsar=40 °C, G=350kg/m?s, x=0.5 B Frictional term
15 F A Sudden contraction term
Temperature (°C) 0.1 _ ¢ Sudden expansion term
Mass flow rate of refrigerant (kg/s) +£2.4% £ @ Momentum term
Differential pressure transducer (kPa) +125 <
Heat transfer rate of test section (kW) +14% ?
Average quality (-) +8.6% = 10 ® b
Frictional pressure gradient (kPa/m) +6.4% 5 °
§ ]
& |
. . . St b
Finally, the momentum or acceleration pressure drop is the loss L
due to the change in quality across the test section, the following
equation recommended by Carey [16] is used. [ A A a
oL . . e ... e ., . . . 8 ..,
1-x?% x 1-x?%  x 10 15 20 25 30
(A L e 3
Pi S PP Pol Heat flux (kw/m?)

where the void fraction o can be determined by the Zivi [17] corre-
lation, which is expressed as follows:

P (14)

2/3
a=x) (py
14020 (1)

The frictional pressure gradient can be determined by subtracting
the sudden expansion, sudden contraction, and momentum pres-
sure drop into the terms of the total measured pressure drop and
dividing the length of multiport minichannel.

4. Results and discussion

The pressure gradient during condensation of R134a flowing in-
side multiport minichannel from this study under the condition:
mass flux 340-680 kg/m? s, heat flux 15-25 kW/m?, and saturation
temperature 35-45 °C is presented and discussed in this topic.

It should be noted that the flow pattern of this study was an
annular flow, which was predicted by a flow pattern map of Soli-
man [18], Coleman and Garimella [19,20], and Garimella [21], as
presented in the study of condensation heat transfer characteristic
inside multiport minichannel [22].

4.1. The pressure gradient components

The total pressure gradient can be expressed as the sum of the
four terms of the frictional pressure drop, the sudden contraction
pressure drop, the sudden expansion pressure drop, and the
momentum or acceleration pressure drop.

The components of the pressure drop with the variation of heat
fluxes at the mass flux of 350 kg/m? s and saturation temperature
of 40 °C are presented in Fig. 4. The results showed that the total
pressure drop was dominated by the frictional pressure drop,
which was approximately 79.42% of total pressure gradient. It
was also found that the sudden contraction pressure drop, the sud-
den expansion pressure drop, and the momentum pressure drop
amount was 22.35%, 4.21%, and 5.98% of total pressure drop,
respectively.

Fig. 4. Heat flux vs. total pressure gradient for various mass fluxes.

4.2. The frictional pressure gradient

Fig. 5 shows the frictional pressure gradient as a function of va-
por quality with variation of mass fluxes. It was found that the
increasing mass flux had a significant effect on the increase of fric-
tional pressure gradient. Moreover, it was also demonstrated that
the frictional pressure gradient increased with the augmentation
of vapor quality. The increase of the frictional pressure gradient
was due to the effects of higher shear stress. The increasing mass
flux and the increasing vapor quality have a direct effect on higher
flow velocity and flow velocity differences between liquid and va-
por phase. Consequently, it leads to an increase in wall shear stress
and interfacial shear, which results in frictional pressure gradient
increase.

"M
RI3da G (keg/m’s)
,g [ Multiport minichannel (dy=1.1mm., n=14) ° 340
F S0 Tg40°C, g=25kwm? B 500
= [ O 680
- L
=
2 r
=] L J
a 60 I o
=
£ o
2 F =
g a0t - .
= r &
E] = °
.S L o = ®
5 °
E 20 j o 5] P q
= e °
L s °
I o °
0 . \ \ \ \
0.0 2 4 6 8 1.0
Vapor quality

Fig. 5. Average vapor quality vs. frictional pressure gradient for various mass fluxes.
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The present study, as shown in Fig. 6, shows the variation of
frictional pressure gradient in vapor quality for different heat
fluxes. It can be clearly seen that the heat flux had an insignificant
effect on the frictional pressure gradient. These phenomena may
occur from the increase of heat flux, presenting a minimal effect
on the viscosity and velocity of the flowing refrigerant.

The influence of saturation temperature on the frictional pres-
sure gradient is presented in Fig. 7. The results showed that the
frictional pressure gradient increased with the decreasing satura-
tion temperature. Consider that the property of refrigerant under
saturation temperature decreased from 45 to 35 °C. The viscosity
ratio (z4/uy,) increased from 11.93 to 14.18, and the density ratio
(pi/ pv) decreased from 19.51 to 26.88, which makes the quantity
of shear stress higher. Therefore, this occurrence causes a frictional
pressure gradient increase.

The measured frictional pressure gradient between the two dif-
ferent tubes in all of the similar tested conditions was also com-
pared, as shown in Fig. 8. The frictional pressure gradient of the
multiport minichannel of Type 1 was higher than those of Type 2
about 16.4%. The refrigerant velocities in the multiport minichan-
nel of Type 1 are equal to those in Type 2; however, due to the
smaller hydraulic diameter, a higher frictional pressure gradient
in multiport minichannel Type 1 is obtained.

OF———————T 7 T T ]
R134a 1
,E\ Multiport minichannel, dy=1.1mm, n=14channel o 1
50 ] i
= Tgai=40 °C.G=500kg/m?s 1
) %
= = ]
5 r o ]
= °
g ]
3 i
@ 30 e © s
5 ]
2
g o © ]
2ok on ]
: o <
£ " q" W/m?)
o 4
Eo1w0f o e 15 s
= °
s 20
o 25
0 1 1 1 1
0.0 0.2 0.4 0.6 0.8 1.0
Vapor quality

Fig. 6. Average vapor quality vs. frictional pressure gradient for various heat fluxes.

60 T T T T
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50 B
% G=350kg/m?s, q"=15kW/m>
)
-
g 40 ) ]
=
g o
2]
2 30f " .
Z e =
g * <&
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= 20 | ] o> =
g e 2] &
;3 ™) I<> < TSat(oc)
E l0f @« "o e 35 1
B 40
b O 45
0 1 1 1 1
0.0 2 4 .6 .8 1.0
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Fig. 7. Average vapor quality vs. frictional pressure gradient for various saturation
temperature.
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Fig. 8. Comparison of frictional pressure gradient between multiport minichannel
Type 1 and multiport minichannel Type 2.

4.3. The comparison with the existing correlations

Experimental data were compared against the five well-known
correlations that were particularly developed for predicting fric-
tional pressure gradient in minichannels in both single and multi-
port, which were proposed by Chen et al. [23], Zhang and Webb
[24], Garimella et al. [25], Cavallini et al. [26], Cavallini et al.
[30], and Bodal et al. [31]. The available experimental information
of the correlations is reviewed in Table 4.

Chen et al. [23] informed the effects of surface tension and grav-
ity by conducting the Bond number and the Webber number of the
Friedel correlation [5], when this was used for their single mini-
channel correlation. The comparison with the Chen et al. correla-
tion [23] is presented in Fig. 9. The Chen et al. [23] correlation
underestimated the experimental data as 94% of data had 50% of
the errors. The frictional pressure drop in multiport minichannel
correlation of Zhang and Webb [24] was also done by including
the reduced pressure into the Friedel correlation [5]. In Fig. 10,
the Zhang and Webb correlation [24] could predict 72% of the data
with +30% error. Garimella et al. [25] developed the correlation for
pressure drops during condensation by combining the correlation
of the intermittent flow model and annular flow in both circular
and non-circular microchannel, and 87% of the predicted data fall-
ing within the +20% error band as presented in Fig. 11. The corre-
lation was developed by Cavallini et al. [26], which was
interpolated from Cavallini et al. [27], Coleman [28], and Zhang
[29] regarding the frictional pressure gradient in minichannel cor-
relations. The results of this work found that 82% of the data calcu-
lated by the Cavallini et al. [26] correlation was within a +20% error
rate, as shown in Fig. 12. Fig. 13 shows an experimental frictional
pressure gradient plotted against predicted frictional pressure gra-
dient obtained from Cavallini et al. [30]. The correlation was im-
proved from the previous one (Cavallini et al. [26]) by including
the effect of surface roughness. The plot shows that 71% of the data
fall within +20% of the correlation. Over 75.5% of the calculated
data was within 50% of the error rate by comparing with the Boh-
dal et al. [31] correlation, which was based on the refrigerant
R134a and R404A condensing flow in singleport minichannel, as
reported in Fig. 14.

4.4. New proposed correlation

To predict the frictional pressure gradient of R134a flowing in-
side the multiport minichannel, the correlation of the two-phase
fiction factor is proposed in this topic. The correlation is one of
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Table 4
The available experimental information of the correlations.
Author(s) Working fluid Hydraulic diameter Channel/orientation/conditions Rang/
(mm) applicability
Chen et al. [23] Air-water 1.02, 3.17,5.05, 7.02  Single minichannal/horizontal/adiabatic Room
temperature
G = 50-3000 kg/
m?s
x=0.001-0.9
R410A 3.17, 5.05, 7.02, 9 Tsac=5,15°C
G =50-600 kg/
m?s
x=0.1-0.9
Zhang and Webb [24] R22, R134a and 213 Multiport minichannel/horizontal/adiabatic Tsae = 20-65 °C
R404A
G =200-1000 kg/
m?s
Garimella et al. [25] R134a 0.5-4.91 Multiport minichannel/horizontal/condensation T=52°C
x=0-1
G = 150-750 kg/
m?s
Cavallini et al. [26] and R236ea, R134a and Smooth multiport minichannel and rough singleport minichannel Tsae =40 °C
[30] R410A horizontal/adiabatic
G = 200-1400 kg/
m?s
x=0.25, 0.5, 0.75
Bohdal et al. [31] R134a and R404A 031-33 Single minichannal/horizontal/condensation Tsae = 20-40 °C
G =100-1300 kg/
m?s
x=0-1
80 T T T
80 — T T _ o °
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E o /5o E 0%, ¢
3 Present data / a ®  Present data ®
A = Y ©
= / bt . °
= 5 60 ' .
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Experimental frictional pressure gradient (kPa/m)

Fig. 9. Comparison of the experimental data with the correlation of Chen et al. [23].

the important equipment in order to design the condenser for
automobile industrial usage.

Based on the dimensional analysis, the two-phase friction factor
correlation was developed by using the equivalent Reynolds num-
ber concept of Akers et al. [2] to include the effect of the involved
parameter.

The two-phase pressure gradient is calculated by the following
equation based on the equivalent Reynolds number.

2

(), - Tt (15)
f pidy

where the equivalent Reynolds number is determined by

Reey — Zeah (16)

W

and equivalent mass flux is defined as

Experimental frictional pressure gradient (kPa/m)

Fig. 10. Comparison of the experimental data with the correlation of Zhang and
Webb [24].

Geq:G{(l—x)—Hc P 17)
v

Finally, the two-phase friction factor as a function of the equivalent

Reynolds number was fitted to the following correlation:

— 6977Re 033740031 P 6.510 “ ~11.883 .
L (18)
pz) l,ty

Fig. 15 shows the experimental two phase friction factor plotted
against the predicted two-phase friction factor calculated from
the proposed correlation. It was found that 90% of data fell within
a deviation of 20%.

5. Conclusion

The flow characteristics of R134a during the condensing flow
inside the multiport minichannel are some of the essential factors
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J. Heat Mass Transfer (2014), http://dx.doi.org/10.1016/j.ijheatmasstransfer.2014.02.071

410

412

413

414
415

417

418
419
420
421

422

423
424



425
426

HMT 10728
14 March 2014

No. of Pages 10, Model 5G

8 K. Sakamatapan, S. Wongwises / International Journal of Heat and Mass Transfer xxx (2014) xxx-Xxx
r——————7————————7 — 100 T T T U T
E +20% g +50%
= O  Present data 7 = /
& /S 00 ﬁ ©  Present data /
= / o = 80 ]
.§ 60 |- 4 ° 5 ~ .§ /
= o ° 20% K
% s o ° - - ’ ) e °
g O/% oo .~ 2 o o 8 o ]
z T - Z P o 0
S 40+t 9 o o~ il z o O gooog ° —50/0/
2 £° 6o ~ z -
_ o_- o _—
g BP0 o~ g o ]
£ o & £ ° _ -
2 ~ 2 —
< 20 f ~ 1 & -
=] o 2~ = — 4
= o o 2 —
= 2
=] o cd =1
2 o 2
Y] A
0 1 1 1 1 1 1
0 20 40 60 80 40 60 80 100

Experimental frictional pressure gradient (kPa/m)

Fig. 11. Comparison of the experimental data with the correlation of Garimella
et al. [25].
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Fig. 12. Comparison of the experimental data with the correlation of Cavallini et al.
[26].
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Fig. 13. Comparison of the experimental data with the correlation of Cavallini et al.
[30].

of designing the condenser in the automotive air conditioning sys-
tem. The friction is the main cause of the total pressure drop as the

Experimental frictional pressure gradient (kPa/m)

Fig. 14. Comparison of the experimental data with the correlation of Bohdal et al.

[31].
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Fig. 15. Comparison of measured with predicted frictional pressure gradient using
proposed correlation of two phase friction factor.

frictional pressure drop, which is 79.42% of the total pressure drop.
There are four flow parameters that have an influence on the in-
crease of the frictional pressure gradient, which are increasing
the mass flux and vapor quality and decreasing the saturation tem-
perature and size of the channel.

The measured frictional pressure gradient is compared with
two types of correlations that were developed for single minichan-
nel and three correlations, specially developed for the multiport
minichannel. There are only multiport minichannel correlations
that give an accurate prediction, which was not to exceed 20% of
the error rate when compared with the measured data. Correla-
tions for the single minichannel give an imprecise prediction with
the measured data.

The correlation of the two-phase friction factor for the multi-
port minichannel under dimension analysis is proposed by using
the equivalent Reynolds number to correlate the effects of involved
parameters.
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