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1. Introduction 
The transfer process of heat between two or more fluids of different temperatures in a wide 
variety of applications is usually performed by means of heat exchangers e.g. refrigeration 
and air-conditioning systems, power engineering and other thermal processing plants. In 
refrigeration equipment, condensers’ duty is to cool and condense the refrigerant vapor 
discharged from a compressor by means of a secondary heat transfer fluid such as air and 
fluid. Examinations and improvements on the effectiveness of condenser have importance in 
case there is a design error which can cause the heat transfer failure occurrence in the 
condenser.  
Industries have been trying to improve the chemical features of alternative refrigerants of 
CFCs due to the depletion of the earth’s ozone layer. Because of the similar thermo-physical 
properties of HFC-134a to those of CFC-12, an intensive support from the refrigerant and 
air-conditioning industry has given to the refrigerant HFC-134a as a potential replacement 
for CFC-12. On the other hand, even though there isn’t much difference in properties 
between these two refrigerants, the overall system performance may be affected 
significantly by these differences. For that reason, the detailed investigation of the properties 
of HFC-134a should be performed before it is applied.  
A large number of researchers focused on the heat transfer and pressure drop characteristics of 
refrigerants over the years, both experimentally and analytically, mostly in a horizontal 
straight tube. The CFCs’ heat transfer and pressure drop studies inside small diameter vertical 
either smooth or micro-fin tubes for downward condensation has been concerned 
comparatively little in the literature. Briggs et al. (1998) have studied on in-tube condensation 
using large diameter tubes of approximately 20.8 mm with CFC113. Shah (1979) used some 
smooth tubes up to 40 mm i.d. at horizontal, inclined and vertical positions to have a well-
known wide-range applicable correlation. Finally, it has been compared by researchers 
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commonly for turbulent condensation conditions and it is considered to be the most predictive 
condensation model for the annular flow regime in a tube. Oh and Revankar (2005) developed 
the Nusselt theory (1916) to investigate the PCCS condenser using 47.5 mm i.d. and 1.8 m long 
vertical tube in their experimental study for the validation of their theoretical calculations. 
Maheshwari et al. (2004) simulated PCCS condensers used in water-cooled reactors using a 
42.77 mm i.d. vertical tube during downward condensation presence of non-condensable gas. 
The prediction of heat transfer considering mass transfer along the tube length was performed 
by means of a computer code in their study. 
Convective condensation in annular flow occurs for many applications inside tubes such as 
film heating and cooling processes, particularly in power generation and especially in 
nuclear reactors. The one of the most important flow regimes is annular flow which is 
characterized by a phase interface separating a thin liquid film from the gas flow in the core 
region. This flow regime is the most investigated one either analytically or experimentally, 
because of its practical significance and common usage.  
Akers et al. (1959) focused on the similarity between two phase and single phase flows and 
developed a correlation using two-phase multiplier to predict frictional two phase pressure 
drop which is same rationale as the Lockhart-Martinelli (1949) two-phase multiplier. His 
model is known as “equivalent Reynolds number model” in the literature. According to this 
model, an equivalent all liquid flow, which produces the same wall shear stress as that of 
the two phase flow, is replaced instead of annular flow inside a tube. Many researchers 
benefitted from his model such as Moser et al. (1998) and Ma and Rose (2004). Moser et al. 
(1998) predicted heat transfer coefficient in horizontal conventional tubes developing a 
model. Ma and Rose (2004) studied heat transfer and pressure drop characteristics of R113 
in a 20.8 i.d. vertical smooth and enhanced tubes. 
Dobson et al. (1998) used zeotropic refrigerants in their condensation tests including the 
wide range of mass flux in horizontal tubes and benefitted from the two-phase multiplier 
approach for annular flow. In their study, heat transfer coefficient increased with increasing 
mass flux and vapor quality in annular flow due to increased shear and thinner liquid film 
than other flow regimes. Sweeney (1996) modified their model their model for R407C 
considering the effect of mass flux.  
Cavallini et al. (1974) have some significant theoretical analysis on the in-tube condensation 
process regarding the investigation of heat transfer and pressure drop characteristics of 
refrigerants condensing inside various commercially manufactured tubes with enhanced 
surfaces using a number of correlations in the literature. Lately, Cavallini et al. (2003) 
prepared a review paper on the most recent condensation works in open literature including 
the condensation inside and outside smooth and enhanced tubes. 
Valladares (2003) presented a review paper on in-tube condensation heat transfer 
correlations for smooth and micro-fin tubes including the comparison of experimental data 
belong to various experimental conditions from different researchers. Wang and Honda 
(2003) made a comparison of well-known heat transfer models with experimental data 
belong to various refrigerants from literature and proposed some models, valid for the 
modified annular and stratified flow conditions, for micro-fin tubes. Bassi and Bansal (2003) 
compared various empirical correlations and proposed two new empirical models for the 
determination of condensation heat transfer coefficients in a smooth tube using R134a with 
lubricant oil. Jung et al. (2003, 2004) did condensation tests of many refrigerants such as R12, 
R22, R32, R123, R125, R134a, and R142b inside a smooth tube. They paid attention not only 
comparison of their experimental data with various well-known correlations but also 
proposition on a new correlation to predict condensation heat transfer coefficients.  
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Generally, the condensation heat transfer coefficients and pressure drops in tubes have been 
computed by empirical methods. The modifications of the Dittus-Boelter single-phase forced 
convection correlation (1930) are used in the literature, as in Akers et al. (1959), Cavallini 
and Zecchin (1974), and Shah (1979). Dalkilic et al. (2010a) made a comparison of thirteen 
well-known two-phase pressure drop models with the experimental results of a 
condensation pressure drop of R600a and R134a in horizontal and vertical smooth copper 
tubes respectively and revealed the main parameters of related models and correlations. 
Dalkilic et al. (2008a) used the equivalent Reynolds number model (1998) to propose a new 
correlation for the two-phase friction factor of R134a and also discussed the effect of main 
parameters such as heat flux, mass flux and condensation temperature on the pressure drop. 
Dalkilic et al. (2009b) made a comparison of eleven well-known correlations for annular 
flow using a large amount of data obtained under various experimental conditions to have a 
new correlation based on Bellinghausen and Renz's method (1992) for the condensation heat 
transfer coefficient of high mass flux flow of R134a. The effects of heat flux, mass flux and 
condensation temperature on the heat transfer coefficients also exist in their paper. Dalkilic 
et al. (2009c) showed the significance of the interfacial shear effect for the laminar 
condensation heat transfer of R134a using Carey’s analysis (1992), which is the improved 
version of Nusselt’s theory (1916), and proposed a new correlation based on Bellinghausen 
and Renz's method (1992) for the condensation heat transfer coefficient during annular flow 
of R134a at low mass flux in a vertical tube. Dalkilic et al. (2008b) investigated thirty-three 
void fraction models and correlations from the available literature and compared them each 
other using relevant data. The friction factors, based on the analysis of Ma et al. (2004), are 
obtained from various void fraction models and correlations and a comparison was made 
with each other and also with those determined from graphical information provided by 
Bergelin et al. (1946). The presentation for the effect of void fraction alteration on the 
momentum pressure drop was also shown in their paper. Dalkilic et al. (2009a) compared 
some simple void fraction models of the annular flow pattern for the forced convection 
condensation of pure R134a taking into account the effect of the different saturation 
temperatures in high mass flux conditions. The calculated film thickness from void fraction 
models and correlations and those from Whalley's annular flow model (1987) were 
compared each other using their experimental database. Dalkilic and Wongwises (2010b) 
used Barnea et al. (1982)’s mathematical model, based on the momentum balance of liquid 
and vapour phases, in order to determine the condensation film thickness of R134a in their 
paper. The discussions for the effects of heat flux, mass flux and condensation temperature 
on the film thickness and condensation heat transfer coefficient were also made for laminar 
and turbulent flow conditions. Six well-known flow regime maps from the literature were 
found to be in good agreement for the annular flow conditions in the test tube in spite of 
their different operating conditions. Dalkilic et al. (2010e) used Kosky and Staub’s model 
(1971) to predict flow pattern transitions and validate the results of void fraction models and 
correlations proposed in their previous publications and also show the identification of flow 
regimes in data corresponding to annular flow downward condensation of R134a in a 
vertical smooth copper tube. Furthermore, investigation of twelve number of well-known 
flow regime correlations from the literature is performed to identify the flow regime 
occurring in the test tube. Dalkilic et al. (2010d) calculated the average predicted heat 
transfer coefficient of the refrigerant using Kosky and Staub’s model (1971) and the Von 
Karman universal velocity distribution correlations by means of different interfacial shear 
stress equations valid for annular flow in horizontal and vertical tubes in order to validate 
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Chen et al.’s annular flow theory (1987). The discussions for the effects of heat flux, mass 
flux and condensation temperature on the pressure drop were also made in their paper. A 
new correlation including dimensionless parameters such as the equivalent Reynolds 
number, Prandtl number, R number ( -  ratio), Lockhart and Martinelli parameter, Bond 
number and Froude number was proposed in their paper using a large number of data 
points for the determination of turbulent condensation heat transfer coefficient. Dalkilic et 
al. (2010c) proposed a new experimental approach on the determination of condensation 
heat transfer coefficient in a vertical tube by means of von Karman’s universal velocity 
distribution and Kosky and Staub’s annular flow film thickness model (1971). They 
benefitted from thirteen numbers of frictional pressure drop models and thirty five numbers 
of void fraction models in their model. Dalkilic and Wongwises (2009d) reported a detailed 
review of research on in-tube condensation by reason of its significance in refrigeration, air 
conditioning and heat pump applications. The heat transfer and pressure drop 
investigations for the in-tube condensation were included and almost all relevant research 
subjects were summarized, such as condensation heat transfer and pressure drop studies 
according to tube orientation (horizontal, vertical, inclined tubes) and tube geometry 
(smooth and enhanced tubes), flow pattern studies of condensation, void fraction studies, 
and refrigerants with oil. Besides to the above, various other conference papers (2008, 2009, 
2010) were used to support and validate their proposed models and correlations in their 
papers. It can be seen from above studies, Dalkilic and Wongwises studied in-tube 
condensation process comprehensively using their experimental facility whose test section is 
working as a double-tube heat exchanger. 
In spite of the existence of some available information in the literature, there still remains 
room for further research. As a result, the major aim in the present chapter of the book is to 
investigate the appliance of well-known empirical annular flow correlations to the annular 
flow condensation at high mass flux in a vertical double tube heat exchanger. The 
independency of annular flow heat transfer empirical correlations from tube orientation 
(1987) and the general applicability for a vertical short tube is also proved in this chapter. 

2. Data reduction 
Fig. 1 shows the steady-state physical model of downward film condensation in a vertical 
tube. Nusselt-type analysis is valid under some assumptions such as: laminar film flow; 
saturated state for the vapour of R134a; condensed film of R134a along the tube surface; 
constant physical properties corresponding to inlet pressure and temperature conditions; no 
entrainment. It should be noted that there is an interfacial shear effect at the interface 
occurred due to the much greater vapour velocity than the film velocity. The solution of the 
problem can be started from the calculation of the force balance in Eq. (1) for the differential 
element in the control volume neglecting the inertia and downstream diffusion 
contributions as shown in Dalkilic et al.’s study (2009c).  
The force balance for the differential element in the control volume can be expressed as 
follows: 

 ( ) ( ) ( ) ( )lgdxdydz y dy dxdz P z dxdy y dxdz P z dz dxdy  (1) 

It should be noted that the solution of the investigated case in this chapter will be different 
from Nusselt’s solution (1916) due to the high mass flux condition of the condensate flow in 
the tube. 
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Fig. 1. System model for analysis of downward condensation 

2.1 Experimental heat transfer coefficient 
The details of determination of the experimental heat transfer coefficient by means of 
experimental setups can be seen in many papers given in references.  

 exp
, ,( )

TS

i ref sat w i

Qh
A T T

 (2) 

where hexp is the experimental average heat transfer coefficient, QTS is the heat transfer rate 
in the test section, Twi is the average temperature of the inner wall, Tref,sat is the average 
temperature of the refrigerant at the test section inlet and outlet, and Ai is the inside surface 
area of the test section: 

 iA dL  (3) 

where d is the inside diameter of the test tube. L is the length of the test tube.  

2.2 Uncertainties 
The uncertainties of the Nusselt number and condensation heat transfer coefficient in the 
test tube, which belongs to a refrigerant loop consisting of an evaporator, test section and 
condenser, varied from ±7.64% to ±10.71%. The procedures of Kline and McClintock (1953) 
were used for the calculation of all uncertainties. Various uncertainty values of the study 
can be seen from Table 1 in detail. 
Based on this usual method, suppose that a set of measurement is made and the uncertainty 
in each may be expressed with same odds. These measurements are then used to calculate 
some desired result of the experiments. The result P is a given function of the independent 
variables x1, x2, x3, …….xn. Thus: 

 1 2 3( , , ,....., )nP P x x x x  (4) 
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Parameters Uncertainty 
Tref, sat (°C) 0.19 

xi ±6.96-8.24% 

T (K) ±0.191 

(Tw,out-Tw,in)TS (K) ±0.045 

(Tw,in-Tw,out)ph (K) ±0.13 

mref (g s-1) ±0.023 

mw,TS (g s-1) ±0.35  

mw,pre (g s-1) ±0.38  

qTS (W m-2) ±6.55-8.93% 

qpre (W m-2) ±12-14.81% 

href (W m-2K-1) ±7.64-10.71%. 

P (kPa) ±0.15  

Table 1. Uncertainty of experimental parameters 

Let wp be the uncertainty in the result, and w1, w2, w3, ……,wn be the uncertainties in each 
independent variables. If the uncertainties in the independent variables are given with some 
odds, then the uncertainty in the result can be given as followed: 

     
    

1/222 2

1 2 3
1 2 3

.......p n
n

P P P Pw w w w w
x x x x

 (5) 

2.2.1 Vapor quality (xin) 
The vapor quality entering the test section is calculated from an energy balance, which gives 
the total heat transfer rate from hot water to liquid R134a in the evaporator as the sum of 
sensible and latent heat transfer rates, on the pre-heater: 

 , , ,
, ,

1
refin p ref sat ref pre in

ref fg ref T

Qx C T T
i m

 (6)  

 
ref,T

    
 m   , , ,

1
2 2 222

, , ,
in ref sat ref pre in

in in in in
x Q m T T

ref sat ref pre in

x x x xw w w w w
Q T T

 (7) 

 

 
, , , ,

1
2 22 2 2

,
2

, , , ,,

1
in ref T ref sat ref pre in

p ref ref
x Q m T T

ref T ref fg ref fg ref fgref fg ref

C CpQw w w w w
m i i ii m

 (8) 
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2.2.2 Heat flux (Q) 
The outlet quality of R134a from the evaporator is equal to the quality of R134a at the test 
section inlet. The total heat transferred in the test section is determined from an energy 
balance on the cold water flow in the annulus: 

 , ,( )w p w w out w inQ m C T T  (9) 

 
, ,

1
2 22 2

.
, ,

w w in w outQ m T T
w in w out

w

Q Q Qw w w w
T Tm

 (10) 

2.2.3 Average heat transfer coefficient (hi) 
The refrigerant side heat transfer coefficient in Eq. (2) is determined from the total heat 
transferred in the test section which is a vertical counter-flow tube-in-tube heat exchanger 
with refrigerant flowing in the inner tube and cooling water flowing in the annulus: 

 
, , ,( )

, , ,
i ref sat ref w i

i i
h Q T T

ref sat ref w i

h hw w w
Q T T

 (11) 

2.2.4 Nusselt number (Nu) 
Nusselt number can be expressed as follows: 

 i

l

h LNu
k

 (12) 

 

1
2 2

iNu h
i

Nuw w
h

 (13) 

2.2.5 Temperature difference  
The temperature measurements for the determination of outer surface temperature of the 
test tube are evaluated as an average value for the uncertainty analysis and calculation 
procedure can be seen as follows:    

 1 2 3 10
0

.....
10

T T T TT  (14) 

 
0 1 2 10

1
22 2 2

0 0 0

1 2 10
.....T T T T

T T Tw w w w
T T T

 (15) 

 
2

1
222

10210 10
1

10
1

10
1

TTTT w.....www  (16) 
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3. Heat transfer correlations in this chapter 
The comparison of convective heat transfer coefficients with Shah correlation (1979) has 
been done by researchers commonly for turbulent condensation conditions especially in 
vertical tubes (2000) and it is found to be the most comparative condensation model during 
annular flow regime in a tube (2002). Shah correlation (1979) is based on the liquid heat 
transfer coefficient and is valid for Re1  350. A two-phase multiplier is used for the annular 
flow regime of high pressure steam and refrigerants (2000, 2002) in the equation.  
Dobson and Chato (1998) used a two-phase multiplier to develop a correlation for an 
annular flow regime. A correlation is also provided for a wavy flow regime. The researchers 
used commonly their correlations for zeotropic refrigerants. Its validated mass flux (G) 
covers the values more than 500 kg m-2 s-1 for all qualities in horizontal tubes.  
Sweeney (1996) developed the Dobson and Chato model (1998) using zeotropic mixtures for 
annular flow.  
Cavallini et al. (1974) used various organic refrigerants for the condensation inside tubes in 
both vertical and horizontal orientations and developed a semi empirical correlation as a 
result of their study. 
Bivens and Yokozeki (1994) modified Shah correlation (1979) benefitted from various flow 
patterns of R22, R502, R32/R134a, R32/R125/R134a.   
Tang et al. (2000) developed the Shah [(1979) equation for the annular flow condensation of 
R410A, R134a and R22 in i.d. 8.81 mm tube with Frso>7.  
Fujii (1995) modified the correlation in Table 2 for shear-controlled regimes in smooth tubes. 
There is also another correlation belong to Fujii (1995) for gravity controlled regimes.  
Chato (1961) used a two-phase multiplier to modifiy Dittus-Boelter’s correlation (1930) for 
an annular flow regime.  
Traviss et al. (1972) focused on the flow regime maps for condensation inside tubes. Their 
correlation was suggested for the condensation of R134a inside tubes specifically. Their 
model takes into account of the variation in the quality of the refrigerant using Lockhart-
Martinelli parameter. 
Akers and Rosson (1960) developed the Dittus–Boelter (1930)’s single-phase forced 
convection correlation. Their correlation’s validity range covers the turbulent annular flow 
in small diameter circular tubes and rectangular channels. 
Tandon et al. (1995) developed the Akers and Rosson (1960) correlation for shear controlled 
annular and semi-annular flows with Reg > 30000. There is another correlation of Tandon et 
al. (1995) for gravity-controlled wavy flows with Reg < 30000. 

4. Results and discussion 
It should be noted that it is possible for researcher to identify the experimental data of 
condensation by means of both flow regime maps and sight glass at the inlet and outlet of 
the test section. Dalkilic and Wongwises (2009b, 2010b, 2010e) checked the data shown in all 
figures and formulas that they were in an annular flow regime by Hewitt and Robertson’s 
(1969) flow pattern map and also by sight glass in their experimental setup. The vapor 
quality range approximately between 0.7-0.95 in the 0.5 m long test tube was kept in order 
to obtain annular flow conditions at various high mass fluxes of R134a.  
In Table 2, the list of correlations is evaluated to show the similarity of annular flow 
correlations which are independent of tube orientation (horizontal or vertical). Chen et al. 
(1987) also developed a general correlation to discuss this similarity in their article by relating 
the interfacial shear stress to flow conditions for annular film condensation inside tubes. 
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Researcher Model/Correlation 

Shah 
(1979) 

Re 350l     (1 )Rel
l

Gd x      
0.8

1.8
shah sfh h

Co
    sat

red
critic

PP
P

                           

0.8(1 )sf lh h x         
0.50.81 1 g

l
Co

x
   

0.8
0.4Re0.023 Pr

1
l l

l l
kh
d x

       

Dobson 
and Chato 

(1998) 

For  G > 500 kg m-2 s-1    0.8 0.4
0.89

2.220.023Re Pr 1l lNu
X

   
3

2

( )l l g

l

gd
Ga   

0.10.50.91 g l

l g

xX
x

     4

1.50.039

3 0.5
1 1.09 1Re c

so l
XFr c

X Ga
        

(1 )Rel
l

Gd x     For  Rel > 1250 and Frso > 18     0.8 0.3
0.805

2.610.023Re Prl lNu
X

 

Sweeney 
(1996) 

0.3

0.7
300 Dobson Chato
GNu Nu  

Cavallini 
et al. (1974) 

0.8 0.330.05Re Prl eqNu    
0.5

Re Re / / Reeq g g l l g l     gRe /g Gdx  

Bivens and 
Yokozeki 

(1994) 

2
6187.890.78738ShahNu Nu

G
                  /red sat criticP P P  

0.76
0.8 0.4

0.38
3.80.023Re Pr 1

1Shah l l
red

xNu
xP

         

Tang et al. 
(2000) 

0.836
0.8 0.40.023Re Pr 1 4.863 ln(

1l l red
xNu P

x
 

Rel  1250 c3= 0.025 c4= 1.59  4

1.50.039

3 0.5
1 1.09 1Re c

so l
XFr c

X Ga
 

Rel>1250 c3= 1.26 c4= 1.04 

Fujii (1995) 
0.1 0.80,9 0.630.0125 Re / Pr

1

x

l l l g l
xNu

x
 

Chato 
(1961) 

0.8 0.4
1.96

2.470.023Re Prl lNu
X

             

Traviss et 
al. (1972) 

0.9 1

2

( )Re Pr
(Re ,Pr )l l

l l

F XNu
F

             1 0.476
1 2.83( ) 0.15F X
X X

                 

Rel>1125            0.812
2 5Pr 5ln(1 5Pr ) 2.5ln(0.00313Re )l l lF    

Akers and 
Rosson 
(1960) 

0.8 1/30.0265Re Preq lNu     Re eq
eq

l

G d
   0.5

(1 ) /eq l gG G x x  

Tandon et 
al. (1995) 

Reg > 30000         
1/6

0.67 1/3 10.084Re Prg l
l

Nu
Ja

        l sat
l

fg

Cp TJa
i

 

Table 2. Annular flow heat transfer correlations and models 
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(b) 

Fig. 2. Comparison of experimental condensation heat transfer coefficient vs. various 
correlations for G=300 kg m-2 s-1 (a) Tsat=40 °C and (b) Tsat=50 °C  
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(b) 

Fig. 3. Comparison of experimental condensation heat transfer coefficient vs. various 
correlations for G=456 kg m-2 s-1 (a) Tsat=40 °C and (b) Tsat=50 °C 
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The comparison of experimental heat transfer coefficients with various annular flow 
correlations are shown in Figs. 2-3 in a 30% deviation line for the condensation 
temperatures of 40 and 50 °C and mass fluxes of 300 and 456 kg m-2s-1 respectively. It can 
be clearly seen from these figures that the Dobson and Chato (1998) correlation, Cavallini 
et al. (1974) correlation, Fujii (1995) correlation are in good agreement with the 
experimental data. In addition to this, the majority of the data calculated by Shah (1979) 
correlation, Dobson and Chato (1998) correlation, Tang et al. (2000) correlation, Traviss et 
al. (1972) correlation fall within ±30%, whereas, Tandon et al. (1995) correlation and Akers 
and Rosson (1960) correlation are found to be incompatible with the experimental data. 
Nonetheless, the Chato (1961) correlation, the Sweeny (1996) correlation, and the Bivens 
and Yokozeki (1994) correlation are found to have poor agreement with experimental 
data.  
In the literature, some correlations are developed for gravity-controlled regimes such as 
Fujii (1995) and Tandon et al. (1995) correlations. In this chapter, the correlations, proposed 
for gravity-controlled regimes, are not found to be in good agreement with the data as 
expected for annular flow regime. These kinds of correlations do not exist in this chapter 
due to their large deviations and validity for wavy flow. Chen et al. (1987) reported that the 
vapor shear stress acting on the interface of vapor-liquid phases affects the forced 
convective condensation inside tubes especially at high vapor flow rates. On that account, 
Fujii (1995) and Tandon et al. (1995)’s shear-controlled correlations were used to predict 
condensation heat transfer coefficient of R134a. Furthermore, Valladares (2003) obtained 
similar results on these explanations in this chapter for the condensation of various 
refrigerants in horizontal tubes by Valladares (2003).  

5. Conclusion 
In this chapter of the book, the method to determine the average heat transfer coefficient of 
R134a during condensation in vertical downward flow at high mass flux in a smooth tube is 
proposed. The comparison between the various annular flow heat transfer correlations and 
experimental heat transfer coefficients is shown with ±30% deviation line. It can be noted 
that the Dobson and Chato (1998) correlation, the Cavallini et al. (1974) correlation, the Fujii 
(1995) correlation are found to have the most predictive results than others in an 8.1 mm i.d. 
copper tube for the mass fluxes of 300 and 456 kg m-2s-1 and condensation temperatures of 
40 and 50 °C. As a result of the analysis in this chapter, it is proven that annular flow models 
are independent of tube orientation provided that annular flow regime exists along the tube 
length and capable of predicting condensation heat transfer coefficients inside the vertical 
test tube although most of these correlations were developed for the annular flow 
condensation in horizontal tubes. 
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7. Nomenclature  
A surface area, m2  
Cp specific heat, J kg-1K-1      
d internal tube diameter, m      
Fr Froude number      
G mass flux, kg m-2 s-1    
Ga Galileo number      
g gravitational constant, m s-2    
h convective heat transfer coefficient, W m-2K-1  
i entalphy,  J kg-1       
ifg  latent heat of condensation, J kg-1     
Ja Jakob number       
k thermal conductivity, W m-1K-1    
L length of test tube, m     
m mass flow rate, kg s-1     
Nu Nusselt number  
P pressure, MPa     
Pr Prandtl number      
Re Reynolds number      
T temperature      
Q heat transfer rate, W     
q mean heat flux, kW m-2  
y wall coordinate    
x mean vapor quality 
y radial coordinate  
z axial coordinate    
X Lockhart-Martinelli parameter  
w uncertainty    
 
Greek Symbols 

T vapor side temperature difference, Tref,sat -Twi, °C 
 density, kg m-3 
 dynamic viscosity, kg m-1s-1 

 shear stress, N m-2 
 
Subscripts 
eq equivalent 
exp experimental 
g gas/vapor 
i inside 
in inlet 
l liquid  
out outlet 
pre preheater 
red reduced 
ref refrigerant 
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sat saturation 
so Soliman 
T total 
TS test section 
w water  
wi            inner wall 
 film thickness 
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1. Introduction    
Fins or extended surfaces are frequently employed in heat exchangers for effectively 
improving the overall heat transfer performance. The simple design of fins and their stability 
in different surface conditions have created them a popular augmentation device. The different 
fin shapes are available in the literature. The geometry of the fin may be dependent upon the 
primary surface also. For circular primary surface, the attachment of circumferential fins is a 
common choice. The longitudinal and pin fins are generally used to the flat primary surface. 
However, due to attachment of fins with the primary surface, the heat transfer augments but 
the volume, weight, and cost of the heat exchanger equipments increase as well. Hence, it is a 
challenge to the designer to minimize the cost for the attachment of fins. This can be done by 
determining the optimum shape of a fin satisfying the maximization of heat transfer rate for a 
given fin volume. In general, two different approaches are considered for the optimization of 
any fin design problem. Through a rigorous technique, the profile of a fin for a particular 
geometry (flat or curved primary surface) may be obtained such that the criteria of the 
maximum heat transfer for a given fin volume or equivalently minimum fin volume for a 
given heat transfer duty is satisfied. In a parallel activity, the optimum dimensions of a fin of 
given profile (rectangular, triangular etc.) are determined from the solution of the optimality 
criteria. The resulting profile obtained from the first case of optimum design is superior in 
respect to heat transfer rate per unit volume and thus it is very much important in fin design 
problems. However, it may be limited to use in actual practice because the resulting profile 
shape would be slightly difficult to manufacture and fabricate. Alternatively, such theoretical 
shape would first be calculated and then a triangular profile approximating the base two 
thirds of the fin would be used. Such a triangular fin transfers heat per unit weight, which is 
closer to that of the analytical optimum value. 
Under a convective environmental condition, Schmidt (1926) was the first researcher to 
forward a systematic approach for the optimum design of fins. He proposed heuristically 
that for an optimum shape of a cooling fin, the fin temperature must be a linear function 
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with the fin length. Later, through the calculus of variation, Duffin (1959) exhibited a 
rigorous proof on the optimality criteria of Schmidt. Liu (1961) extended the variational 
principle to find out the optimum profile of fins with internal heat generation. Liu (1962) 
and Wilkins (1961) addressed for the optimization of radiating fins. Solov”ev (1968) 
determined the optimum radiator fin profile. The performance parameter of annular fins of 
different profiles subject to locally variable heat transfer coefficient had been investigated by 
Mokheimer (2002). From the above literature works, it can be indicated that the above works 
were formulated based on the “length of arc idealization (LAI).” 
Maday (1974) was the first researcher to eliminate LAI and obtained the optimum profile 
through a numerical integration. It is interesting to note that an optimum convecting fin 
neither has a linear temperature profile nor possesses a concave parabolic shape suggested 
by Maday. The profile shape contains a number of ripples denoted as a “wavy fin”. The 
same exercise was carried out for radial fins by Guceri and Maday (1975). Later Razelos and 
Imre (1983) applied Pontryagin's minimum principle to find out the minimum mass of 
convective fins with variable heat transfer coefficient. Zubair et al. (1996) determined the 
optimum dimensions of circular fins with variable profiles and temperature dependent 
thermal conductivity. They found an increasing heat transfer rate through the optimum 
profile fin by 20% as compare to the constant thickness fin.  
A variational method was adopted by Kundu and Das (1998) to determine the optimum 
shape of three types of fins namely the longitudinal fin, spine and disc fin. A generalized 
approach of analysis based on a common form of differential equations and a set of 
boundary conditions had been described. For all the fin geometries, it was shown that the 
temperature gradient is constant and the excess temperature at the tip vanishes. By taking 
into account the LAI, Hanin and Campo (2003) forecasted a shape of a straight cooling fin 
for the minimum envelop. From the result, they have highlighted that the volume of the 
optimum circular fin with consideration of LAI found is 6.21-8 times smaller than the 
volume of the corresponding Schmidt’s parabolic optimum fin. A new methodological 
determination for the optimum design of thin fins with uniform volumetric heat generation 
had been done by Kundu and Das (2005). 
There are ample of practical applications in which extended surface heat transfer is involved in 
two-phase flow conditions. For example, when humid air encounter into a cold surface of 
cooling coils whose temperature is maintained below the dew point temperature, 
condensation of moisture will take place, and mass and heat transfer occur simultaneously. 
The fin-and-tube heat exchangers are widely used in conventional air conditioning systems for 
air cooling and dehumidifying. In the evaporator of air conditioning equipment, the fin surface 
becomes dry, partially or fully wet depending upon the thermogeometric and psychrometric 
conditions involved in the design process. If the temperature of the entire fin surface is lower 
than the dew point of the surrounding air, there may occur both sensible and latent heat 
transferred from the air to the fin and so the fin is fully wet. The fin is partially wet if the fin-
base temperature is below the dew point while fin-tip temperature is above the dew point of 
the surrounding air. If the temperature of the entire fin surface is higher than the dew point, 
only sensible heat is transferred and so the fin is fully dry. For wet surface, the moisture is 
condensed on the fin surface, latent heat evolves and mass transfer occurs simultaneously with 
the heat transfer. Thermal performance of different surface conditions of a fin depends on the 
fin shape, thermophysical and psychrometric properties of air. 
Many investigations have been devoted to analyze the effect of condensation on the 
performance of different geometric fins. It is noteworthy to mention that for each instance, a 
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suitable fin geometry has been selected a priory to make the analysis. For the combined heat 
and mass transfer, the mathematical formulation becomes complex to determine the overall 
performance analysis of a wet fin. Based on the dry fin formula, Threlkeld (1970) and 
McQuiston (1975) determined the one-dimensional fin efficiency of a rectangular longitudinal 
fin for a fully wet surface condition. An analytical solution for the efficiency of a longitudinal 
straight fin under dry, fully wet and partially wet surface conditions was introduced 
elaborately by Wu and Bong (1994) first with considering temperature and humidity ratio 
differences as the driving forces for heat and mass transfer. For the establishment of an 
analytical solution, a linear relationship between humidity ratio and the corresponding 
saturation temperature of air was taken. Later an extensive analytical works on the 
performance and optimization analysis of wet fins was carried out by applying this linear 
relationship. A technique to determine the performance and optimization of straight tapered 
longitudinal fins subject to simultaneous heat and mass transfer has been established 
analytically by Kundu (2002) and Kundu and Das (2004). The performance and optimum 
dimensions of a new fin, namely, SRC profile subject to simultaneous heat and mass transfer 
have been investigated by Kundu (2007a; 2009a). In his work, a comparative study has also 
been made between rectangular and SRC profile fins when they are operated in wet 
conditions. Hong and Web (1996) calculated the fin efficiency for wet and dry circular fins 
with a constant thickness. Kundu and Barman (2010) have studied a design analysis of annular 
fins under dehumidifying conditions with a polynomial relationship between humidity ratio 
and saturation temperature by using differential transform method. In case of longitudinal fins 
of rectangular geometry, approximate analytic solution for performances has been 
demonstrated by Kundu (2009b). Kundu and Miyara (2009) have established an analytical 
model for determination of the performance of a fin assembly under dehumidifying 
conditions. Kundu et al. (2008) have described analytically to predict the fin performance of 
longitudinal triangular fins subject to simultaneous heat and mass transfer. 
The heat and mass transfer analysis for dehumidification of air on fin-and-tube heat 
exchangers was done experimentally by the few authors. The different techniques, namely, 
new reduction method, tinny circular fin method, finite circular fin method and review of 
data reduction method used for analyzing the heat and mass transfer characteristics of wavy 
fin-and-tube exchangers under dehumidifying conditions had been investigated by 
Pirompugd et al. (2007a; 2007b; 2008; 2009).  
The above investigations had been focused on determination of the optimum profile subjected 
to convective environment. However a thorough research works have already been devoted 
for analyzing the performance and optimization of wet fins. To carryout these analyses, 
suitable fin geometry has been chosen a priory. However, the optimum profile fin may be 
employed in air conditioning apparatus, especially, in aircrafts where reduction of weight is 
always given an extra design attention. Kundu (2008) determined an optimum fin profile of 
thin fins under dehumidifying condition of practical interest formulated with the treatment by 
a calculus of variation. Recently, Kundu (2010) focused to determine the optimum fin profile 
for both fully and partially wet longitudinal fins with a nonlinear saturation curve.  
In this book chapter, a mathematical theory has been developed for obtaining the optimum fin 
shape of three common types of fins, namely, longitudinal, spine and annular fins by 
satisfying the maximizing heat transfer duty for a given either fin volume or both fin volume 
and length. The analysis was formulated for the dry, partially and fully wet surface conditions. 
For the analytical solution of a wet fin equation, a relationship between humidity ratio and 
temperature of the saturation air is necessary and it is taken a linear variation. The influence of 
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wet fin surface conditions on the optimum profile shape and its dimensions has also been 
examined. From the analysis, it can be mentioned that whether a surface is dry, partially or 
fully wet at an optimum condition, the air relative humidity is a responsible factor. The 
optimum fin profile and design variables have been determined as a function of thermo-
psychrometric parameters. The dry surface analysis can be possible from the present fully wet 
surface fin analysis with considering zero value of latent heat of condensation. From the 
analysis presented, it can be highlighted that unlike dry and partially wet fins, tip temperature 
for fully wet fins is below the ambient temperature for the minimum profile envelop fin. 

2. Variational formulations for the optimum fin shape  
For determination of the optimum fin shape, it can be assumed that the condensate thermal 
resistance to heat flow is negligibly small as the condensate film is much thinner than the 
boundary layer in the dehumidification process. Under such circumstances, it may follow 
that the heat transfer coefficient is not influenced significantly with the presence of 
condensation. The condensation takes place when fin surface temperature is below the dew 
point of the surrounding air and for its calculation, specific humidity of the saturated air on 
the wet surface is assumed to be a linear function with the local fin temperature. This 
assumption can be considered due to the smaller temperature range involved in the 
practical application between fin base and dew point temperatures and within this small 
range, saturation curve on the psychometric chart is possible to be an approximated by a 
straight line (Wu and Bong, 1994; Kundu, 2002; Kundu, 2007a; Kundu, 2007b; Kundu, 2008; 
Kundu, 2009). Owing to small temperature variation in the fin between fin-base and fin-tip, 
it can be assumed that the thermal conductivity of the fin material is a constant. The 
different types of fins, namely, longitudinal, spine and anuular fin are commonly used 
according to the shape of the primary surfaces. Depending upon the fin base, fin tip and 
dew point temperatures, fin-surface can be dry, partially and fully wet. The analysis for 
determination of an optimum profile of fully and partially wet fins for longitudinal, spine 
and annular fin geometries are described separately in the followings:  

2.1 Fully wet longitudinal fins 
The schematic diagram of an optimum shape of longitudinal fins is illustrated in Fig. 1. The 
governing energy equation for one-dimensional temperature distribution on fully wet 
surface fins can be written under steady state condition as follows: 

 a m a fg
d dT hy T T h h h

dx dx k
 (1) 

hm is the average mass transfer coefficient based on the humidity ratio difference,  is the 
humidity ratio of saturated air at temperature T, a is the humidity ratio of the atmospheric 
air, and hjg is the latent heat of condensation. For the mathematical simplicity, the following 
dimensionless variables and parameters can be introduced:  

 X h x k ; Y hy k ; L hl k ; a a bT T T T ; 
3 2

m pLe h h C  (2) 

where, Le is the Lewis number. The relationship between heat and mass transfer coefficients 
can be obtained from the Chilton-Colburn analogy (Chilton and Colburn, 1934). The 
relationship between the saturated water film temperature T and the corresponding 
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saturated humidity ratio  is approximated by a linear function (Wu and Bong, 1994; 
Kundu, 2002; Kundu, 2007a; Kundu, 2007b; Kundu, 2008; Kundu, 2009) in this study:  

 a bT  (3) 

where, a and b are constants determined from the conditions of air at the fin base and fin tip. 
Eq. (1) is written in dimensionless form by using Eqs. (2) and (3) as follows:  
 

 
 
 

         
 
 
 
 
 l 

x 

2yb 

1 2yb 

1 

l 

x 

l0 

wet 

dry 

A B  
Fig. 1. Schematic diagram of an optimum longitudinal fin under dehumidifying conditions: 
A. Fully wet; and B. Partially wet. 

 1d dX Y d dX b  (4) 
where 

 p ; 1p a a a ba bT T T b ; 2 3
fg ph C Le  (5) 

Eq. (4) is subjected to the following boundary conditions: 

 at  0X , 01 p  (6a) 

 at  X L , 0Yd dX  (6b) 

For determination of the heat transfer duty through fins, Eq. (4) is multiplied by , and then 
integrated, the following expression are obtained with the help of the corresponding 
boundary conditions: 

 2 2
0

0

1
L

X
X

Y d dX Y d dX b dX  (7) 

The heat transfer rate through the fins can be calculated by applying the Fourier’s law of 
heat conduction at the fin base: 

 2 2
0

0 0

1 1
2

L

X
a b X

qQ Y d dX Y d dX b dX
k T T

 (8) 
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The fin volume is obtained from the following expression: 

 
2

02

L

X

V h k
U Y dX  (9) 

The profile shape of a fin has been determined from the variational principle after satisfying 
the maximization of heat transfer rate Q for a design condition. In the present study,  
either the fin volume or both the fin volume and length are considered as a constraint 
condition. A functional F may be constructed from Eqs. (8) and (9) by employing Lagrange 
multiplier :   

 2 2
0

0 0

1 1
L

X

F Q U Y d dX b Y dX  (10) 

The relation between the variation of F and that of Y is obtained from the above equation 
and for maximum value of F, F is zero for any admissible variation of Y. Thus 

 21
0

0 0

1 0
L

X

F Y Y d dX Y Y dX  (11) 

From the above equation, the following optimality criteria are obtained:  

 2
0 0Y d dX Y  (12) 

From Eq. (12), it is obvious that the temperature gradient in the longitudinal fin for the 
optimum condition is a constant.  

2.1.1 Optimum longitudinal fin for the volume constraint 
Here the fin length L is not a constant and thus it can be taken as a variable. From Eq. (10), 
the variation of function F with L is as follows: 

 2 2
0

0 0

1 1 0
L

X

F Y d dX b Y X  (13) 

At X = 0, the above term vanishes as X=0. At X=L, X is not zero; therefore, at the tip, the 
following optimality conditions can be obtained:  

 2 2
01 0Y d dX b Y  (14) 

Combining Eqs. (4), (6), (12) and (14) , yields the tip condition  = 0. The tip thickness of a fin 
may be determined from the tip condition and the optimality criterion and boundary 
condition (Eqs. (12) and (6b)). It can be seen that the tip thickness is zero. The tip 
temperature for fully wet surface t = - p, which is slightly less than the ambient value and 
this temperature is obvious as a function of psychometric properties of the surrounding air.       
From Eqs. (4) (6), (12) and tip condition, the temperature distribution and fin profile are 
written as follows: 
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 1 1 p X L  (15) 

and 

 21
2

b
Y L X  (16) 

The optimum fin length Lopt can be obtained from Eqs. (9) and (16). The maximum heat 
transfer rate through the fin can be written by the design variables as follows:  
 

(17a) 1 3

1 32
0

6 1

3 1 4

opt

opt

U bL
Q U b

 
(17b) 

2.1.2 Optimum longitudinal fin for both length and volume constraints 
In fin design, some times the length of the fin is required to specify due to restricted space 
and ease of manufacturing. Under this design consideration, both length (fixed L) and 
volume may be adopted as a constraint. For obtaining the temperature distribution and fin 
profile, Eqs. (6), (9) and (12) can be combined: 

 1 X  (18) 
and 

 2 2
0

1
2

2
b

Y L X L X  (19) 

where 

 
2

0
3

3 1
6 2 1

L b
U L b

 (20) 

Here, it may be noted that the optimum fin shape for dry surface fins can be determined by 
using the above formula. 

2.2 Partially wet longitudinal fins  
There are two regions dry and wet in partially wet fins shown in Fig. 1B. For partially wet 
longitudinal fins, the energy equations are in the followings:  
 

(21a) for dry surface 

for wet surface  

da

a m a fg d

d dT h T Ty T Tdx dx k
hd dT T T h h hy T Tkdx dx

 
(21b) 

 

By using Eqs. (2) and (3), Eq. (21) is made in normalized form and it can be expressed as 
follows: 
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(22a) for dry domain 

1 for wet domain  

d

d

d dY
dX dX
d dY b

dX dX

 
(22b) 

 

The heat transfer through the tip is negligibly small in comparision to that through the 
lateral surfaces and fin base temperature is taken as a constant. In addition, continuity of 
temperature and heat conduction satisfies at the section where dry and wet separates. Thus, 
for solving Eq. (22) the following boundary conditions are taken: 

 at  0X , 0  (23a) 

 
(23b) 

at  0X L , d

d dX d dX
 

(23c) 
 

 at  X L , 0Yd dX  (23d) 
 

 Eq. (22) are multiplied by respective variables  and , and the following relationships are 
obtained by integration and using boundary conditions: 

 
0

0

2 2
0

0

1
L

X X L
X

Y d dX Y d dX Y d dX b dX  (24a) 

and 

 
0

0

2 2
L

X L
X L

Y d dX Y d dX dX  (24b) 

Combining Eqs. (24a) and (24b), one can get 

 
0

0

2 22 2
0

0

1
LL

d
X

d X L X

Y d dX Y d dX dX Y d dX b dX  (25) 

The heat transfer rate through the fins is calculated by applying the Fourier’s law of heat 
conduction at the fin base and it can be written by using Eq. (25) as 

 0

0

2 2

00

2 2

0 0

2

1   1

L
d

a b dX X L
L

X

q dQ Y Y d dX dX
k T T dX

Y d dX b dX

 (26) 

The fin volume per unit width can be obtained from the following expressions: 
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0

0

2

02

L L

X X L

V h k
U YdX YdX  (27) 

The optimum profile shape of a fin can be determined from the variational principle by 
constructing a functional F from Eqs. (26) and (27) using Lagrange multiplier . 

 

0

0

2 2
0

0 0

2 2
0

0

1 1

  

L

X
L

d
d d

d X L

F Q U Y d dX b Y dX

Y d dX Y dX

 (28) 

For maximizing value of F, the following condition is obtained from Eq. (28). 

 

0

0

21
0

0 0

21
0

0

1

0

L

X
L

d
d d

d X L

F Y Y d dX Y YdX

Y Y d dX Y YdX

 (29) 

From Eq. (29), the optimality criterion is derived as follows:  
 

(30a) 2
0

2
0

0
0

d d d

d

Y d dX Y

Y d dX Y
 

(30b) 

2.2.1 Optimum longitudinal fin for volume constraint 
The variation of F with a function of L and L0 yields the following expressions from Eq. (29): 
 

(31a) 
0

0

2 2
0

0 0

2 2
0

0

1 1 0

0  

X L

d
X
L

d dd d
d X L

Y d dX b Y XF

F Y d dX Y X

 

(31b) 

 

At X = 0, the above term should vanish as X=0. At X=L0 and X=L, X is nonzero; thus, the 
location for both dry and wet surfaces coexist and the fin tip satisfies are the optimality 
conditions: 
 

(32a) 2 2
0

02 2
0

0
   at 

01
d dY d dX Y

X L
Y d dX b Y

 
(32b) 

and 

 2 2
0 0     at  d dY d dX Y X L  (33) 
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Combining Eqs. (4), (6b), (30), (32) and (33), the tip temperature vanishes. Using optimality 
criteria, the temperature distribution and fin profile can be expressed as 
 

(34a) 00

00

01 1 d

d

X LX L
L X LL X L L

 
(34b) 

and  

 2 2 2
0 0 0 0 0 0

11 2 1      for  0
2 1 d

d

b
Y L L L L X L X X L  (35a) 

 2
0

1    for 
2

Y L X L X L  (35b) 

The length of the wet region L0 can be determined by using an energy balance at that length 
where dry and wet sections live together.  

 0 1 dL L  (36) 

Here L is not a constraint. L can be obtained from Eqs. (27), (35) and (36). The optimum 
length and the maximum heat transfer rate through a fin can be written as  

 
1 3

1 322
0

6

3 2 1 1 3 2 2
opt

d d d d

U
L

b
 (37a) 

and 

 

2 1 32
0

1 322
0

1 2 1 1 6

3 2 1 1 3 2 2

d d d
opt

d d d d

b U
Q

b
 (37b) 

2.2.2 Optimum longitudinal fin for both length and volume constraints 
The temperature distribution and fin profile can be determined by using Eqs. (4), (6) and (13): 
 

(38a) 0

0 0

1 0

d

X X L
X L L X L

 
(38b) 

 

and 

2 2 2 2
0 0 0 0 0 0 0

1 2 1 2     0
2 dY L L L L L b L X L X X L  (39a) 

 2 2
0 0

1 2     
2 dY L L X L X L X L  (39b) 

where 
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2 2 2

0 0 0

3 3 2 2 3 3
0 0 0 0

3 3 1

6 2 1 2 3 4
d L L b L

U L b L L L L L L
 (40) 

and 

 0 1 dL  (41) 

2.3 Fully wet annular fins 
Figure 2a is drawn for a schematic representation of an optimum annular fin under 
condensation of saturated vapor on its surfaces. The energy equation for one-dimensional 
temperature distribution in fully wet annular fins can be written under steady state condition as 
 

 i i a m a fg
d dT hy r x r x T T h h h

dx dx k
 (42) 

Eq. (42) is made in dimensionless form by using Eqs. (2) and (3) as  
 

 

 

y

x

2ri 

2yb

l 

y 

x

O

O 

2yb 

lB 

l0 

Wet surface 

l0

Wet surface
Dry surface

Dry surface

A 

 
 

Fig. 2. Typical configuration of wet fins: A. Annular fin; and B. Spine 
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 1 ;i i i i
d dY R X R X b R hr k

dX dX
 (43) 

The boundary conditions for annular fins for temperature distribution are considered same 
as taken longitudinal fins described in Eq. (6). The actual nondimensional heat transfer rate 
is calculated from the following formula: 

2 2
2

00 0

1 1
4

L

i i
Xa b X

q h dQ Y R X R X Y d dX b dX
dXk T T

 (44) 

The fin volume in dimensionless form can be written as 

 
3

2
04

L

i
X

V h k
U R X YdX  (45) 

For the application of variational principle, a function F can be constructed by using 
Lagrange multiplier in the followings : 

 2 2
0

0 0

1 1
L

i
X

F Q U R X Y d dX b Y dX  (46) 

For maximizing value of F, Eq. (46) is differentiated with respect to Y and finally it becomes 
to zero. 

 21
0

0 0

1 0
L

i
X

F Y R X Y d dX Y Y dX  (47) 

From Eq. (47), the following optimality condition for fully wet annular fins is obtained. 

 2
0 0Y d dX Y  (48) 

From the above optimality condition, it is to mention that the temperature gradient for  
fully wet anuular fins is a constant and it does not depend upon the wetness condition of 
the fin.  

2.3.1 Optimum annular fin for volume constraint 
For volume constraint, fin length is variable. The variation of function F with length L is 
determined from this expression. 

 2 2
0

0 0

1 0
L

i

X

R X
F Y d dX b Y X  (49) 

At X = L, the following optimality conditions are obtained: 

 2 2
01 0Y d dX b Y  (50) 
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Using Eqs. (6), (43), (48) and (50), the condition for temperature at the tip is  = 0. The 
thickness of fin profile at the tip is also zero. The temperature distribution and fin profile for 
the optimum annular fin for fully wet surface conditions is obtained from Eqs. (6), (43), (48) 
and optimum tip conditions as follows: 

 1 1 p X L  (51) 

and 

 23 2 31
3 2 3

6 i
i

b
Y L LX X R L X

R X
 (52) 

The optimum length and the maximum heat transfer rate through the fin can be determined 
as a function of design variables in the followings: 
 

(53) 4 3

0

2 12 1 0

3 1 6

opt i optopt

opt opt i opt

L R L U bL
Q L R L b

 
(54) 

 

The optimum length can be possible to calculate by a numerical technique. The Newton-
Raphson method can be applied for the solution of Eq. (53) to determine the optimum fin 
length.  

2.3.2 Optimum annular fin for both length and volume constraints 
The temperature and fin profile for an optimum annular fin under length and volume 
constraints is determined from Eqs. (6), (43), (45) and (48) and they can be expressed as 

 1 X  (55) 
and 

 2 2 3 3
0 0

1
6 3 2

6 i i
i

b
Y R L X R L X L X

R X
 (56) 

where 

 
2

0
3

2 3 2 1

12 1 4 3
i

i

R L L b

U L b R L
 (57) 

2.4 Partially wet annular fins    
The energy equations for dry and wet regions in partially wet fins can be written separately 
in the followings:  

(58a) dry domain 

wet domain  

di i a

i a m a fgi d

d dT h T Ty r x r x T Tdx dx k
hd dT r x T T h h hy r x T Tkdx dx

 
(58b) 
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Eq. (58) can be expressed in normalized form as 
 

(59a)  

1  

i di

i i d

d d R XY R X
dX dX
d dY R X R X b

dX dX

 
(59b) 

 
For solving Eq. (59), four boundary conditions are required and these are already written in 
Eq. (23). Heat transfer equation is obtained from Eq. (59) and boundary conditions in the 
followings: 

 0

0

2 2
2

00

2 2

0 0

4

1   1

L
d

i i
dXa b X L

L

i
X

q h dQ Y R X R X Y d dX dX
dXk T T

R X Y d dX b dX

 (60) 

 

The dimensionless fin volume for the partially wet fin can be formulated in the following:  

 
0

0

3

04

L L

i i
X X L

V h k
U R X YdX R X YdX  (61) 

To apply variational principle, a functional F is constructed by using heat transfer rate and 
fin volume expressions. 

 

0

0

2 2
0

0 0

2 2
0

0

1 1

  

L

i
X

L
d

i d d
d X L

F Q U R X Y d dX b Y dX

R X Y d dX Y dX

 (62) 

The optimality criterion can be derived by differentiating functional F with respect to Y and 
then equating to zero.  

 

0

0

21
0

0 0

21
0

0

1

    0

L

i
X

L
d

i d d
d X L

F Y R X Y d dX Y Y dX

Y R X Y d dX Y YdX
 (63) 

Therefore from Eq. (63), the following optimality criterion is found: 
 

(64a) 2
0

2
0

0
0

d d d

d

d dX

d dX
 

(64b) 
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2.4.1 Optimum annular fin for volume constraint 
The following expression is obtained for variation of F with length L from Eq. (62) 
 

(65a) 0

0

2 2
0

0 0

2 2
0

0

1 0

0

X L
i

d
X

L
i d dd d

d X L

R X
Y d dX b Y XF

R XF Y d dX Y X

 
(65b) 

 

From Eq. (65), the following conditions are determined: 
 

(66a) 2 2
0

02 2
0

0
   at 

01
d dY d dX Y

X L
Y d dX b Y

 
(66b) 

 

and 

 2 2
0 0     at  d dY d dX Y X L  (67) 

From the above analysis, one can determine the dimensionless tip temperature and tip 
thickness, both are zero for the optimum design condition. The fin temperature and fin 
profile are obtained as follows: 
 

(68a) 00

00

01 1 d

d

X LX L
L X LL X L L

 
(68b) 

 

and 

2 2 3 3
0 0 0

2 2 3 3
0 0 0 0 0 0 0

0

1 6 3 2
6

1
  6 3 1 2 1

1

   for 0

i i
i

i d i d
d

Y LR L L L R L L L L
R X

b
R L L X L R L X L X

X L

 (69a) 

 2 2 3 3
0

1 6 3 2     for 
6 i i

i
Y LR L X L R L X L X L X L

R X
 (69b) 

The length of the optimum annular fin can be determined from the following equation given 
below: 

 

2 22 3 4
0 0

22 3 3
0

2 1 1 4 4 3 1 1 2

6 1 2 1 3 2 2 1 2 12 0

d d d d d d d

d d d d d i

b L

b R L U
 (70) 
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Eq. (70) can be solved numerically. The Newton-Raphson iterative method can be employed 
to determine the optimum length of the fin after satisfying the necessary convergence 
criterion. After estimating Lopt value, one can calculate the maximum or optimum actual heat 
transfer rate which can be determined from the expression give below: 

 
2 3

22
0 0

6 3 1 1 2 1 1
6

      1 1 6 3 1 2 1

opt
opt i d opt i d opt d

d opt i opt i d opt d

L
Q R L R L

b L R L R L
 (71) 

2.4.2 Optimum annular fin for both length and volume constraints 
The temperature distribution and fin profile for the annular fin can be determined by using 
Eqs. (6), (59), (61) and (64) as 
 

(72a) 0

0 0

1 0

d

X X L
X L L X L

 
(72b) 

 

and 

2 2 3 3
0 0 0 0 0

2 2 3 3
0 0 0 0 0 0

1 6 3 2
6

   1 6 3 2     0

i d d i
i

i i

Y R L L L R L L L L L
R X

b R L X R L X L X X L
 (73a) 

2 2 3 3
0 0

0

1 6 3 2
6 i d i i d

i
Y R R L L X L R L X L X

R X
L X L

 (73b) 

where 

 
2 2 2 3 3

0 0 0 0 0

3 2 2 3 3 3
0 0 0 0 0 0

6 2 1 3 2 4

12 1 4 3 2 3 4 3 4
i d i d

i i i

R L L b R L L L L

U L b R L R L L L L R L L L L
 (74a) 

and 

 0 1 dL  (74b) 

 

Combining Eqs. (74a) and (74b), the following transcendental equation is obtained: 

 
4 3

0 0 0 0

2 3 4
0

1 3 3 4 3 1 2 1 3 2 3 1 3

2 1 12 4 3 0

d d i d d

d i

b L R b b L

L L U R L L
 (75) 

 

In order to determine the wet length in the fin L0, Eq. (75) can be solved by using Newton-
Raphson iterative technique.  
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2.5 Fully wet pin fins 
A schematic diagram of a pin fin is shown in Fig. 2B. The energy equation for pin fins 
subject to condensation of vapor under fully wet condition is written below: 

 2 2
a m a fg

d dT hy y T T h h h
dx dx k

 (76) 

 

Eq. (76) is expressed in nondimensional form as 

 2 2 1d dY Y b
dX dX

 (77) 

 
For the solution of Eq. (77), the boundary conditions expressed in Eq. (7) are taken. The 
actual heat transfer rate is calculated from the following expression:  

 22 2
2

00 0

2 1 2 1
2

L

Xa b X

q h dQ Y Y Y d dX b dX
dXk T T

 (78) 

 
The fin volume of a pin fin is written in dimensionless form as 

 
3

2

0

L

X

V h k
U Y dX  (79) 

 

For determination of the optimum shape, a functional F is defined as 

 2 2
0

0 0

1 2 1
L

X

F Q U Y Y d dX b Y dX  (80) 

 

The above equation gives a relationship between F and Y. The optimum condition can be 
obtained by differentiating functional F with respect to Y.  

 2 2
0

0 0

1 2 1 0
L

X

F Y d dX b Y Y dX  (81) 

 

The following expression is obtained from Eq. (81). 

 2 2
01 0Y d dX b Y  (82) 

 

Multiplying on both sides in Eq. (77) by d /dX yields the following expression after some 
manipulations: 

 2 22 2 22 1d Y d dX dX d dX d Y dX b Y d dX  (83) 
 

Eliminating  2 from Eq. (82) by using Eq. (83) and then integrating, the following expression 
is obtained.  
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 22 2
03Y d dX Y C  (84) 

where, C is an integration constant determined by using boundary conditions.  

2.5.1 Optimum fully wet pin fin for volume constraint 
The variation of F with a function of L yields from Eq. (80) as 

 2 2
0

0 0

2 1 0
L

X

YF Y d dX b Y X  (85) 

As X is nonzero at X = L, the following tip condition can be achieved : 

 2 2
02 1 0Y d dX b Y  (86) 

From Eqs. (6), (77), (82) and (86) the dimensionless temperature  at the tip vanishes and it 
can be indicated that the same condition is obtained in the case of longitudinal and annular 
fins with fully wet condition. Using Eqs. (6), (77), (82) and (86), temperature distribution and 
fin profile for the optimum fin can be written as 

 1 1 p X L  (87a) 

and 

 
21

2
b L X

Y  (87b) 

The optimum fin length and heat transfer rate are determined as follows: 
 

(88a) 1 52

1 543max
0

20 1

125 1 8

opt
U bL

Q U b
 

(88b) 

2.5.2 Optimum fully wet pin fin for both length and volume constraints 
The temperature distribution and fin profile can be found from Eqs. (6), (77) and (84) as 

 2 1 2 2
0 2 2 ,b t t b t bY Y Y Y Y Y Y Y Y  (89) 

and 

 
2 2

2 2 2 2

2
2 1

2t

Y
t

Y t t

Y Y dY
b L X

Y Y Y Y Y
 (90) 

In order to determine the temperature profile and fin profile from the above two equations, 
the unknown variables Yt and Yb are required to calculate apriori. These can be determined 
by constructing two constraint equations as follows: 



Optimum Fin Profile under Dry and Wet Surface Conditions   

 

21 

 
2 2 2

2 2 2 2

2

2 1 2

b

t

Y
t

Y Y t t

Y Y Y dY
U

b Y Y Y Y Y
 (91a) 

and 

 
2 2

2 2 2 2

2
2 1

2

b

t

Y
t

Y Y t t

Y Y dY
b L

Y Y Y Y Y
 (91b) 

A simultaneous solution of Eqs. (91a) and (91b) is provided to get the fin thickness at the 
base and tip. The above all integration can be performed by Simson’s 1/3 rule.  

2.6 Partially wet pin fins 
The energy equations for partially wet pin fins are written as 
 

(92a) 2

2

2 for dry domain 

2
for wet domain  

da

a m a fg d

d dT h T Ty y T Tdx dx k
hd dT y T T h h hy T Tkdx dx

 

(92b) 

 

Eq. (92) can be expressed in dimensionless form as 
 

(93a) 2

2

2 dry domain 
2 1 wet domain 

d

d

d Y d dX dX Y
Y bd Y d dX dX

 
(93b) 

 

Boundary conditions are reguired to solve Eq. (93) which can be taken as longitudinal fins 
expressed in Eq. (23). The actual heat transfer rate is calculated from the following equation: 
 

 0

0

22 2
2

00

2 2

0 0

2

1   2 1

L
d

dXa b X L
L

X

q h dQ Y Y Y d dX dX
dXk T T

Y Y d dX b dX

 (94) 

The fin volume for a partially wet pin fin is written in an integral form as 

 
0

0

3
2 2

0

L L

X X L

V h k
U Y dX Y dX  (95) 

For the application of variational method, a functional F is constructed from heat transfer 
rate and fin volume expressions: 
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For maximizing value of F condition, the following expression is obtained: 
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Therefore, from Eq. (97), the following optimality criterion is derived: 
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The following expressions is obtained from Eq. (93) after multiplying on both sides of Eqs. 
(93a) and (93b) by d dX  and d dX , respectively. 
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Eleminating 2  and 2  from Eq. (99) with the help of Eq. (98), the following equations are 
obtained: 
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The integration constants C1 and C2 are determined from the boundary conditions.  

2.6.1 Optimum partially wet pin fin for volume constraint only 
The variation of functional F with length parameter L for partially wet pin fins is given below: 
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For X=0, the above terms vanish as X=0. For X=L0 and X=L, X is not zero; therefore, the 
location where dry and wet surfaces present, and the tip, the following optimality 
conditions are achieved: 
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The temperature distribution and fin profile for an optimum pin fin for volume constraint 
only are same with that of the longitudinal fin. The fin length and heat transfer rate for the 
optimum profile fin is obtained from the following equations :  
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where      

 2
1 1 1 dZ b  (104a) 

2
2 0 0 0 01 1 5 2 1 5 6 2 5 4 3 3 3 1d d d d dZ b  (104b) 

2.6.2 Optimum partially wet pin fin for both length and volume constraints 
The temperature distribution and fin profile can be found from Eqs. (6), (93), (95) and (100) 
for the partially wet conditions as follows: 
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From the above equations for obtaining temperature distribution and fin profile, it is worthy 
to mention that the design variables Y0, Yt, Yb and L0 are required to determine first. The Yt 
and Yb can be determined from the constraint equations taken in the design as 
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The parameters L0 and Y0 are determined from the dewpoint temperature section where dry 
and wet part coexist and one can take the continuity of temperature and heat conduction at 
this section. 

3. Results and discussion 
The humid air is a mixture of dry air and water vapor. Three properties of air are used to 
calculate a thermodynamic state point to show the influence of dehumidification of air on 
the optimizing shape of three common type of fins, namely, Longitudinal, annular and pin 
fins. The air properties such as pressure, temperature, and relative humidity of air are used 
to determine a pychrometric state. The effect of the psychometric properties of air on the 
optimization study is investigated. Two constraints, namely, fin volume, and both fin 
volume and length have been adopted to furnish the result for any designed application.       
Fig. 3 is depicted the profile shape and temperature distribution in an optimum fin under 
different surface conditions as a function of fin length for a constraint fin volume. For the 
dry surface fin, the optimum fin shape can be determined from the fully wet fin analysis 
presented above by taking zero value of latent heat parameter . To make a comparison 
between dry and wet surface fins, the results for the dry surface fin has been plotted in the 
same figure. From the figure, it can be noticeable that the temperature distribution in the fin 
at an optimum condition under dry, partially wet, and fully wet surfaces varies linearly (Fig. 
3A). For the same fin base temperature for all the surface conditions adopted here, 
temperature on the fin surface of wet fins differs from that of the dry surface fin and the 
difference increases gradually from the fin base to fin tip. The discrepancy in temperature 
occurs due to evolving of latent heat of condensation of moisture on the fin surface in the case 
of wet fins. This difference in temperature becomes maximum for the 100% relative humidity 
of air as the maximum value of latent heat released for this relative humidity. From the 
analysis, it can be highlighted that for the dry and partially wet fin at an optimum condition, 
the tip temperature equalizes to the ambient temperature. However, for fully wet fin, the tip 
temperature is sightly less than the ambient value. Figure 3B is illustrated the optimum fin 
profile for dry, partially wet and fully wet conditions. For the dry fin, the optimum length and 
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optimum base thickness are larger and smaller, respectively than that for the any wet fin for 
the same fin volume and the difference is maximum for the fully wet fin of 100% relative 
humidity of air. Nevertheless, the effect of relative humidity on the optimum fin profile for a 
wet fin is marginal. The same trend for temperature distribution and the optimum fin profile 
of the annular and pin fins, are found and they are displayed in Figs. 4 and 5, respectively. In 
the case of annular fins, it can be mentioned that the optimum temperature distribution and 
fin profile are also function of the tube outer radius parameter Ri.  
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Fig. 3. Variation of temperature distribution and fin profile of an optimum longitudinal fin 
for the different surface conditions under a volume constraint: A. fin temperature; and B. fin 
profile 
With satisfying either maximizing heat transfer rate for a given fin volume or minimizing 
fin volume for a given heat transfer duty, the optimization of any fin is studied. Depending 
upon the requirement of design, any one of these two constraints is used but they give the 
same result. The optimum profile shape is determined from the solution of the optimality 
criteria of the fin design and the constraint condition taken. The result from the optimization 
study of wet fins is depicted in Figs. 6, 7 and 8 as a function of fin volume for longitudinal, 
annular and spine, respectively. The optimum result for the dry surface condition of each 
fin, in comparison, is plotted in the corresponding figure. From these illustrations, it is 
understandable that the optimum parameters, namely, heat transfer rate, fin length, and fin 
thickness at the base, enhance continually with the fin volume. The maximum rate of heat 
transfer is not only as a function of the fin material but also as a function of the condition of 
the surface. A fully wet surface with 100% relative humidity predicts a maximum optimum 
heat transfer rate per unit volume in comparison with that transferred by any other surfaces.  
A partially wet surface transfers a less amount of heat per unit volume in comparison to that  
by fully wet surface fin and heat transfer rate decreases gradually with the decremented 
relative humidity. A dry surface fin at an optimum condition transfers least amount of heat 
per unit fin volume in comparison with the wet surface fin. This is happen due to latent heat 
evolved in wet fin heat transfer mechanism. For a lower value of fin volume, difference in 
heat transfer among fully wet, partially wet and dry surfaces may not so much important  
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Fig. 4. Variation of temperature distribution and fin profile of an optimum annular fin for 
the different surface conditions for a volume constraint: A. fin temperature; and B. fin profile.  
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Fig. 5. Variation of temperature distribution and fin profile of an optimum spine for the 
different surface conditions under a volume constraint: A. fin temperature; and B. fin profile 
than that for a higher value of fin volume as shown in Fig. 6A. Irrespective of any surface 
condition, the length and fin thickness at the base of an optimum fin increases with the fin 
volume. The optimum fin length for fully wet fins is always shorter than that for the 
partially wet as well as dry fins. The optimum length is a maximum for the dry surface 
condition under the same fin volume (Fig. 6B). Nevertheless, an opposite trend is noticed for 
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the variation of fin thickness at the base with the fin volume in comparison with the 
variation of fin length with volume for different surface condition as shown in Fig. 6C. A 
similar exercise has been made for the annular fin and spine by plotting Figs. 7 and 8. In the 
case of annular fin, the above parameters also function of the thermogeometric parameter Ri. 
With the increase in Ri, the optimum heat transfer rate increases as well as the optimum 
length and optimum base thickness decreases, separately with the same fin volume.  
From the above optimum results, it can be emphasized to highlight that the optimum fin 
shape obtained from an optimization technique with the consideration of only one 
constraint either fin volume or heat transfer rate, is a complex in nature and fragile shape at 
the tip as already shown in Fig. 3 and hence, it is difficult surely in manufacturing process. 
To overcome this problem and to restrict the length of the fin, fin length can be taken as an 
additional constraint with the fin volume. In this case, the shape of the fin profile and fragile  
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Fig. 6. Design parameters of an optimum longitudinal fin as a function of fin volume: A. 
maximum heat transfer rate; B. optimum length; and C. optimum semi-fin thickness at the 
base 
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Fig. 7. Design parameters of an optimum annular fin as a function of fin volume: A. 
maximum heat transfer rate; B. optimum length; and C. optimum semi-fin thickness at the 
base 
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Fig. 8. Design parameters of an optimum pin fin as a function of fin volume: A. maximum 
heat transfer rate; B. optimum length; and C. optimum fin thickness at the base 
geometry at the tip can be improved significantly. To avoid the same nature of the result, the 
optimum result under both volume and length constraint is illustrated only for the 
longitudinal fin. The variation of temperature and fin profile is determined under the 
aforementioned constraint, which is displayed in Fig. 9. From the temperature distribution, 
it can be mentioned that temperature at the tip of an optimum fin does not vanish and 
depends upon the magnitude of constraints chosen. For a fully wet surface, temperature at 
the tip may be closer to the ambient value in comparison with that for the partially and dry 
surface conditions. With the increase in relative humidity of air, condensation of moisture 
increases and as a result fin surface temperature increases. This observation can be found in 
Fig. 9A. The profile shape under both volume and length constraints for various surface 
conditions is illustrated as a function of dimensionless fin length shown in Fig. 9B. From this 
figure, it is clear that the profile shape is improved significantly with respect to a profile 
obtained from only volume constraint chosen, with the consideration of a suitable 
compatibility in the manufacturing technique. However, there is slightly different in shape 
between dry and wet surface optimum fin profiles under the same design constants. 

4. Conclusions 
The fin surface may be dry, fully wet or partially wet depending upon the psychometric 
conditions of the surrounding air participated as well as the constraints taken in the design. 
Owing to mass transfer occured with the heat transfer mechanism, the wet surface fin differs 
from that of dry surface fin. The optimum-envelop shape of wet fins is different with respect 
to that of dry surface fins. This deviation may be increased with the increase in relative 
humidity of air. In this chapter, the optimum profile shape of different fins, namely, 
longitudinal, spine and annular are evaluated for dry, fully wet, and partially wet surface 
conditions using variational principle. The analysis has also included for different constraint 
conditions, namely, fin volume and both fin length and fin volume presented for possible 
requirements of an optimum design. From the results, the optimum design variable for wet 
fins is not only function of the design constraints but also is a function of psychometric 
properties of air. Unlike dry and partially wet surface fins, tip temperature for the fully wet 
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optimum fins under the volume constraint is less than the surrounding temperature. A 
significant change in optimum design variables has been noticed with the design constants 
such as fin volume and surface conditions. In order to reduce the complexcity of the 
optimum profile fins under different surface conditions, the constraint fin length can be 
selected suitably with the constraint fin volume. 
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Fig. 9. Variation of temperature and fin profile in a longitudinal fin as a function of length 
for both volume and length constraints: A. Temperature distribution; and B. Fin profile 
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6. Nomenclatures 
a constant determined from the conditions of humid air at the fin base and fin tip 
b slop of a saturation line in the psychometric chart, K – 1 
C non-dimensional integration constant used in Eq. (84) 
Cp specific heat of humid air, -1 -1J kg  K  
F functional defined in Eqs. (10), (28), (46), (62), (80) and (96) 
h convective heat transfer coefficient, 2 1W m- K  
hm mass transfer coefficient, 2 1kg m  S- -  

hfg latent heat of condensation, 1J kg -  
k thermal conductivity of the fin material, 1 1W m- K  
l fin length, m 
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l0 wet length in partially wet fins, m 
L dimensionless fin length, hl k  
L0 dimensionless wet length in partially wet fins, 0hl k  
Le Lewis number 
q heat transfer rate through a fin, W 
Q dimensionless heat transfer rate 
ri base radius for annular fins, m 
Ri dimensionless base radius, ih r k  
T temperature, K 
U dimensionless fin volume, see Eqs. (9), (27), (45), (61), (79), (91a) and (95) 
V fin volume (volume per unit width for longitudinal fins), m3 
x, y coordinates, see Figs. 1 and 2, m 
X, Y dimensionless coordinates, h x k and  h y k , respectively 
y0 semi-thickness of a fin at which dry and wet parts separated, m 
Y0 dimensionless thickness, 0h y k  
Z1, Z2 dimensionless parameters defined in Eqs. (104a) and (104b), respectively 
Greek Letters 

 parameter defined in Eqs. (20), (40), (57) and (74a) 
 Lagrange multiplier 

 specific humidity of air, kg w. v. / kg. d. a. 
 Latent heat parameter 

 dimensionless temperature, p  

0  dimensionless temperature at the fin base, 1 p  

 dimensionless fin temperature, a a bT T T T  

p  dimensionless temperature parameter, see Eq. (5) 
 Relative humidity 

Subscripts 
a ambient 
b base 
d dewpoint 
opt optimum 
t tip 
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Gas-liquid two-phase flow and heat transfer processes are
commonly encountered in a wide variety of applications,
for example, refrigeration and air-conditioning systems,
power engineering, and other thermal processing plants.The
advantage of high thermal performance in comparison to
the single-phase applications leads to various engineering
applications including the cooling systems of various types
of equipment such as high performance microelectronics,
supercomputers, high-powered lasers, medical devices, high
heat-flux compact heat exchangers in spacecraft and satellites,
and so forth. The aim of this special issue was to collect
the original research and review papers on the recent devel-
opments in the field of two-phase flow and heat transfer
enhancement. Potential topics included advanced heat pipe
technologies, boiling and condensation heat transfer, CHF
and post-CHF heat transfer, cooling of electronic system,
Heat and mass transfer in phase change processes, insta-
bilities of two-phase flow, measurements and modeling of
two-phase flow in microchannel, microgravity in two-phase
flow, nanofluids science and technology, nuclear reactor
applications, passive and active heat transfer enhancement
techniques, Refrigeration and air-conditioning technology,
two-phase flow with heat and mass transfer, two-phase

refrigerant flow, and special topics on the latest advances in
two-phase flow and heat transfer. In this special issue, we have
invited a few papers that address such issues.

First paper of special issue investigates the effect of
convergence angle of microchannel on two-phase flow and
heat transfer during steam condensation experimentally. The
experimental results show that the condensation heat flux
increases with an increase in the convergence angle and/or
the steam mass flux at a given coolant flow rate but decreases
with an increase in the coolant flow rate at a given steammass
flux. Second paper focuses on simulating mist impingement
cooling under typical gas turbine operating conditions of
high temperature and pressure in a double chamber model.
The results of this paper can provide guidance for corre-
sponding experiments and serve as the qualification reference
for future more complicated studies with convex surface
cooling. In third paper, economic analysis of rebuilding an
aged pulverized coal-fired boiler with a new pulverized coal-
fired boiler including flue gas desulfurization unit and a
circulating fluidized bed boiler is investigated in existing old
thermal power plants. The fourth paper presents the results
of a CFD analysis and experimental tests of two identical
miniature flat plate heat pipes using sintered and screen



2 Advances in Mechanical Engineering

mesh wicks and a comparative analysis and measurement
of two solid copper base plates 1mm and 3mm thick. In
fifth paper, a modeled room was numerically heated from a
wall and cooled from the opposite wall in order to create a
real-room simulation. The cooled wall simulated heat loss of
the room, and the heated wall simulated the heat source of
enclosure.The effects of heated and cooled wall temperatures
on convective heat transfer coefficient and Nusselt number
in the enclosure were investigated numerically for two- and
three-dimensional (3D) modeling states.

In summary, this special issue reflects a variety of contem-
porary research in heat transfer and is expected to promote
further research activities and development opportunities.
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The present study experimentally investigates the effect of convergence angle of microchannel on two-phase flow and heat transfer
during steam condensation. Three condensation regimes, from the inlet to the outlet, are identified: mist/annular flow, injection
flow, and slug-bubbly flow. Flow pattern maps are constructed using superficial vapor and liquid velocities as the coordinates,
wherein relatively distinct boundaries between the flow patterns can be identified. The experimental results show that the
condensation heat flux increases with an increase in the convergence angle and/or the steam mass flux at a given coolant flow
rate but decreases with an increase in the coolant flow rate at a given steammass flux.The results further demonstrate that the local
condensation heat transfer coefficient in the mist/annular flow region is much higher than that in other condensation regimes.
Moreover, the local condensation heat transfer coefficient in the mist/annular flow and injection flow region decreases with an
increase in the convergence angle.

1. Introduction

Condensation inmicrochannels is of significant fundamental
interest and has diversified applications, such as in micro-
channel heat exchangers andmicro-fuel cells. In recent years,
many studies on the characteristics of two-phase flow and
heat transfer during condensation in microchannels were
reported. For example, Wu and Cheng [1] visualized the con-
densation flow patterns of steam flowing through 10 parallel
microchannels with a hydraulic diameter of 82.8𝜇m and a
trapezoidal cross-sectional area. They categorized the flow
patterns observed as follows: droplet flow (mist flow), annular
flow, injection flow, and slug-bubbly flow. The injection flow
pattern appears periodically because of its upstream flow
patterns alternate between the droplet two-phase flow and the
vapor flow. Wu et al. [2] further carried out experimental
studies on injection flow during steam condensation in
microchannels with hydraulic diameters ranging from 53𝜇m

to 128.5 𝜇m. They proposed that the location of the injection
flow corresponds to the Reynolds number (Re), conden-
sation number (Co), and diameter-to-length ratio (𝐷ℎ/𝐿)
and obtained a dimensionless correlation for the location of
injection flow in silicon microchannels.

Quan et al. [3] investigated the effects of themass flux and
cooling flow rate on the occurrence frequency of the injection
flow in a single microchannel with hydraulic diameters of
120 and 128 𝜇m. Their study revealed that the shape of the
microchannels has a critical influence on the instability of
the condensation flow mechanisms. Furthermore, Wu et
al. [4] conducted an experimental study on heat transfer
and flow friction during steam condensation in trapezoidal
silicon microchannels with hydraulic diameters of 77.5, 93.0,
and 128.5 𝜇m. Their experimental results demonstrated that
the condensation Nusselt number increases with an increase
in the Re, Co, and 𝐷ℎ/𝐿, and the condensation two-phase
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frictional multiplier decreases with an increase in the Re and𝐷ℎ/𝐿 or a decrease in the Co.
Chen et al. [5] performed a visualization experiment to

investigate the steam condensation in triangular microchan-
nels with hydraulic diameters of 100 and 250 𝜇m. The exper-
imental results indicated that the droplet, annular, injection,
and slug-bubbly flows are the dominant flow patterns during
steam condensation in microchannels. In addition, they
proposed the correlations for injection location, injection
frequency, and condensation Nusselt number. Wu et al.
[6] presented a visualization study on steam condensation
in wide rectangular microchannels. Three typical flow pat-
terns were identified in their study, namely, droplet-annular
compound flow, injection flow, and vapor slug-bubbly flow.
They demonstrated that the injection location moves to the
channel outlet with an increase in the Re, and the injection
frequency increases with increasing the Re and condensate
Weber number. In addition, the results showed that the
injection frequency is lower than that in the triangular
microchannel with the same hydraulic diameter, indicating
that the cross-sectional shape of the microchannel plays an
important role in the instability of condensation flow.

Agarwal et al. [7] reported the condensation heat transfer
coefficients of R134a in six noncircular horizontalmicrochan-
nels with different shapes (barrel-shaped, N-shaped, rectan-
gular, square, and triangular tubes, and a channel with a
W-shaped corrugated insert). For square, rectangular, and
barrel-shaped channels, an annular-flow-based heat transfer
model was developed. On the other hand, for triangular, N-
shaped, andW-insert channels (i.e., those with sharp corner),
amist-flow-based heat transfermodel was proposed.Ma et al.
[8] investigated the two-phase flow patterns and transition
characteristics during steam condensation in trapezoidal
microchannels. Annular flow, droplet flow, injection flow, and
bubbly flow were observed in their study. Two-phase flow
pattern maps were constructed using coordinates of steam
mass flux and steam quality. They also reported that the flow
pattern transition from annular flow to bubbly flow occurs
earlier in the smaller microchannel. In addition, criteria for
transitions between flow patterns were also proposed in the
form of nondimensional groups (steam quality, condensation
number, Reynolds number, Weber number, Bond number,
and width-to-diameter ratio).

Fang et al. [9] investigated the effect of wall hydrophobic-
ity on the steam condensation in the rectangular microchan-
nel. They found that the channel surface wettability has a
significant impact on the condensation flow pattern, pressure
drop, and heat transfer characteristics. At a given inlet
vapor flux and temperature, the hydrophobic microchannel
presents higher heat transfer rate and pressure drop than
those in the hydrophilic one. Odaymet and Louahlia-Gualous
[10] reported the local heat transfer coefficient and flow
visualization during condensation in a square microchan-
nel. They identified the following flow regimes: mist flow,
churn flow, annular flow, slug flow, liquid ring flow, and
annular/bubbly flow. Their results indicated that the local
condensation heat transfer coefficient increases with an
increase in the steam mass flux. Recently, Odaymet et al. [11]
investigated the local heat transfer and flow patterns during

steam condensation in a single silicon-based microchannel.
They further modified condensation flow patterns as follows
(from upstream to downstream): mist flow, churn flow,
elongated bubbly flow followed by a bubbly sequence, and
slug flow. In addition, they also found that local thermal
performance of condensation flow formist flowandupstream
elongated bubbly flow is better than slug and bubbly flows.

Kim et al. [12] carried out an experimental study on
condensation of FC-72 in parallel microchannels. Smooth-
annular, wavy-annular, transition, slug, and bubbly flows
were identified in their experimental observation. Further-
more, they discussed the condensation two-phase flow pres-
sure drop using both two-phase homogenous and separated
flow models and found that the homogenous model unex-
pectedly provides better predictions than the separated flow
model. Furthermore, Kim and Mudawar [13] demonstrated
that the local condensation heat transfer coefficient is the
highest near the channel inlet and decreases along the
microchannel due to an increase in the film thickness. In
addition, a correlation of condensation heat transfer coef-
ficient for annular condensation in microchannels was also
proposed.

Based on the above literature reviews on microchannel
condensation, it is clearly found that significant effects of
microchannel cross-sectional shape on the condensation flow
patterns and heat transfer are demonstrated. In our previous
study [14], convective steam condensation in uniform, con-
verging, and diverging microchannels with a mean hydraulic
diameter of 117 𝜇m was experimentally investigated. The
steam flow in the microchannel was cooled by a still water
bath. Flow patterns, two-phase flow pressure drop, outlet
temperature, bubbly emission frequency, and bubbly velocity
in the three different cross-section designs of microchannels
were reported. The experimental results demonstrated that,
for a given steammass flow rate, the two-phase flow pressure
drop in the diverging microchannel is considerably higher
than that in the uniform and converging microchannels. The
converging microchannel presents the lowest two-phase flow
pressure drop, suggesting its merit for removing the two-
phase fluids during steam condensation.

Furthermore, Kuo and Pan [15] investigated steam con-
densation in uniform and converging microchannels with
a mean hydraulic diameter of 135 𝜇m. The steam flow in
the microchannels was cooled by water cross-flowing along
its bottom surface, which is different from other methods
reported in the literature. The flow patterns, two-phase flow
pressure drop, and local condensation heat transfer coeffi-
cient were examined.The results demonstrated that although
the uniform microchannel presents a higher heat transfer
coefficient than those in the converging microchannel under
mist/annular flow regimes, the total heat transfer rate is
higher for the microchannel with the converging cross-
section than that with the uniform cross-section. Moreover,
empirical correlations of local condensation heat transfer for
the mist and annular flow regions and a two-phase frictional
multiplier in the form of the Lockhart-Martinelli correlation
were developed.

This work investigates the effect of convergence angle
(half of the included angle) of microchannel experimentally
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on two-phase flow and heat transfer during steam condensa-
tion. Flow pattern maps are constructed using coordinates of
superficial vapor and liquid velocities. In addition, the effects
of convergence angle on local heat transfer coefficient as well
as condensation heat transfer rate are explored.

2. Experimental Details

2.1. Experimental Setup. Figure 1 shows the experimental
setup, which is similar to that employed in our previous
study [15], that consists of a water tank, a high-performance
liquid chromatography (HPLC) pump (P680: Dionex), a
heating module, a test section, a cooling water circulation
system, a condensate collecting container, an electronic
balance (XS625M: Precisa Gravimetrics), a flow visualization
system, and related control andmeasurement systems. Before
conducting experiments, the deionized water in the water
tank was boiled to evacuate dissolved gas. Then, water
was driven by the HPLC pump through the helical tube
immersed in the silicone oil bath and heated and stirred
by a heating module to vaporize the water to steam. The
steam subsequently flowed into the test section.Three K-type
thermocouples were placed in the bath to measure the oil
temperature. A cooling water circulation system combined
with a metering pump (FEM03KT: KNF) drove water with
a constant inlet temperature of 22∘C at a specific flow rate
in the cross-flow direction along the backside surface of the
test section. The condensate was collected by a container at
atmosphere pressure and condensate was weighed using an
electronic balance to verify the steam mass flow rates (𝑚𝑠).
The steam mass flow rates in the present study ranged from2.36 × 10−6 kg/s to 5.28 × 10−6 kg/s.

The test section with a converging microchannel was a
silicon strip with dimensions of 10mm × 48mm.Three con-
vergence angles (𝛽 = 0.5∘, 1.0∘, and 1.5∘) of the microchannel
with the same mean hydraulic diameter (𝐷ℎ) of 135 𝜇m were
employed to study the effect of convergence angle. Here, the
mean hydraulic diameter of the converging microchannel
was calculated based on the following definition [16]:

𝐷ℎ = 1𝐿 ∫
𝐿

0

4 × 𝐻 ×𝑊(𝑥)2 × [𝐻 +𝑊(𝑥)] 𝑑𝑥
= 2𝐻[1 − 𝐻𝑊out −𝑊in

ln(𝐻 +𝑊out𝐻 +𝑊in
)] . (1)

Figures 2 and 3 depict schematics of the test section
and cooling chamber, respectively. The detailed dimensions
of the microchannels with different convergence angles are
summarized in Table 1. Two T-type thermocouples and a
differential pressure transducer (692: Huba) were employed
tomeasure the inlet and outlet temperatures and the pressure
drop between the inlet and outlet chambers. Three T-type
thermocouples were embedded in the backside surface of
the test section (facing the coolant) to measure the local
wall temperature (𝑇𝑤), which is then used to evaluate the
local heat transfer coefficient. These three thermocouples
were located at 𝑧 = 9.5, 17.5, and 25.5mm, respectively, in
reference to the channel inlet. The data of the thermocouples

Table 1: Detailed dimensions of the microchannels with different
convergence angles.

Test section Ref. [15] No. 1 No. 2 No. 3𝛽 (∘) 0 0.5 1.0 1.5𝑊in (𝜇m) 675 1022 1445 1933𝑊out (𝜇m) 675 410 220 100𝐿 (mm) 35 35 35 35𝐻 (𝜇m) 75 75 75 75𝐷ℎ (𝜇m) 135 135 135 135

and the differential pressure transducer were recorded by a
data acquisition system (MX100: Yokogawa) with a sampling
rate of 2Hz.

The flow visualization system included a high-speed
digital camera (XS-4: IDT) mounted with a microlens (zoom
125C: OPTEM) and a computer. In addition, an 𝑥-𝑦-𝑧
mechanismwas installed to hold theCCDandmicrolenswith
an accurate position on the test plane (𝑥-𝑦 plane) and focus in
the 𝑧-direction. The typical frame rate employed in the study
was 4000 frames/s. A 250Wfiber optic illuminator (FOI-250:
TechniQuip) was used as the light source.

2.2. Fabrication of the Test Section. To prepare the micro-
channel with a uniform depth, the test section wasmade of P-
type (100) orientation silicon on insulator (SOI) wafer, which
consisted of three layers (from bottom to top): (1) handle
layer (P-type (100) bare wafer, thickness: 525 ± 25 𝜇m); (2)
box layer (SiO2, thickness: 0.5 𝜇m); and (3) device layer (P-
type (100) siliconwafer, thickness: 75±1 𝜇m).The converging
microchannels with inlet and outlet chambers were etched on
the surface of the device layer. The fabrication processes of
the test section employed deep reactive ion etching (DRIE)
with photolithography, laser-cutting technology, and anodic
bonding processes. The etching stop mechanism on the box
layer for the DRIE process ensured a uniform depth for the
microchannels and chambers. Subsequently, an excimer laser
micromachining technology was applied to make through
holes, which were used as the inlet and outlet chambers for
the working fluid to flow through the microchannel. Finally,
to enable flow visualization the test section was covered with
the Pyrex no. 7740 glass through anodic bonding.

2.3. Uncertainty Analysis. The measurement uncertainty for
the liquid volumetric flow rate through the HPLC pump
in the microchannels after calibration was estimated to be±0.2%. The accuracy of the metering pump was ±2%. The
measurement uncertainty of the pressure transducer was
0.5% over the full scale, resulting in an actual uncertainty
of ±1.25 kPa. The uncertainties in the temperature mea-
surements were ±0.2∘C and ±0.5∘C for T-type and K-type
thermocouples, respectively. The ambient temperature was
controlled at about 25∘C by an air conditioner during experi-
ments. The uncertainties for the temperature of the cooling
water, ambient condition, and steam were estimated to be±0.5∘C. The uncertainty analysis methodology developed by
Moffat [17] was used to estimate the uncertainty for the total
condensation heat transfer rate and the local condensation
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Figure 1: Experimental setup: (1) CCD, (2) microscope, and (3) and (4) 𝑥-𝑦-𝑧mechanism.

heat transfer coefficient, which were 1.9% and 6.6%, respec-
tively. In addition, the uncertainty of the void fraction of 0.52
is about 9.6%, estimated from our previous study [18], which
is due to the image analysis tool. As shown in Fu et al. [18], the
uncertainty of the void fraction decreases with an increase in
the void fraction. Consequently, the uncertainty for the void
fraction of 0.8, which is corresponding to transition location
between mist/annular flow and injection flow, will be smaller
than 9.6%. And the highest uncertainty of the condensation
heat transfer rate for a particular flow region is 9.8%, which is
higher than that of total condensation heat transfer rate.

3. Data Reduction

In the present study, the heat released by the steam is mainly
carried away by the forced convection to the cooling water
flowing underneath the test section, defined as 𝑞𝑐, and a small
fraction may be lost by natural convection via the top glass
surface of the test section to the ambient air. In the present
study, the estimated heat transfer by natural convection is less
than 0.1% of the measured heat dissipation. Thus, the total
heat (𝑞𝑡) released by the steam can be reasonably considered
to be absorbed totally by the coolant (𝑞𝑐); that is, 𝑞𝑡 =𝑞𝑐. Thermal radiation to the ambient is considered to be
negligible. Here, 𝑞𝑐 is estimated by the following equations:

𝑞𝑐 = 𝑚𝑐𝑐𝑝,𝑐 (𝑇𝑐,out − 𝑇𝑐,in) . (2)

Following a methodology developed by Kuo and Pan
[15], the total condensation heat transfer rate along the
microchannel is divided into three parts, that is, 𝑞1, 𝑞2, and 𝑞3,

corresponding to three distinct two-phase flow regimes: (1)
the mist/annular flow, (2) injection flow, and (3) slug/bubbly
flow regions, respectively, as depicted in Figure 4.These three
regions can be distinguished clearly by flow visualization.
Consider

𝑞𝑡 = 𝑞1 + 𝑞2 + 𝑞3. (3)

The distributions of the condensation heat transfer rate
in regions (1) and (3) are assumed to be uniform. For region
(1), mist/annular flow prevails and the void fraction is close
to unity. Therefore, it is reasonable to assume a uniform
condensation heat transfer rate there. On the other hand, for
region (3) bubbly flow appears, and thus the condensation
heat transfer rate is low and is also uniformly distributed.The
condensation heat transfer rates in regions (1) and (3) can
be evaluated by the following equations based on the energy
balance with a vapor quality (𝑥) determined from the void
fraction (𝛼) data:

𝑞1 = (𝑥in − 𝑥1)𝑚𝑠𝑖LV
𝑞3 = (𝑥2 − 𝑥out)𝑚𝑠𝑖LV, (4)

where vapor quality at any axial location, 𝑧, can be estimated
from the following equations:

𝛼𝑧 = 0.03𝛼0.5ℎ,𝑧1 − 0.97𝛼0.5
ℎ,𝑧

, (5)
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Figure 2: Schematic of the test section: (a) side view and (b) top view.

proposed by Kawahara et al. [19]. Consider

𝛼ℎ,𝑧 = 𝑗𝑉,𝑧𝑗𝑉,𝑧 + 𝑗𝐿,𝑧 = 11 + (1/𝑥𝑧 − 1) 𝜌𝑉/𝜌𝐿
𝑥in = 𝑥out + 𝑞𝑡𝑚𝑠𝑖LV .

(6)

For the present study, the void fraction for a particular
region is determined by the mean value of the projected
area of vapor bubbles on the bottom wall of 100 frames,
randomly selected from the flow visualization of differ-
ent conditions, divided by the bottom surface area of the

region [18]. The present results demonstrate that the void
fraction decreases sharply during the injection flow and keeps
nearly constant toward the channel outlet, as reported in
our previous study [15]. The persistence of such a nearly
constant void fraction near the channel outlet reflects the
poor condensation heat transfer therein, which will be
demonstrated later. Given local void fraction determined, the
corresponding vapor quality and local condensation heat flux
in each region may then be determined.

After the condensation heat transfer rates in different
regions are obtained, the local condensation heat transfer
coefficient can be estimated on the basis of the temperature
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chamber. Locations “a” to “d” are points for temperature measure-
ment and “e” and “f ” are pressure tap locations in the microchannel.

difference between the saturation temperature (𝑇sat,𝑧) of the
fluid flowing through the microchannel and the local wall
temperature (𝑇ch,𝑧) as follows:

ℎ𝑧 = 𝑞󸀠󸀠𝑧𝑇sat,𝑧 − 𝑇ch,𝑧 , (7)

where 𝑇ch,𝑧 is extrapolated from the wall temperature mea-
sured on the backside, 𝑇𝑤,𝑧, by considering the total thermal
resistances (𝑅󸀠󸀠) of the silicon layer and the thin layer of
silicon dioxide:

𝑇ch,𝑧 = 𝑇𝑤,𝑧 + 𝑞󸀠󸀠𝑧 × 𝑅󸀠󸀠. (8)

The above equation neglects heat conduction in the axial
and lateral directions, as the wall thickness (450 𝜇m) is much
smaller than the channel length (35mm) and the width of the
test section (10mm).

4. Results and Discussion

4.1. Condensation Two-Phase Flow Pattern. Condensation
two-phase flow patterns in microchannels have been inves-
tigated in many studies. In the literature, five distinct flow
regimes have been reported, namely, mist flow, annular flow,
injection flow, slug/plug flow, and bubbly flow. In the present
study, three flow regimes, from the inlet to the outlet, can
be identified: mist/annular flow (Figure 4(a)), injection flow
(Figure 4(b)), and slug/bubbly flow (Figure 4(c)) regions.
More detailed discussions on the characteristics of conden-
sation two-phase flow pattern in rectangular microchannels
with different cross-section designs have been presented in
our previous study [14].

Figure 5 presents the occurrence location for the injection
flow as a function of steam mass flow rate in the converging
microchannel with 𝛽 = 0.5∘. This figure indicates that

the location of the injection flow retreats toward the channel
inlet with increasing the coolant flow rate (𝑄𝑐) at a given
steam mass flow rate or decreasing the steam mass flow
rate at a given coolant flow rate. Moreover, the occurrence
of injection flow moves to downstream with an increase in
the convergence angle at a given coolant flow rate. Such
movement of the location of injection flow with mass flow
rate and/or convergence angle has a significant effect on the
characteristics of condensation heat transfer, which will be
discussed in the following sections.

Flow pattern maps are used to determine the flow pattern
prevailing under a particular operating condition. Figures 6,
7, and 8 further show the flow pattern maps, constructed
in the coordinates of superficial vapor and liquid velocities,
that is, 𝑗𝑉 and 𝑗𝐿, respectively, observed during experiments
in microchannels with different convergence angles. In the
present study, flow patterns were observed in four different
locations, that is, channel inlet, channel outlet, and locations
for void fraction of 0.52 and 0.8 corresponding to the
transition boundaries between injection flow and slug/bubbly
flow and between mist/annular flow and injection flow,
respectively. In the channel inlet region, as shown in the
figures, the superficial vapor velocity is the highest and
greater than 10m/s. With a decrease in the void fraction, the
superficial vapor velocity decreases while the superficial liq-
uid velocity increases.The transition boundaries that separate
the mist/annular flow from the injection flow (𝛼 = 0.8) and
the injection flow from the slug/bubbly flow (𝛼 = 0.52) are
also identified in the figure. Figures 6, 7, and 8 demonstrate
that the transition boundaries betweenmist/annular flow and
injection flow and between injection flow and slug/bubbly
flow become more instinct as the convergence angle is
increased. For these two transition boundaries, the superficial
liquid velocity increases very rapidly with an increase in the
superficial vapor velocity.

4.2. Condensation Heat Transfer. Figure 9 shows the conden-
sation heat transfer rate as a function of steam mass flow rate
in the converging microchannel with 𝛽 = 0.5∘. This figure
clearly demonstrates that the condensation heat transfer rate
increases with an increase in the steam mass flow rate at a
given coolant flow rate, as reported earlier by Odaymet and
Louahlia-Gualous [10], but decreases with an increase in the
coolant flow rate at a given steammass flow rate.The decrease
of condensation heat transfer rate with increasing coolant
flow rate results primarily from the occurrence location
of injection flow moves upstream, as shown previously in
Figure 5.This shortens the length ofmist/annular flow region
and decreases the total condensation heat transfer rate, as
the mist/annular flow presents the highest heat transfer
compatibility among the three possible flow regimes [15].

To further understand the heat transfer characteristics
among microchannels with different convergence angles, the
condensation heat fluxes (𝑞󸀠󸀠𝑐 ) are also examined, as shown
in Figure 10(a). Note that in this figure the experimental
data of the uniform microchannel (𝛽 = 0∘) are from our
previous study [15]. This figure shows that at a given coolant
flow rate and steam mass flux the condensation heat flux
increases with an increase in the convergence angle. This
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Figure 4: Typical condensation flow patterns in the microchannel.
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is mainly due to the occurrence of injection flow moves
to downstream with an increase in the convergence angle,
as shown in Figure 10(b). The occurrence of injection flow
taking place in a further downstream location indicates that
the region ofmist/annular flow prevails larger, and, therefore,
a much higher bottom heat transfer area for the mist/annular
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Figure 7: Flow pattern map for the microchannel with 𝛽 = 1.0∘.
region can be obtained. As the condensation heat transfer
rate from the channel is the sum of heat transfer rate from
mist/annular flow, injection flow, and bubbly flow regions,
that is,

𝑞𝑡 = 𝑞󸀠󸀠1𝐴1 + 𝑞󸀠󸀠2𝐴2 + 𝑞󸀠󸀠3𝐴3, (9)
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where 𝑞󸀠󸀠1 , 𝑞󸀠󸀠2 , and 𝑞󸀠󸀠3 are the condensation heat flux from the
mist/annular flow, injection flow, and bubbly flow regions,
respectively,𝐴1,𝐴2, and𝐴3 are the corresponding heat trans-
fer area for the mist/annular flow, injection flow, and bubbly
flow regions, respectively. The heat flux in the mist/annular
flow region is much higher than that in the injection flow
and bubbly flow regions due to its much thinner liquid film
between the vapor and the cooling wall [15]. Consequently,
a much higher heat transfer area for the mist/annular flow
region will result in a higher total condensation heat transfer
rate, as suggested by [10]. Therefore, the mean condensation
heat transfer rate is higher for the microchannel with a larger
convergence angle.

Figure 11 shows the effect of convergence angle on the
local condensation heat transfer coefficient. This figure indi-
cates that, for the microchannel with a given convergence
angle, the mist/annular flow region is much higher than
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Figure 10: (a) Condensation heat flux and (b) injection flow location
as a function of steammass flux for themicrochannels with different
convergence angles. Data of 𝛽 = 0∘ are from Kuo and Pan [15].

that in other condensation regimes, as reported by Kuo
and Pan [15]. Moreover, for mist/annular flow and injection
flow regimes the local condensation heat transfer coefficient
decreases generally with an increase in the convergence angle.
Interestingly, the uniform microchannel presents a higher
heat transfer coefficient in both mist/annular flow and injec-
tion flow regions than those in the convergingmicrochannels
with convergence angles from 0.5∘ to 1.5∘. As indicated
earlier, the injection flow takes place in a much downstream
location as the convergence angle increases; much more
steam has been condensed in the mist/annular flow region
and the liquid film formed may be thicker. Consequently,
the local heat transfer coefficient in the mist/annular flow
region decreases with an increase in the convergence angle.
However, the mean condensation heat flux in the converging
microchannel increases with an increase in the convergence
angle. This can be understood by rewriting (9) as

𝑞𝑡 = ℎ1𝐴1 (𝑇sat,1 − 𝑇ch,1) + ℎ2𝐴2 (𝑇sat,2 − 𝑇ch,2)
+ ℎ3𝐴3 (𝑇sat,3 − 𝑇ch,3) . (10)

The condensation heat transfer rate is primarily influ-
enced by the product of heat transfer coefficient and area
in the mist/annular flow region. Although the heat transfer
coefficient decreases with an increase in the convergence
angle, the heat transfer area increases more significantly
with an increase in the convergence angle. This explains
why the condensation heat transfer rate and, therefore, the
mean condensation heat flux increase with an increase in the
convergence angle.
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5. Conclusions

This work experimentally investigates the effect of con-
vergence angle of microchannel on two-phase flow and
heat transfer during steam condensation. Three convergence
angles (0.5∘, 1.0∘, and 1.5∘) of microchannel with the same
mean hydraulic diameter of 135 𝜇m are studied. Flow visual-
ization is conducted using a high-speed digital camera.Three
condensation regimes, namely, mist/annular flow, injection
flow, and slug-bubbly flow can be identified. Flow pattern
maps are constructed using coordinates of superficial vapor
and liquid velocities, wherein relatively distinct boundaries
between the flow patterns are identified. The experimental
results show that the condensation heat flux increases with
an increase in the convergence angle and/or the steam mass
flux at a given coolant flow rate but decreases with an increase
in the coolant flow rate at a given steammass flux.The results
further demonstrate that the local condensation heat transfer
coefficient in the mist/annular flow region is much higher
than that in other condensation regimes. Moreover, the local
condensation heat transfer coefficient in the microchannel
with a convergence angle of 0.5∘ is larger than that in the
microchannel with a bigger convergence angle under the
condition of the same condensation regime.

Nomenclature

𝐴: Condensation heat transfer area (m2)
Co: Condensation number (—)𝑐𝑝: Specific heat (kJ/kg K)𝐷ℎ: Mean hydraulic diameter of a channel (m)𝐻: Channel depth (m)ℎ: Heat transfer coefficient (kW/m2 K)𝑖LV: Latent heat of vaporization (kJ/kg)𝑗: Superficial velocity (m/s)

𝐿: Channel length (m)𝑚𝑐: Mass flow rate of coolant (kg/s)𝑚𝑠: Mass flow rate of steam (kg/s)𝑞: Condensation heat transfer rate (W)𝑞󸀠󸀠: Condensation heat flux (kW/m2)𝑄𝑐: Coolant flow rate (mL/min)𝑅󸀠󸀠: Total thermal resistances for
conduction through the silicon and
silicon dioxide (m2 K/W)

Re: Reynolds number (—)𝑇: Temperature (K or ∘C)𝑊: Channel width (m)𝑥: Quality (—)𝑧: Axial distance from the channel inlet
(m).

Greek Symbols

𝛼: Void fraction (—)𝛽: Convergence angle of a channel (∘)𝜌: Density (kg/m3).

Subscripts

1: Mist/annular flow region
2: Injection flow region
3: Slug/bubbly flow region𝑐: Coolant or forced convection
ch: Channelℎ: Homogeneous
in: Inlet𝐿: Liquid
out: Outlet
sat: Saturation𝑡: Total𝑉: Vapor𝑤: Wall𝑧: Distance from channel inlet in the axial direction.
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Impingement cooling has beenwidely employed to cool gas turbine hot components such as combustor liners, combustor transition
pieces, turbine vanes, and blades. A promising technology is proposed to enhance impingement cooling with water droplets
injection. However, previous studies were conducted on blade shower head film cooling, and less attention was given to the
transition piece cooling. As a continuous effort to develop a realistic mist impingement cooling scheme, this paper focuses on
simulating mist impingement cooling under typical gas turbine operating conditions of high temperature and pressure in a double
chamber model. Furthermore, the paper presents the effect of cooling effectiveness by changing the mass and size of the droplets.
Based on the heat-mass transfer analogy, the results of these experiments prove that the mass of 3𝐸−3 kg/s droplets with diameters
of 5–35 𝜇m could enhance 90% cooling effectiveness and reduce 122K of wall temperature. The results of this paper can provide
guidance for corresponding experiments and serve as the qualification reference for future more complicated studies with convex
surface cooling.

1. Introduction

Efficiency is one of the most important parameters in eval-
uating the performance of a gas turbine engine. With even a
1% efficiency increase, the operating costs can be substantially
reduced over the life of a typical power plant. One of themost
effective ways to improve the gas turbine system efficiency is
to increase the combustor outlet temperature. A higher outlet
temperature leads to better system thermodynamic efficiency.
However, outlet temperature is limited by the highest tem-
perature that the material of the gas turbine can withstand.
Spontaneously, we need to consider the efficiency of cooling
technology which plays a significant role in the whole process
as the more efficiency it applied, the higher temperature
of combustor could exit and the efficiency of gas turbine
cycle could reach. Cooling technology has been successfully
applied in protecting turbine airfoils from high temperature
since the last half century [1, 2]. The majority of the literature
has been covered in the book by Han et al. [3]. Such that
most of these studies concentrate on blade shower head film
cooling; however, less attention is given to the transformpiece
cooling [4]. As one of most important cooling technology,
impingement cooling has been studied on transform piece
cooling.

The early investigation on impingement cooling has been
summarized by Chupp et al. [5].They did experimental study
on impingement of a single row of circular jets on semicircu-
lar concave surface. Their results suggested general increases
in heat transfer with approximately the 0.7 power of jet Reyn-
olds number. Dyban and Mazur [6] measured heat transfer
coefficient on a parabolic concave surface and investigated
the effect of jet flow passage curvature. McCormack et al. [7]
found that Nusselt numbers were increased by 100–150% on
the concave surface. Hrycak [8] proposed correlations for
stagnation and average heat transfer coefficient for a row of
impinging jets on a cylindrical concave surface. Wei et al. [9]
investigated impingement and serpentine convection cooling
under the effect of rotation.Their results suggested that rota-
tion effects increase the serpentine cooling and reduce the jet
impingement cooling.

As the working gas temperature continuously increases
to augment thermal efficiency, new cooling techniques are
needed to surpass incremental improvements of conventional
gas turbine cooling technologies. A promising technology is
to enhance film cooling with mist (small water droplets)
injection. Based on the aforementioned heat transfer mech-
anisms, mist can be used in gas turbine systems in different
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ways, including gas turbine inlet air fog cooling [10], over-
spray cooling through wet compression in the compressor
[11], and airfoils (vanes and blades) internal cooling [12–16].
Recently, Li andWang [17] conducted the first numerical sim-
ulations of air/mist film cooling.They showed that injecting a
small amount of droplets (2% of the coolant flow rate) could
enhance the cooling effectiveness about 30–50%. Li andWang
[18] continued a more fundamental study on investigating
the effect of various models on the computational results
including the turbulence models, dispersed phase modeling,
different forces models (Saffman, thermophoresis, and Brow-
nian), trajectory trackingmodel, near-wall grid arrangement,
and mist injection scheme.

As a continuous effort to develop a realistic impingement
cooling scheme, this paper focuses on using a promising tech-
nology to enhance impingement cooling which is to inject
water mist into the coolant flow. The main objective of this
thesis is to elucidate how themass and dimension of the drop-
let affect the mist impingement cooling performance over a
curved surface with a hole of double chamber model, calcu-
lated by CFD. Earlier studies discussed the mist film perfor-
mance on the blade and combustor of gas turbine [10–15].
The model created in the paper looks like a flat with two
double chambers, simulating the structure of transition piece.
Accordingly, the main objectives of the investigation are as
follow: (1) model establishment: discrete-hole impingement
cooling flat surface with an injection coolant intercalation;(2) model analysis: the droplet mass ratio and dimension on
mist impingement cooling effectiveness over a flat surface; (3)
results comparison: the temperature of inner wall, film cool-
ing effectiveness, velocity magnitude contours, and droplet
particle track in various conditions. The results of this paper
can serve as a reference for future experimental validation
and technical implementation to real gas turbine applications.

2. Numerical Method

The new transition piece features a rounded body shape
that balances the heat transfer loading both internally and
externally and eliminates resonant frequency concerns [19],
which consists of heavier walls, single-piece aft ends, ribs,
seal arrangements, and selective cooling. It has an upstream
aperture for the gas flow (which is cylindrical), and it is
used to receive the gas flow directly from the corresponding
combustion liners with a high level of enthalpy; transition
pieces are conjured in a longitudinal direction so that their
downstream ends comprise arched segments to form a ring-
type configuration which opens toward the first stage of the
gas turbine (stator) [20, 21].

A schematic of the flow domain along with boundary
conditions and dimensions is given in Figure 1. As shown
in the figure, the flat model has two chambers with length
of 1050mm, and the outer and inner height is 38mm and
162mm, respectively. The outer chamber in Figure 1 is called
coolant chamber as the side is closed. Contrarily, the inner
chamber goes by the name of mainstream chamber as the gas
could pass through it from one side to another.There is a hole
on the surface of the outerwall, and the distance from the hole
to the end of the model is 520mm.The size of all the holes is
about 10.26mm.

2.1. TurbulenceModel (Realizable 𝑘-𝜀). Thepresent film cool-
ing study involves flow which is steadied, Newtonian, three-
dimensional, incompressible, and turbulent. Such flow
behaves according to three fundamental laws, namely, the
laws of continuity, conservation of momentum, and conser-
vation of energy.

The realizable 𝑘-𝜀model proposed by Shih et al. [22] was
intended to address these deficiencies of standard 𝑘-𝜀models
by adopting the following: (1) realizable 𝑘-𝜀 model contains
a new formulation for the turbulent viscosity; and (2) a new
transport equation for the dissipation rate, 𝜀, is derived from
an exact equation for the transport of the mean square veloc-
ity fluctuation. The modeled transport equations for 𝑘 and 𝜀
in the realizable 𝑘-𝜀model are𝜕𝜕𝑥𝑖 (𝜌𝑘𝑢𝑖) = 𝜕𝜕𝑥𝑗 [(𝜇 + 𝜇𝑡𝜎𝑘) 𝜕𝑘𝜕𝑥𝑗]

+ 𝐺𝑘 + 𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘,
𝜕𝜕𝑥𝑖 (𝜌𝜀𝑢𝑖) = 𝜕𝜕𝑥𝑗 [(𝜇 + 𝜇𝑡𝜎𝜀) 𝜕𝜀𝜕𝑥𝑗]

+ 𝜌𝐶1𝑆𝜀 − 𝜌𝐶2

𝜀2𝑘 + √V𝜀 − 𝐶1𝜀

𝜀𝑘𝐶3𝜀𝐺𝑏 + 𝑆𝜀,
(1)

where

𝐶1 = max [0.43, 𝜂𝜂 + 5] , 𝜂 = 𝑆 𝜀𝑘 , 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗. (2)

In these equations, 𝐺𝑘 and 𝐺𝑏 represent the generation of
turbulent kinetic energy due to the mean velocity gradients
and buoyancy, respectively.𝑌𝑀 is the contribution of the fluc-
tuating dilatation in compressible turbulence to the overall
dissipation rate, and 𝐶1𝜀 and 𝐶2 are constants. 𝑆𝑘 and 𝑆𝜀 are
user-defined source terms. The turbulent (or eddy) viscosity𝜇𝑡 is computed by combining 𝑘 and 𝜀 as follows:

𝜇𝑡 = 𝜌𝐶𝜇𝑘2𝜀 . (3)

A benefit of the realizable 𝑘-𝜀 model is that it better pre-
dicts the spreading rate of both planar and round jets. It is
also stated that it has superior performance for flows involv-
ing rotation, separation, recirculation, and boundary layers
under adverse pressure gradients.

2.2. Stochastic Particle Tracking. To track the trajectory of
droplets, the hydrodynamic drag, gravity, and forces such
as the “virtual mass” force, thermophoretic force, Brownian
force, and Saffman’s lift force are combined to accelerate the
droplet.The energy equation for any individual droplet can be
given as the following equation:

𝑚𝑝𝑐𝑝 𝑑𝑇𝑑𝑡 = 𝜋𝑑2ℎ (𝑇∞ − 𝑇) + 𝑑𝑚𝑝𝑑𝑡 ℎ𝑓𝑔, (4)

where ℎ𝑓𝑔 is the latent heat.The convective heat transfer coef-
ficient (ℎ) can be obtained with an empirical correlation [23,
24].
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Figure 1: Computational domain showing boundary conditions.

The mass change rate or vaporization rate in (4) is gov-
erned by concentration difference between droplet surface
and the air stream:

−𝑑𝑚𝑝𝑑𝑡 = 𝜋𝑑2𝑘𝑐 (𝐶𝑠 − 𝐶∞) , (5)

where 𝑘𝑐 is the mass transfer coefficient and 𝐶𝑠 is the vapor
concentration at the droplet surface, which is evaluated by
assuming that the flow over the surface is saturated.𝐶∞ is the
vapor concentration of the bulk flow, obtained by solving the
transport equations. When the droplet temperature reaches
the boiling point, the following equation can be used to eval-
uate its evaporation rate [25]:

−𝑑𝑚𝑝𝑑𝑡 = 𝜋𝑑2 (𝜆𝑑) (2.0 + 0.46Re0.5𝑑 )
× ln (1 + 𝑐𝑝 (𝑇∞ − 𝑇) /ℎ𝑓𝑔)𝑐𝑝 ,

(6)

where 𝜆 is the gas/air heat conductivity and 𝑐𝑝 is the specific
heat of the bulk flow.

Stochastic method [26] is used to consider turbulence
dispersion effect on droplets tracking.Thedroplet trajectories
are calculated with the instantaneous flow velocity (𝑢 + 𝑢󸀠),
and the velocity fluctuations are then given as

𝑢󸀠 = 𝜍(𝑢󸀠2)0.5 = 𝜍(2𝑘3 )
0.5, (7)

where 𝜍 is a normally distributed random number. This
velocity will apply during the characteristic lifetime of the
eddy (𝑡𝑒), a time scale calculated from the turbulence kinetic
energy, and dissipation rate. After this time period, the
instantaneous velocity will be updated with a new 𝜍 value
until a full trajectory is obtained.

2.3. Boundary Conditions. Boundary conditions were
applied to specific faces within the domain to specify the
flow and thermal variables that dictate conditions within
the model. They are a critical constituent to the simulation,
and it is important that they are specified appropriately. The
masses of water droplets are 0, 3𝐸 − 6, 3𝐸 − 5, 3𝐸 − 4, and3𝐸 − 3 kg/s. The droplet size is given as 5, 15, 25, 35, 45, and
55 𝜇m.

Figure 1(a) also shows the boundary conditions used for
the modeling. Respectively, the cooling air and gas are cours-
ing along the cooling chamber and the mainstream chamber
with the opposite direction. In the cooling chamber, the sim-
ulation is performed using air as the cooling flow; velocity
and temperature contours are set on the jet holes, and then
out from the exit mouth. In another chamber, assume that
the mainstream is a mixture of O2, H2O, CO2, N2, and some
rare gas. Gas velocity and temperature contours are set on the
surface of the sector section; pressure on the exit mouth and
natural convection on the outside wall of the model are con-
sidered as boundary condition (Table 1) [4]. In gas chamber,
egress of the mainstream was fixed and exported free expan-
sion. The assumption of the solid wall of the quarter torus is
modeled with a hypothesis of negligible thermal resistance by
conduction; the thermal properties of the material were con-
sidered by Nimonic 263. The temperature of the coolant and
mainstream flow are set as 300K and 1300K, respectively.

2.4. Mesh and Simulation Procedures. The computational
domain incorporates the model, the HEXAmesh in the soft-
ware, ICEM/CFD, used to generate the structured multi-
block and the body-fitted grid system. This software allows
to separate grids generated for different parts of the flow
domain, using an appropriate grid system. In this study, the
grid system associated with the parts of the mainstream and
the coolant supply plenum isH-type. Figure 2 shows the grids
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Table 1: Boundary conditions.

Component Boundary conditions Magnitude

Mainstream
inlet

Mass flux rate 31.46 [kg/s]
Gas temperature 1300 [K]

Turbulent intensity 5 [%]
Hydraulic diameter 0.324 [m]

Mainstream
outlet

Pressure 1.512 [MPa]
Turbulent intensity 5 [%]
Hydraulic diameter 0.324 [m]

Convection coefficient 10 [W/m2K]

Coolant
chamber

Air temperature 300 [K]
Pressure 1.4552 [MPa]

Pressure recovery
coefficient 0.95

Turbulent intensity 5 [%]
Hydraulic diameter 0.01026 [m]

Droplet
Velocity 0 [m/s]

Mass 3𝐸 − 3, 3𝐸 − 4, 3𝐸 − 5, and3𝐸 − 6 [kg/s]
Size 5, 10, 15, 20, 50, and 75 [𝜇m]

of the computational domain. The total number of the cells
for the 3D domain is 198,068.

This study uses a commercial CFD code based on the
control-volume method, ANSYS-FLUENT 12.0.16, which in
order to predict temperature, cooling effectiveness, velocity
fields, and droplet particle track at different droplet mass and
size. All runs were made on a PC cluster with four Pentium-4
2.8GHz personal computers. The convergence criteria of the
steady-state solution are judged by the reduction in the mass
residual by a factor of 6, typically, in 2000 iterations.

3. Result and Discussion

In this section, the results obtained with a different mass ratio
and dimension of droplet are presented in order to validate
the CFD model above so that the mist impingement cooling
physics would be well studied.

3.1. Effect of Droplet Mass. Comparison of the temperature
and cooling effectiveness results of four droplet masses (3𝐸 −3, 3𝐸−4, 3𝐸−5, and 3𝐸−6 kg/s) is shown in Figure 3. In this
condition, the size of all droplets is 5 𝜇m. Similar to the results
under high pressure and temperature conditions [4], the
heavier droplets are shown to provide better enhancements.
The figure illustrates that the temperature at the starting point
of the wall is high, and then it starts to go down. The starting
point is cooled by the coolant holes at the 𝑍 = 525mm
on the outer wall, while the same temperature is maintained
throughout the coolant hole. With the droplet mass increase,
the color of temperature distribution in the same region
becomes lighter which indicates that the surface has been
better protected by the coolant flow. Since the jet flow seems
to possess sufficient capacity to receive more mist flow, it is

x

y

z

Figure 2: Mesh.

interesting to see the effect of injecting more mist into the jet
flow.

The adiabatic cooling effectiveness (𝜂) is used to examine
the performance of film cooling. The definition of 𝜂 is

𝜂 = 𝑇𝑔 − 𝑇aw𝑇𝑚 − 𝑇𝑐 , (8)

where 𝑇𝑔 is the mainstream hot gas inlet temperature, which
is a fixed value for calculation of the adiabatic cooling
effectiveness of any location, and 𝑇𝑐 is the temperature of the
coolant, which is assigned as a constant of 300K in this issue.𝑇aw is the adiabatic wall temperature.

The cooling effectiveness is defined the same as it was in
the previous section. To evaluate the cooling enhancement
of adding mist into the air film, the net enhancement is
plotted on the secondary 𝑦-axis on the right-hand side. The
net enhancement is defined as follows:

Net Enhancement = (𝜂𝑚 − 𝜂)𝜂 . (9)

The subscript “𝑚” means mist is added. Without any
subscript, it means air-only film is used. From the definition,
net enhancement is zero if the mist cooling effectiveness
is the same as the air-only cooling effectiveness. Note that
mist film cooling itself can be improved by using different
droplet masses. Figure 4 shows the cooling effectiveness
and enhancement ratio when different droplet masses are
employed. For simplicity, it can be seen that when the
droplet mass is 3𝐸−6 kg/s, the adiabatic cooling effectiveness
increases significantly. Compared with the normal case, the
cooling effectiveness of MIC provides 90% in axis 𝑍 =550mm. The cooling effectiveness lines are almost the same
with no MIC case condition when the droplet mass is 3𝐸 − 6,3𝐸 − 5, and 3𝐸 − 4 kg/s. Therefore, it is plausible that the
temperature and cooling effectiveness contours of lighter
mass cases (3𝐸 − 6, 3𝐸 − 5, and 3𝐸 − 4 kg/s) are similar to
the no MIC case.

3.2. Effect of Droplet Size. In real applications, the size of
droplet is another factor that could affect the mist impinge-
ment cooling results. Comparison of the cooling effectiveness
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Figure 3: Comparative analysis of temperature and cooling effectiveness at different droplet masses (no droplet, 3𝐸 − 6, 3𝐸 − 5, 3𝐸 − 4, and3𝐸 − 3 kg/s) showing vortex induction towards the inner wall and (a) temperature distribution of inner wall and (b) cooling effectiveness
distribution.
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Figure 6: Distributions of velocity magnitude contours and droplet particle track in different sizes with 3𝐸 − 3 kg/s droplet mass: (a) droplet
particle track and (b) velocity vector plot.

in different sizes (5, 15, 25, 35, 45, and 55𝜇m) with 3𝐸−3 kg/s
droplet mass is shown in Figure 5. In the picture, the cooling
effectiveness lines are almost the same when the droplet size
is 5, 15, 25, and 35 𝜇m. However, the cooling effectiveness is
reduced by increasing the droplet size (45 and 55 𝜇m), and
they all have the same trend with the normal case. Before axis𝑍 = 600mm, the smaller droplets are shown to provide better
enhancements. The small droplets provide higher surface to
volume ratio, so evaporation completes more rapidly and
effectively than the larger droplets. The results show that its
effect on cooling effectiveness is negligible because the size is
found very large (larger than 35 𝜇m) in the currently studied
cases.

Figure 6 shows the velocity magnitude contours and the
droplet particle track in the different size cases. Figure 6(a)
shows that the droplets impact the inner wall, which moved
with the coolant jet from the hole. In the small size cases (5,
15, 25, and 35 𝜇m) of Figure 6(a), all the droplets evaporate
before axis 𝑍 = 600 𝜇m in the coolant chamber. However,
larger droplets may exit the computational domain without
complete evaporation due to low evaporation rate or short
residential time. Therefore, it is plausible that the large drop-
lets move farther away from the wall than small droplets
under the condition in the current study due to the high
inertia force from jet injection. This mechanism of larger
droplets moving further away from the wall contributes to
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ineffectiveness of producing film cooling protection of the
inner wall even though the latent heat absorption can reduce
the coolant chamber temperature.

To explain the effect of droplet size on MIC enhance-
ment with flat configuration, velocity vectors at the coolant
chamber are plotted and shown in Figure 6(b). The figure
shows that the small size cases (5, 15, 25, and 35 𝜇m) jet
velocity vectors aremuch shorter in the coolant chamber than
large size cases (45 and 55 𝜇m). The small size cases jet is
formed as the impinging jet turning parallel to the surface
from the stagnation region. Due to jet-to-jet interaction after
impingement, the flow becomes complex with a large 3D
recirculation zone in the large size cases. Corresponding to
the large recirculation zone, the droplet particle track of the
large size cases offsets to one side of coolant chamber.

4. Conclusion

Acomplete three-dimensional numerical simulation of amist
impingement cooled flat double chambermodel is conducted
to study coolant structure, and it has been proven that this
structure could be influenced by the droplet mass and size.
This feature is very favorable in considering applying mist
impingement cooling in the transition piece because of the
following.

(i) The liquid droplets in the film provide a more
extended impingement cooling coverage effect than
the air impingement cooling.

(ii) Comparedwith noMIC case, themaximumenhance-
ment of adiabatic cooling effectiveness is about 90%
for the 3𝐸 − 3 kg/s droplet mass case, corresponding
to an additional adiabatic wall temperature reduction
of 122K.

(iii) Smaller size droplets (5, 15, 25, and 35 𝜇m) provide
80–90% better cooling performance than larger size
droplets (45 and 55 𝜇m).

Nomenclature

𝐷𝑎: Diameter of coolant chamber𝐷𝑔: Diameter of mainstream chamber𝐿: Length of the model𝑇: Absolute static temperature𝑋, 𝑌, 𝑍: Nondimensional coordinates in diameter,
spanwise, and mainstream directions.

Greek Symbols

𝛼: Injection angle𝜂: Film cooling effectiveness.

Suffixes

𝑔: Mainstream flow𝑐: Coolant flow
aw: Adiabatic wall𝑚: Mist added𝑠: Size.
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Fossil-fired thermal power plants (TPP) produce a significant part of electricity in the world. Because of the aging TPPs and so
their equipment (especially boiler), thermal power plants also produce less power than their installed capacities, and there has
been power loss in time.This situation affects the supply and demand balance of countries. For this reason, aging equipments such
as pulverized coal-fired boiler (PCB) must be renewed and power loss must be recovered, instead of building new TPPs. In this
study, economic analysis of rebuilding an aged pulverized coal-fired boiler with a new pulverized coal-fired boiler including flue
gas desulfurization (FGD) unit and a circulating fluidized bed boiler (FBB) are investigated in an existing old TPP. Emission costs
are also added to model, and the developed model is applied to a 200MWe pulverized coal-fired thermal power plant in Turkey.
As a result, the payback period and the net present value are calculated for different technical and economic parameters such as
power loss, load factor, electricity price, discount rate, and escalation rate by using the annual value method. The outcomes of this
study show that rebuilding of a pulverized coal-fired boiler with a new one is amortized itself in a very short time.

1. Introduction

Population increment, industrializing, and technologic
development result directly in increasing energy
consumption.This rapid growing trend brings approximately
the very important environmental problems such as air
pollution and greenhouse effect. Nowadays, about 80% of
electricity in the world is produced from fossil fuel-fired
thermal power plants [1–3].

Coal is the most abundant fossil energy resource in the
world and exists in almost every major region of the world,
but its quality varies greatly from region to region. Coal-fired
thermal power plants (TPPs) are the most widely used plants
worldwide. Actual electricity production of coal-fired TPPs
is 41% of annual world electricity generation, and by 2030
this percentage is expected to rise to 44%. However, many
countries use aged pulverized coal-fired boilers (PCBs) (25–
40 years) for electricity generation.Moreover, coal (especially
poor quality) used in these TPPs for electricity generation

causes crucial environmental problems, such as global warm-
ing and acid rain, because the poor quality coal cannot
be burned cleanly and efficiently in these boilers and their
performance deteriorates. Hence, the thermal efficiency of
TPPs is to be lower [1, 4–13].

Although the share of TPPs generating electricity is about
64% within the total installed power in Turkey; its ratio
at the compensation of electricity demand is about 75% in
2012. Nowadays, more than 50% of the amount of electricity
generated from TPPs is dependent on imported fuel sources,
especially natural gas. It is obvious that the main solution
of problems like these is efficient utilization of the domestic
fuel sources. Therefore, enhancing the performance of the
aged coal-fired TPPs is a necessity in terms of energy policy,
national security, fuel reserve, and environmental concerns
[1, 2, 14–16].

In the present work, firstly, economic analysis of rebuild-
ing an aged pulverized coal-fired boiler (PCB) with a new
pulverized coal-fired boiler including flue gas desulfurization
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system (FGD) and a circulating fluidized bed boiler (FBB) are
examined in an existing old thermal power plant. Secondly,
emission costs are added to model, and the developed
model is applied to a 200MWe pulverized coal-fired thermal
power plant in Turkey. Thirdly, the payback period and
the net present value are calculated for different technical
and economic parameters such as power loss, load factor,
electricity price, discount rate, and escalation rate by using the
annual value method. As a result, the outcomes of this study
show that rebuilding of aged pulverized coal-fired boiler is a
necessity for aging thermal power plants.

2. The Importance of Rebuilding

Because of the aging thermal power plants (TPPs) and so their
equipment, thermal power plants also produce less power
than their installed capacities, and there has been power loss
in time. For example, boiler is one of the most important
equipment in TPPs. Due to the aging of boilers, the problems
such as slag and degradation of heat transfer increase and
boilers produce less steam than their design values. As a
result, TPPs also produce less power than their design values.
Developing countries need more power and must build new
plants tomeet increasing demand. So, countriesmust recover
power loss in agingTPPs, instead ofmaking new investments.
Moreover, chronic power shortages and scarcity of capital
funds have led many countries to apply them to rebuilding
of aging thermal power plants, instead of building new ones,
because new power projects go through long environmental
assessments and approval processes. Development of infras-
tructure for these projects, following the approval, also takes
considerable time and entails high capital costs, whereas
rebuilding of aging TPPs can be done in a relatively short time
at a much lower cost.Therefore, TPPs can addmore power to
grid and benefit from recovering capacity through upgrades
of old equipment such as aging boiler. In this connection,
upgrading of aged pulverized coal-fired boilers (PCBs) can
be one of the urgent needs for many countries because of the
economic and environmental pressures [1, 6, 9, 14, 15].

In addition, aged PCBs must deal with both the decreas-
ing quality of fuel and strict environmental standards. More-
over, the performance of these boilers is very bad, and
emissions are very high. It is a vital issue to meet the
increasing electricity demand and decrease emissions for
many countries. Therefore, the rebuilding of aged PCBs with
new one can be very important for adding more power to the
grid and decreasing emissions.

3. Methodology

In this study, all costs and benefits during the economic
lifespan of the system are expressed annually. Then, the
payback period and the net present value are calculated
for rebuilding of aged pulverized coal boiler (PCB) with a
new PCB including flue gas desulfurization (FGD) unit and
circulating fluidized bed boiler (FBB).

The rebuilding of aged PCB with a new PCB including
flue gas desulfurization unit or a circulating FBB requires

some changes, such as need for more area for FGD unit
or replacement of super heaters. In addition, operation and
maintenance costs will be different by rebuilding. Also,
the thermal power plant is not operated throughout the
rebuilding. Therefore, electricity is not sold during the
rebuilding. Moreover, the results will change by adding
FGD unit, because emissions will decrease. So, emission
taxes will decrease. All these factors have been considered
in the study. Because the proportion of auxiliary power
consumption within total expenditure is very low, it is not
taken into consideration in the analysis. Moreover, a similar
methodology has been used, and assumptions have been
taken as the same for two different technologies except for
specific costs. Accordingly, total expenditure (𝐸) and gain (𝐺)
can be calculated from (1) and (2), respectively [17–23].

Consider the following:

𝐸 = (𝐶𝐼 + 𝐶𝐷 + 𝐶𝑂)𝑁 + 𝑅𝐿 [$] , (1)

𝐺 = 𝐺𝐸 + 𝐺𝐹 + 𝐺EM [$/year] , (2)

𝑅𝐿 = 𝑁𝑜 ⋅ LF ⋅ DP ⋅ 𝑃𝑒 [$] , (3)

𝐺𝐸 = 𝐻 ⋅ LF ⋅ (𝑁 − 𝑁𝑜) ⋅ 𝑃𝑒 [$/year] , (4)

𝐺EM = 𝐺CO2 + 𝐺SO2 + 𝐺NO𝑥 [$/year] , (5)

𝐺𝐹 = 860 ⋅ 𝐻 ⋅ 𝑁𝑜 ⋅ LF ⋅ 𝑃𝑓
LHV

⋅ ( 1𝜂tho − 1𝜂th) [$/year] , (6)

where𝐸 is the total cost,𝐶𝐼 ($/kWe) is the specific investment
cost for new PCB with FGD, FBB, and auxiliary equipment,𝐶𝐷 ($/kWe) is the specific cost of dismantling, erection,
and commissioning, 𝐶𝑂 ($/kWe) is the specific constant
operation and maintenance cost such as employees’ salary,𝑅𝐿 is the revenue lost for the downtime period, 𝐺 is the
annual total gain, 𝐺𝐸 is the annual additional electricity
gain obtained from incremental power production, 𝐺𝐹 is the
annual additional gain because of fuel savings, 𝐺EM is the
annual gain due to the decrease in emissions after rebuilding,
DP (h) is the downtime period, 𝑃𝑒 ($/kWeh) is the unit
electricity price,𝑃𝑓 ($/kg) is the unit fuel price, LHV (kcal/kg)
is the low heat value of fuel, 𝐻 (h) is the annual average
operation duration of the plant, 𝜂tho is the thermal efficiency
of TPP before rebuilding, 𝜂th is the thermal efficiency of TPP
after rebuilding,𝑁 (kWe) is the installed power of the plant,𝑁𝑜 (kWe) is the operating power before revamping, and LF
(%) is the annual average load factor of plant.

Unit emission cost is taken as $0,22/kgCO2, $11/kgSO2,
and $5,7/kgNO𝑥 for CO2, SO2, and NO𝑥, respectively [17, 19,
20, 22, 23]. Then, annual emission costs are found and added
to total gain.

Total expenditure (𝐸) can be converted to annual constant
expenditure (𝐸𝑦) by using amortization factor (AF). Then,
payback period (PBP) can be calculated (9). The payback
period is the time of equality of the cost and benefit.
Therefore, it is calculatedwith the rate of total annual constant
expenditure (𝐸𝑦) to total annual gain (𝐺). Net present value
(NPV) which includes escalation rates for electricity price
and fuel price and discount rate can be determined from (10).
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Table 1: Technical and economic parameters for the case study.

Description Symbol Unit Value
Specific investment cost for FBB and auxiliary equipment 𝐶𝐼 $/kWe 220
Specific investment cost for new PCB with FGD and auxiliary equipment 𝐶𝐼 $/kWe 200
Specific investment cost for dismantling, erection, and commissioning for FBB rebuilding 𝐶𝐷 $/kWe 40
Specific investment cost for dismantling, erection, and commissioning for PCB with FGD rebuilding 𝐶𝐷 $/kWe 10
Specific operation and maintenance cost for FBB 𝐶𝑂 $/kWe 15
Specific operation and maintenance cost for new PCB with FGD 𝐶𝑂 $/kWe 5
Installed power of the plant 𝑁 kWe 200
Existing operating power 𝑁𝑜 kWe 160
Downtime period DP h 720
Load factor 𝐿𝑓 % 85
Low heat value of fuel (1800 kcal/kg) LHV kJ/kg 7535
Thermal efficiency of TPP before revamping 𝜂tho % 33
Thermal efficiency of TPP after revamping 𝜂th % 35
Unit electricity price without fuel cost 𝑃𝑒 $/kWeh 0.035
Unit fuel price 𝑃𝑓 $/kg 0.04
Discount rate 𝑟 % 5
Economic lifespan 𝑛 Year 25

Consider the following:

𝐸𝑦 = 𝐸 ⋅ AF [$/year] , (7)

AF = (1 + 𝑟)𝑛 ⋅ 𝑟(1 + 𝑟)𝑛 − 𝑟 , (8)

PBP = 𝐸𝑦𝐺 [year] , (9)

NPV = 𝑛∑
𝑡=𝑜

[𝐵(𝑡) − 𝐶(𝑡)] ⋅ (1 + 𝑟)−𝑡 [$] , (10)

where 𝑛 (year) is the economic life span, 𝑡 is the period, and𝑟 (%) is the discount rate.

4. Case Study and Discussion

The prior aim of this study is to present a general economic
model to evaluate quickly the rebuilding of aged pulverized
coal-fired boiler (PCB) with a new one in existing thermal
power plants (TPPs). Hence, it can be an important study for
the evaluation of aging TPPs for researchers and operators
of TPPs. Specific costs such as 𝐶𝐼, 𝐶𝐷, and 𝐶𝑂 and technical
data for case study have been taken from the literature ([1,
6, 15, 21]), authorities of Turkish Electricity Generation Co.,
Inc. (EUAS; http://www.euas.gov.tr/), and operators of Soma
Thermal Power Plant (an institution of EUAS) in Manisa
in Turkey. EUAS produces about half of Turkish electricity
production, and it is a very important official institution
of Turkey. Therefore, they are approximate values for case
study. Conclusions of case study depend on these values.
Moreover, auxiliary power consumption and boiler efficiency
for two firing system are important parameters. Because
the proportion of auxiliary power consumption within total
expenditures is low and boiler efficiency for two firing system

is very close to each other [6, 12], they are not taken into
consideration in the analysis, but more accurate and sensitive
solutions can be obtained from the development model by
considering real cost values, auxiliary power consumption,
and combustion efficiency.

Coal (especially lignite) is an important fuel source for
Turkey and it is used mostly for electricity generation. On
the basis of the latest estimates, the total lignite reserves of
Turkey have reached approximately 11.5 billion ton. However,
poor quality lignite (below 2000 kcal/kg) accounts for about
70% of these reserves. Share of better quality lignite (over
3000 kcal/kg) is very low (6%). The other lignite reserve
(between 2001 and 3000 kcal/kg) accounts for about 24% [7,
16].The developed model is applied to a 200MWe pulverized
coal-fired TPP in Turkey. Then, the payback period (PBP)
and net present value (NPV) are computed. Coal quality
effects PBP and NPV. Coal quality is directly related to lower
heating value. The coal used in a 200 MWe thermal power
plant example is poor quality coal (lower heating value is
1800 kcal/kg). Therefore, PBP decreases and NPV rises if
the coal quality increases. Table 1 taken from the literature
shows the technical and economic values for the case study
[1, 6, 15, 16].

PBP and net present value NPV can change from country
to country. Therefore, the effects of almost all technical and
economic parameters, such as power loss, downtime period,
escalation rate, and discount rate on PBP and NPV are inves-
tigated. As a result, it is seen that power loss has a significant
effect on the NPV and PBP. When the power loss increases
in the aged pulverized coal-fired TPP, the PBP decreases, and
the NPV rises. So, the rebuilding is indispensable if power
loss is high in aged pulverized coal-fired TPPs, especially after
30MWe. NPV and PBP values are closer to each other for
FBB and new PCB with FGD system when emission costs are
not included (Figures 1 and 2), because TPPs can add more
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Figure 1: The variation of payback period (PBP) with power loss at
PCB with FGD and FBB without emission costs.
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Figure 2: The variation of net present value (NPV) with power loss
at PCB with FGD and FBB without emission costs.

power to grid and benefit from recovering capacity through
upgrades of aging equipment. The other parameters are also
investigated in this study. However, their effects are less than
power loss effects, so there is no place in this paper.

When the emission costs are added to FBB system,
rebuilding is more advantageous (Figures 3 and 4). The
results show the necessity of rebuilding with FBB in many
countries when the taxes for emissions are engaged in the
future. Besides, the results with emission taxes present the
necessity of adding an eliminating system, because the PBP
is decreasing and the NPV is increasing too much when the
emission costs are eliminated. The difference between results
includes and excludes emission taxes which are clearly seen
from Figures 3 and 4.

Figures 5 and 6 show the variation of the payback period
with downtime period and load factor at new PCB with FGD
without emission costs, respectively. When the downtime
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Figure 3: The variation of payback period (PBP) with power loss at
FBB.
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Figure 4: The variation of net present value (NPV) with power loss
at FBB.

period is decreased and the load factor is increased, pay-
back period is diminished, because after rebuilding, income
increases.

5. Conclusions and Suggestions

This study firstly presents a general economic model for
the rebuilding of a pulverized coal boiler (PCB) with a
new PCB including flue gas desulfurization (FGD) unit and
circulating fluidized bed boiler (FBB). Secondly, a case study
is performed for a 200MWe aging pulverized coal-fired
thermal power plant (TPP). Finally, the emission taxes are
added to the model, and analysis is repeated.

Payback period (PBP) and net present value (NPV) are
closer to each other for FBB and new PCB including FGD
when emission costs are not included. Of the investigated
parameters, power loss has the greatest effect on PBP and
NPV. Therefore, if power loss is very high in the existing
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Figure 5:The variation of payback period with downtime period at
new PCB with FGD without emission costs.
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Figure 6: The variation of payback period with load factor at new
PCB with FGD without emission costs.

TPP, the rebuilding will be very convenient. The more the
increase of power loss at the old thermal power plant is,
the more advantageous the rebuilding gets, especially after
30MWe. The results show that the rebuilding of PCB with
a new PCB with FGD unit system or FBB system is a cost-
effective method, since it is amortized in a very short time.

Moreover, the results show the necessity of rebuilding
when the taxes for emissions are engaged in a lot of countries
in the future. When the emission costs are added to the
model, rebuilding is more advantageous. When the emission
taxes are added to the costs, the results are changing very
much, the PBP is decreasing and the NPV is increasing too.

The prior aim of this study is to present a general
economic model to evaluate quickly rebuilding of aged PCB
with a new one in TPPs and to show that rebuilding of a
PCB with a new one is a necessity. Technical and economic
data in the case study are approximate values. Conclusions
of the case study depend on these values. Therefore, more
accurate and sensitive solutions can be obtained from the
development model by considering real cost values, auxiliary
power consumption, and combustion efficiency.

References

[1] B. Cetin, “Economic model for the revamping of a pulverized
coal-fired boiler,” Energy Sources B. In press.

[2] H. H. Erdem, A. V. Akkaya, B. Cetin et al., “Comparative
energetic and exergetic performance analyses for coal-fired
thermal power plants in Turkey,” International Journal of Ther-
mal Sciences, vol. 48, no. 11, pp. 2179–2186, 2009.
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This paper presents the results of a CFD analysis and experimental tests of two identical miniature flat plate heat pipes (FPHP) using
sintered and screenmesh wicks and a comparative analysis andmeasurement of two solid copper base plates 1mm and 3mm thick.
It was shown that the design of the miniature FPHP with sintered wick would achieve the specific temperature gradients threshold
for heat dissipation rates of up to 80W.The experimental results also revealed that for localised heat sources of up to 40W, a solid
copper base plate 3mm thick would have comparable heat transfer performances to that of the sintered wick FPHP. In addition, a
marginal effect on the thermal performance of the sintered wick FPHP was recorded when its orientation was held at 0∘, 90∘, and
180∘ and for heat dissipation rates ranging from 0 to 100W.

1. Introduction

Conventional heat sink-fan air coolers in electronics packages
are becoming inadequate for use in faster, compact, andmore
powerful multitasked microprocessors that generate large
quantities of attendant heat. This has led current research to
focus on high-performance and compact thermal solutions
[1]. Heat pipes have been extensively researched and applied
in various embodiments for electronics cooling ranging from
simple cylindrical geometries to complex configurations [2].
FPHPs in particular have high-heat transfer capability, can
maintain a uniform temperature over the evaporator surface
when densely packed with heat-generating components, and
decrease the thickness of finned heat sinks base material [3–
6].

Recent research by Christensen and Graham [7] investi-
gated the performance of heat sinks in packaging high-power
(>1W) light-emitting diode (LED) arrays and concluded that
flat plate heat pipes form an important thermal component
to achieve long operating life and high reliability. Huang and
Liu [8] demonstrated analytically the increased capability of
mounting a localised heat source and heat sink on the same

surface of an FPHP. Similarly, Qin and Liu [9] investigated
liquid flow in an anisotropic permeability wick of a flat plate
heat pipe, determining the effect of heat source location on
fluid distribution in the inside of the heat pipe. Further work
on finding the optimum location of mounting multiple heat
sources on an FPHP evaporator surface was demonstrated
by Tan et al. [10] through a simplified analytical solution to
a two-dimensional pressure and velocity distribution within
the wick. Recently, Sonan et al. [11] developed a simulation
model for the transient thermal performance of a 40 ×
40 × 0.9mm FPHP with specific applications to cooling
multiple electronics components where space restriction
imposes that heat sources and heat sinks need to be mounted
on the same surface. The above research agrees that a cost
premium associated with a well-designed FPHP for advanced
thermal management solution in electronics cooling should
be reflected in its superior thermal performance compared
to solid copper or aluminium base materials of similar
dimensions.

This paper investigates the design and thermal perfor-
mance of a miniature FPHP as an effective supporting shelf
for printed circuit boards (PCB) of radio frequency (RF)
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Figure 1: Schematic of the electronics cooling enclosure.

components to dissipate and transport heat away to the
aluminium enclosure. In this paper, two identical miniature
FPHPs configurations onewith a sintered copper powder and
the other one with a screen copper mesh wick were designed
and tested. A further benchmarking exercise, using bothCFD
analysis and experimental measurements, was carried out by
comparing the thermal performance of the FPHP to that of a
monolithic solid copper plate with similar dimensions.

2. Description of the Electronics Enclosure
Cooling System

The work addresses the cooling requirement to maintain a
specified temperature limit for heat-generating RF compo-
nents that are housed in an existing aluminium enclosure
as part of a large telecommunication control system. The
aluminium enclosure consists of two separate copper shelves
and an air cooled finned base plate, as shown in Figure 1. The
PCB of high heat dissipating RF components was mounted
on the lower shelf of the enclosure to allow for direct contact
with the base heat metal spreader while low-power rated RF
components were placed on the top shelf. In the original
design, the enclosure’s shelves were made of 1mm thick
copper base. However, frequent and premature failures of RF
components prompted the review of the enclosure’s thermal
performance. Hence, a redesign of the copper shelves to keep
the operating temperature gradients of the RF components
within the specified limits was performed using both CFD
simulation and an experimental validation analysis.Thework
consists in investigating the thermal performance of the
enclosure’s shelves that are made of a 1mm and 3mm solid
copper base plates and two miniature FPHPs of 5mm overall
height with one using sintered copper powder wick and the
other one a screen mesh wick.

2.1. FPHP Design. The FPHP base material was made of cop-
per material and water was selected as the working fluid for
its compatibility and suitable operating temperature range.
The outer shell of the constructed prototypeminiature FPHPs
for the sintered and mesh wicks is shown in Figure 2(a).
The inner structure of the sintered wick FPHP with the

condenser cover plate removed to reveal the sintered wick
layer and erected pillars on the evaporator surface is shown
in Figure 2(b). Similarly, the structure of the miniature FPHP
with copper mesh wick is shown in Figure 2(c). The design
of the mesh wick FPHP was adopted from Bakke [12] and
Rosenfeld et al. [13], which consists of using a fine mesh layer
to provide capillary pumping force of the working fluid and a
coarse mesh to support and maintain the structural integrity
of the vapour space.

2.2. FPHP CFD Simulation. The thermal performance of the
miniature FPHP was simulated using FloTHERM, a com-
mercial CFD simulation software. The computer simulation
includes analysing the complex flow pattern of the working
fluid in the wick and establishing the temperature profiles
in the FPHP evaporator. Flotherm is a finite volume-based
software package that uses simpleCartesian gridmeshing and
has built in boundary conditions for common heat transfer
devices.The rectangular shape of the FPHP, heater block, and
cold plate lend themselves well to meshing using Cartesian
coordinates and hence the use of Flotherm for a fast and
converging solution. Description of the mathematical model
formomentum,mass, and energy conservation that underpin
the CFD simulation was not the focus of this paper as similar
models are widely available in published literature that can be
found in [14–16].

The Flotherm model was built using standard Cuboids
and Prism elements for the FPHP components including
the evaporator and condenser copper plates, the wick layer,
the void (vapour) space, and the supporting solid columns.
Planar resistance object model was used to define the thermal
properties for each object. This is a useful tool where the
thermal resistance of an object can be inserted manually
or determined from other thermal parameters such as the
thermal conductivity and heat transfer coefficient. Modelling
of the porous wick layer, in particular, requires prior knowl-
edge of the permeability of the porous wick structure. The
volumetric flow rate, 𝑉̇, of theworking fluidwas also required
as an input parameter in the simulation. This was calculated
from the following relationship:

𝑉̇ = ̇𝑄𝐻𝜌𝑙ℎ , (1)

where 𝑄̇𝐻 is the rate of heat generation in the heat source andℎ, and 𝜌𝑙 are the latent heat and density of the working fluid,
respectively. In addition, it is well known that the failure of
heat pipes is often attributed to operation beyond the device’s
wick capillary limit. This can be obtained by characterising
the actual pressure of the liquid in the wick pores under
different heat flux levels using Laplace-Young equation as
follows [1]:

Δ𝑝𝑐 = 2𝜎𝑙𝑟pore , (2)

where Δ𝑝𝑐 is the capillary pressure drop in the wick, 𝜎𝑙 is the
surface tension of the liquid, and 𝑟pore is the pore radius of the
wick.
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Equally, the effective thermal conductivity of a saturated
wick, 𝑘eff, was obtained from the following expression [17, 18]:

𝑘eff = 𝛽 (𝜑𝑘𝑙 + (1 − 𝜑) 𝑘𝑠)
+ (1 − 𝛽)𝜑/𝑘𝑙 + (1 − 𝜑) /𝑘𝑠 ,

(3)

where 𝜑 is the porosity of the wick, 𝑘𝑙 and 𝑘𝑠 are the thermal
conductivity of liquid water and solid wick, respectively.
According to Bhattacharya et al. [17], the best-fit data for
measuring the effective thermal conductivity of a porous

material is for 𝛽 = 0.35 with an overall 𝑅2 value of 0.97. This
is consistent with measured thermal conductivities of about
40W/(mK) in heat pipes with fully saturated wicks, while the
vapour space is considered to have a very large heat transfer
coefficient of the order of 50000W/m2K [16, 18].

A schematic representation of the sintered wick heat pipe
given in Figure 3 illustrates the location of the heat source, a
cross section of the wick layer, the working fluid circulation
paths, and the condenser cold plate heat sink.

In this analysis, it was also assumed that the heat source is
of constant heat flux type which is applied to the evaporator
base plate (at 𝑧 = 0) immediately under the heat source while
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the remaining outer surface of the evaporator including the
edgewalls is considered to be adiabatic. In the inner section of
the heat pipe, it was assumed that the liquid-vapour interface
temperature is equal to the vapour saturation temperature
of the working fluid that can be calculated from Clausius-
Clapeyron relationship [19]. Similarly, the liquid velocity at
the interface of the wick layer-evaporator wall was assumed
to equal zero. At the condenser-vapour interface, the temper-
ature of the condenser section wasmaintained at 35∘Cusing a
chilled liquid cold plate with a heat transfer coefficient in the
order of 2000W/(m2K).

A thermocouple placed at the interface surface between
the evaporator and heat source was used to measure the
temperature of the heater block, 𝑇𝐻, and a further two
thermocouples were placed at the two farthest corners on
the evaporator to measure 𝑇corner1 and 𝑇corner2. Furthermore,
the heat dissipation from the RF components was simulated
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Figure 6: Temperature variation of a 1mm and 3mm thick copper
base plates.

Table 1: Design properties of the sintered and mesh wick miniature
FPHP.

Casing
Material Copper
Height 3mm
Dimension 45mm × 45mm
Heater block size 10mm × 10mm
Working fluid Water

Sintered copper powder wick
Wick thickness 0.5mm
Vapour space height 1.5mm
Porosity 50%
Pore radius 40𝜇m
Permeability 1.43 × 10−11 m2

Screen copper mesh wick

Fine mesh material Phosphor bronze
320 mesh/in

Wire diameter 0.03mm
Porosity 42%
Wick thickness 1mm

Supporting coarse mesh material Phosphor bronze
16 mesh/in

using an electric heater cartridge that is inserted in a solid
aluminium block of 10mm × 10mm with a controlled heat
dissipation rates. The condenser surface was maintained to
the desired temperature of 35∘C by clamping directly onto its
surface a chilled water cold plate.Themain design properties
of the miniature FPHPs with sintered and mesh wicks are
given in Table 1.

2.3. CFD Simulation Results. The CFD simulation was used
to evaluate the sintered wick FPHP thermal performance by
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Figure 7: Screen mesh wick FPHP temperature variation at various
heat dissipation levels and tilt angles: (a) heat source temperature,
(b) evaporator surface temperature gradient.

analysing the steady state liquid flow pressure and velocity
distribution in the sintered wick as shown in Figure 4. The
speed of the liquid flow in the wick structure is presented
by arrows pointing towards the heat source (dashed line
square) and arranged by colour in contours of equal speeds.
It can be seen that the speed of the liquid flow is lowest
at regions most distant from the heat source (contours of
purple arrows) and increases gradually as the liquid is drawn
towards the heat source (contours of orange and red arrows)
to replenish the evaporated liquid from the wick pores in
the constant heat flux section. The liquid flow speed then
drops sharply in the region immediately underneath the heat
source as the liquid evaporates from thewick.The effect of the
sintered pillars is also visible in that the liquid flow speed field
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Figure 8: Sintered wick FPHP temperature at various heat dissipa-
tion levels and tilt angles: (a) heat source temperature, (b) surface
temperature gradient.

contours are altered in a way that high-fluid speed spots were
developed around the pillars. Furthermore, Figure 4 shows
the liquid pressure distribution in the wick with the high
pressure region (in red colour) away from the heat source and
the low-pressure regions (in blue/purple colour) immediately
beneath the heat source.

From the CFD analysis, it was found that the total pres-
sure difference generated by the capillary forces of the wick
is 2089.6N/m2. This is markedly lower than the capillarity
pumping limit of the wick of 3952N/m2 which was calculated
using (2) under the working conditions given in Table 2.

3. Experimental Setup and Results

The experimental rig setup to test the thermal performance
of the miniature FPHP and solid copper base samples is
shown in Figure 5. The rig was equipped with a liquid filling
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Figure 9: Thermal resistance: (a) one dimensional resistance, (b) spreading resistance.

Table 2: Saturated wick operating properties.

Heat
load

Liquid
surface tension

Liquid
density

Liquid latent
heat of vaporisation

Sintered powder
wick permeability

Liquid flow rate
from (1)

Pressure drop
from (2)

Pressure drop
(CFD)𝑄̇𝐻 (W) 𝜎𝑙 (kg/s2) 𝜌𝑙 (kg/m3) ℎ (kJ/kg) 𝜀wick (m2) 𝑉̇ (m3/s) Δ𝑃𝑐 (N/m2) Δ𝑃CFD (N/m2)

80 0.0626 972 2310 1.43𝐸 − 11 3.563𝐸 − 08 3952 2089.6

Table 3: Sintered wick FPHP thermal resistance calculation uncer-
tainty.

Heat input (W) 20 40 60 80
Calculated thermal resistance
uncertainty (%) 13.60 6.00 4.14 3.80

and venting system for charging the FPHP, a rotating beam
for mounting the heat pipe at different tilt angles (0∘ to
180∘), a variable power supply to control heat dissipation
from the heat source, a chilled water supply to control
the condenser temperature, and associated sensors and data
acquisition equipment. The miniature FPHP test sample was
clamped onto the tilting beam with 0∘ angle being designated
for operation against gravity (i.e., evaporator is above the
condenser). An electric heater cartridge placed inside an
aluminium block of 10mm × 10mm was used as heat source
which heat dissipation rate was controlled by a variable power
supply. A thermal interfacematerial 0.5mm thick was used as
an interface between the FPHP test sample, the heater block,
and the condenser cold plate tominimise the contact thermal
resistances.

The performance of the FPHP test sample was evaluated
at various heat dissipation rates by increasing the heat source
power at equal increments of 10W to a maximum of 100W
or until the temperature of the evaporator surface reached a
threshold of 100∘C. At each heat input increment the temper-
ature of the evaporator surface was allowed to reach steady
state. In addition, the effect of orientation on the FPHPs

was evaluated by repeating the experimental measurements
at tilt angles of 0∘, 90∘, and 180∘. For comparison, further
experimental tests were conducted on a 1mm and 3mm
thick solid copper base plates under identical controlled
conditions. In all tested samples, the operating temperature
wasmeasured at the heat source,𝑇𝐻, evaporator plate corners𝑇corner1 and 𝑇corner2, and at the condenser surface, 𝑇cond.
3.1. Solid Copper Base Plate Shelves. The initial tests of two
solid copper plates of 45mm × 45mm and a thickness of
1mmand 3mmwere carried out to provide a benchmark data
which the thermal performance of the FPHPs was compared
to. Results of these tests are shown in Figure 6, where it can be
seen that for the same heat dissipation rates the temperature
of the heat source in the 1mm thick copper base is higher
than that of the 3mm thick copper base, particularly at high
heat dissipation rates. For example, at a heat dissipation rate
of 80W, the recorded temperature, 𝑇𝐻, is 84∘C and 73∘C for
the 1mm and 3mm thick base plates, respectively. Similarly,
the temperature gradients between the heat source and the
two far end corners, Δ𝑇𝐻-corner, and between the heat source
and the heat sink, Δ𝑇𝐻-cond, are approximately 15∘C higher
for the 1mm thick copper base than for its 3mm thick
counterpart.This shows that the 3mm thick copper base plate
has superior heat-spreading properties as predicated in the
CFD simulation results.

3.2. Screen Mesh Wick Miniature FPHP. The procedure for
evaluating the thermal performance of the screen mesh
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wick FPHP was similar to that presented in previous case
with additional experimental measurements to assess the
effect of orientation at tilt angles of 0∘, 90∘, and 180∘.
The measured temperature changes at the heat source and
across the evaporator surface are shown in Figures 7(a)
and 7(b). These show that at 0∘ and 90∘ tilt angles the
FPHP performance is only comparable to that of the 1mm
thick solid copper base. For example at high-heat dissipation
rates (80W), the temperature of the heat source approaches
90∘C and a large temperature gradient (30 to 40∘C) appears
across the evaporator surface and between the heat source
and heat sink, Δ𝑇𝐻-cond. The thermal performance of the
heat pipe has improved marginally for a tilt angle of 180∘
(gravity assisted wick capillary forces), but it remains that
the 3mm solid copper base plate performed better. This
unexpected poor thermal performance may be attributed to
the process of fabrication in which poor contact between
the fine screen mesh and the inner evaporator wall could
have prevented liquid circulation, leading to a high interfacial
thermal resistance.

3.3. Sintered Copper Powder Wick FPHP. The sintered wick
FPHP thermal performance is shown in Figures 8(a) and
8(b). It can be seen that for a heat dissipation rate of 80W
the measured temperature of the heat source at a tilt angle
of 0∘ is 69∘C, which is lower by 15∘C and 5∘C compared to
the 1mm and 3mm copper base plates, respectively. For a tilt
angle of 180∘ the temperature of the heat source has dropped
even further to 61∘C, an improvement of 12∘Ccompared to the
3mm copper base plate. Similarly, the measured temperature
gradientsΔ𝑇𝐻-cond andΔ𝑇𝐻-corner are 6

∘C and 5∘C lower than
that of the 3mm copper base plate for a tilt angle of 0∘ and
10∘C and 8∘C for a tilt angle of 180∘, respectively.

The high-thermal performance of the sintered wick
miniature is due to high heat conduction and spreading capa-
bility of the sintered wick compared to a simple monolithic
solid copper base plate or screen mesh wick FPHP.

4. Evaluation of Bulk and Thermal
Spreading Resistance

The effective thermal resistance of an electronics component
mounted on a PCB is the sum of a one-dimensional bulk
resistance and a thermal spreading resistance. The one-
dimensional bulk thermal resistance is expressed as follows
[4, 20, 21]:

𝑅𝑏 = 𝑇𝐻 − 𝑇cond𝑄̇𝐻

. (4)

The thermal spreading resistance is associated, however,
with discrete heat-generating components when mounted
on a cold base plate, as found in electronics packages. The
thermal spreading resistance characterises the ability of a
base plate to spread the heat uniformly across the base plate
surface (or the evaporator surface in the case of FPHP). The
thermal spreading resistance could be of a similar magnitude
to the one-dimensional bulk resistance in some designs of
heat exchangers. Hence, its omission can lead to significant

errors in estimating the temperature of a PCB, resulting
in components overheating and failing prematurely. The
thermal spreading resistance, 𝑅sp, is computed using the
following expression [21]:

𝑅sp = 𝑇𝐻 − (𝑇corner1 + 𝑇corner2) /2𝑄̇𝐻

. (5)

The variation of the one-dimensional bulk and thermal
spreading resistances for the tested copper base plates and
miniature FPHPs are shown in Figure 9. It can be seen that
for heat dissipation rates of up to 40W, the sintered wick heat
pipe and the 3mm thick copper base plate have comparable
thermal performances in that both the one-dimensional and
spreading thermal resistances are of similar magnitude. For
higher heat dissipation rates, however, the advantage of a
sintered wick FPHP becomes more apparent as the one-
dimensional bulk and thermal spreading resistances are lower
compared to other designs.

Finally, the uncertainty error of calculating the one-
dimensional bulk and thermal spreading resistances is esti-
mated from the measured data and the accuracy of the
instruments used in the experiments. The accuracy of the T-
type thermocouples is 0.5∘Cwhile the average error for power
supply reading (wattmeter) is estimated at 2.3W. Therefore,
using the single sample analysis [22], the relative uncertainty
error of the thermal resistance is calculated as follows:

𝑒𝑅 = √( 𝑒𝑇Δ𝑇)2 + ( 𝑒𝑄𝑄̇𝐻

)2. (6)

It was assumed that the electrical power input to the
heater block was fully dissipated as heat energy and that heat
loss by convection and radiation from the test sample was
negligible. The relative uncertainty error calculation of the
thermal resistances has been limited to the case of the sintered
wick FPHP, as shown in Table 3. The uncertainty calculation
of the FPHP thermal resistance decreases from 13.6% to 3.8%
for heat input rates of 20W and 80W, respectively. Although
the average reading accuracy of the wattmeter is 2.3W, the
reading scale is nonlinear and the error of measurement is
highest at low end of the scale, leading to large uncertainty of
the measured thermal resistance for a heat rate input of 20W.

5. Conclusion

This work investigated the thermal performance of a minia-
ture FPHPs with sintered and screen mesh wicks for applica-
tion in electronics cooling. The thermal performance of the
FPHPs was further compared to that of copper solid base
plates 1mm and 3mm thick. The ability of each sample to
dissipate heat was evaluated by measuring the temperature
distribution on the mounting surface and the temperature
gradient between the heat source and heat sink. The main
findings can be summarised as follows.

(i) The CFD results of predicting that the sintered wick
FPHPwould perform better than other arrangements
were in good agreement with the experimental mea-
surements.
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(ii) It was found that the 3mm thick copper base plate
thermal performance surpasses that of the 1mm
and achieves higher heat conduction and spreading
performance than the screen mesh wick FPHP.

(iii) The 3mm thick copper base can perform adequately
with heat dissipation rates of up to 40W.

(iv) For heat dissipation rates higher than 40W, the
sintered wick FPHP outperforms the 3mm copper
base plate and its application would justify its high
cost.

(v) The temperature measured on the evaporator surface
of the sintered wick FPHP shows that there is no sign
of liquid dry-out conditions in the wick for the range
of heat dissipation rates.

(vi) The orientation of the sintered wick FPHP had
marginal effect on its performance.
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A modeled room was numerically heated from a wall and cooled from the opposite wall in order to create a real-room simulation.
The cooledwall simulated heat loss of the room, and the heatedwall simulated the heat source of enclosure.The effects of heated and
cooled wall temperatures on convective heat transfer coefficient (CHTC) and Nusselt number in the enclosure were investigated
numerically for two- (2D) and three-dimensional (3D) modeling states. Different hot wall and cold wall temperatures were applied
in order to obtain correlations that contained characteristic length in Rayleigh numbers. Results were compared with the results of
previously reported correlations that have been suggested for vertical room surfaces in enclosures. In addition, new correlations for
Nusselt number and average CHTC for enclosures for isothermal boundary conditions within indicated Rayleigh number ranges
were derived through solutions. Average deviations of new correlations obtained for CHTC andNusselt number from the numerical
data were found 0.73% and 1.76% for 2D study, 3.01% and 0.49% for 3D study. It was observed that the difference between the 2D
and 3D solutions in terms of CHTC and Nusselt number was approximately 10%.

1. Introduction

Because of their importance in industry and living places,
natural convection and temperature and velocity distribution
problems in enclosures have been widely studied not only
numerically but also experimentally in appropriate real-
size building geometries. In the era in which we have
been encountering many energy crises, natural convection
problems in real-size rooms also has great importance since it
remarkably affects energy consumption in buildings. Heating
and cooling systems with vertical walls, floor, and ceiling
(radiant panels) have not been extensively utilized for many
years. Nevertheless, especially heating technologies with low
water temperature have begun to be reassessed due to the
austere energy policies pursued by governments throughout
the world. As well as the progression of renewable energy
techniques and low temperature heating systems, improving
computational methods and descending solution periods
for calculation of natural convection problems in real-
size building rooms provide us to use computational fluid

dynamics (CFD) programs in order to obtain convective
heat transfer coefficients (CHTCs) using proper numerical
solution preferences. Although conduction and radiation
heat transfer simulation models in room size enclosures
have been thoroughly described by numerous researchers,
in convection there are still some uncertainties. Difficulties
in accurate convection modeling especially analytical and
numerical methods arise from complexity of the enclosure
geometry, solution of fluid dynamics problems (governing
equations), and differences at each air flow pattern in each
heating choice.

ASHRAE HVAC Systems and Equipment Handbook—
Fundamentals Handbook [1] lists many CHTC values and
correlations. However, these equations were derived with the
assumption that CHTC in an enclosure is equal to free edge
isolated plates. Nonetheless, air flows at surrounding walls,
even if they are not heated or cooled, affect the flows on
adjacent walls. Also, the air flow on all surfaces affects the
overall flow pattern in the enclosure. Thus, correlations for
free plates cannot be accurately used for natural convection
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problems in enclosures [2]. It can also be correlations derived
through 2D enclosure modeling that cannot be utilized
due to adjacent wall effects that are neglected in analytical
expressions or numerical procedures.

Furthermore, experimental and computational studies
have revealed that convection CHTCs of real-room surfaces
are affected by the depth or height of the room, boundary
conditions of the surface, smoothness/roughness of surfaces,
and whether forced convection is present in the room.

In their study, Beausoleil-Morrison [3] showed the effect
of CHTC correlations over building heating load predictions.
They conducted experimental studies in a well-insulated
test buildings that had radiant heating systems. Utilizing
measurements from these test buildings and many differ-
ent CHTC correlations, Beausoleil-Morrison found an 8%
difference among the different simulations. He also found
that building load amounts were more sensitive to CHTC
correlations and the control set point of the room than to
building fabric thermal properties or air infiltration. Peeters
et al. [2] published an extensive review on experimentally
derived CHTCs in enclosures and over free plates. They
classified these correlations according to heating conditions,
flow intensity, and also reference temperature preference in
the enclosure.They questioned robustness of the correlations
derived by numerous researchers and carried out new exper-
iments in order to validate correlations. They concluded that
large discrepancies were present among existing correlations
in the literature. The differences were attributed to values
of predicted coefficients, chosen reference air temperatures,
and formats of the correlations. They also indicated that
determination of appropriate choice of characteristic length
was crucial. Nonetheless, it was asserted that choice of these
parameters in building simulation programs was limited due
to the common single node approach.

Awbi and Hatton [4] studied natural convection in two
different enclosures. The enclosures’ dimensions were 2.78
by 2.30 by 2.78m and 1.05 by 1.01 by 1.05m. One wall in
each of the enclosure was used as a “heat sink” through
an air conditioner placed in a small room next to the large
enclosure. Opposite and adjacent walls to the “heat sink” wall
have been heated with impregnated flexible sheets that had
a 200W/m2 output. Thermal sensors were located inside on
both sides of the surfaces. The aim of placing sensors on the
outer surface of the enclosure was to calculate heat loss from
heated surfaces. Reference air temperature for wall heating
system was determined as 100mm from heated surface and
defined as “undisturbed air temperature” or in other words
the temperature outside the thermal boundary layer.Thermal
radiation was calculated through measuring emissivity of
the surfaces and was extracted from total heat flux. Because
they also heated the walls partially, characteristic length
was determined as equal to hydraulic diameter. The results
demonstrated that CHTCs of the heated wall were lower for
the small enclosure that had a volume of approximately 1m3

than for the larger enclosure. Nonetheless, in order to assess
whether the difference was because of the heating plate sizes
or enclosure sizes, more experiments were carried out with
small plates placed on surfaces. From these experiments, it

was determined that there was a close agreement between
CHTCs calculated with whole wall heated and CHTCs cal-
culated with small plates heated. Consequently, the authors
asserted that rather than the heated area on a wall, the size of
the enclosure significantly affects CHTC.They also compared
their results with the correlations in the extant literature and
found that their data fell in the middle of the curves. The
correlations that they suggested for walls are presented in
Table 1.

Awbi [8] presented the results of a CFD study on natural
CHTCs of a heated wall, a heated floor, and a heated ceiling.
Two turbulence models were used: standard k-𝜀model using
wall functions and low Reynolds k-𝜀model. The results were
compared with experimental results.

Fohanno and Polidori [9] aimed to develop a theoretical
model of convective heat transfer between an isolated vertical
plate and natural convective flow. They assumed a constant
heat flux on surface, and the model they produce allowed
average and local CHTCs to be calculated in laminar and
turbulent regime. The correlation they derived for average
CHTC was produced through local CHTC results. They
indicated that there was a good agreement between Alamdari
and Hammond’s correlations. The applicability of the new
correlations to real-size buildingswas considered, and despite
the three-dimensionality of real-size rooms, a 10% difference
was found between data taken from experimental and math-
ematical work.

To calculate CHTCs for all surfaces in an enclosure,
Khalifa and Marshall [5] utilized an experimental enclosure
that had dimensions similar to those of a real-size room.
Sixty-five aluminium thermistors were used to measure air
and surface temperatures in the enclosure. Inner and outer
surfaces of the enclosure were coated with aluminium. Radi-
ant heat exchange was not counted in the CHTC calculation
process. Also, a sensitive uncertainty analysis was employed.
In this analysis, temperature measurements, conductivity
of the materials, and the lack of inclusion of long wave
radiation in the low emissivity chamber were considered in
order to take account of all possible error sources [2]. They
derived many general correlations, including the two that are
presented in Table 1.

Khalifa and Khudheyer [10] conducted an experimental
investigation on the effects of 14 different configurations of
partitions on natural convection heat transfer in enclosures.
Like other studies, the experiment considered vertical hot and
cold walls, while the other walls were insulated. Investigation
was conducted for Rayleigh numbers between 6 ⋅ 107 and1.5 ⋅ 108 with the aspect ratio of 0.5. Correlations for the
test configurations were derived. Khalifa [11] presented an
extensive review of studies regarding isolated vertical and
horizontal surfaces. Comparisons between correlations for
heat transfer coefficients were conducted, and the discrepan-
cies were determined to be up to a factor of 2 for isolated
vertical surfaces, up to a factor of 4 for isolated horizontal
surfaces facing upward, and up to a factor of 4 for isolated
horizontal surfaces facing downward.

Khalifa [12] presented a wide review of two- and three-
dimensional natural convection problems, focusing primarily



Advances in Mechanical Engineering 3

Table 1: Correlations derived for CHTC and Nusselt number in enclosures.

Correlation Conditions Reference temperature
Awbi and Hatton [4]

ℎ = 1.823𝐷0,121
(Δ𝑇)0,293

Nu = 0.289(Gr)0,293 Heated wall (2.78 × 2.30 × 2.78m) Local air temperature
(100mm from wall)

Khalifa and Marshall [5]ℎ = 2.3(Δ𝑇)0,24 For a room with a heated wall and a room heated by a
radiator under a window (2.35 × 2.95 × 2.08m) Average room temperature

ℎ = 2.10(Δ𝑇)0,23 For a room heated by a fan heater (2.35 × 2.95 × 2.08m) Average room temperature
ASHRAE [1]

Nu = 0.117(Gr)0,117 Turbulent flow 108 < Gr < 1012 (for free plate) Average room temperature
Li et al. [6]ℎ = 3.08(Δ𝑇)0,25 Normal conditions, occupied room Average room temperature
Min et al. [7]

ℎ = 1.646 (Δ𝑇)0,32𝐻0,05 Heated floor or heated ceiling Average room temperature

Table 2: Change of Nusselt numbers and CHTCs at various wall temperatures (2D solution results, 𝐿 × 𝐻 × 𝐿 = 4.00 ∗ 2.85 ∗ 4.00m).

𝑇𝐻 (∘C) 𝑇𝑐 = 5∘C 𝑇𝑐 = 10∘C 𝑇𝑐 = 15∘C
Ra Nu ℎ (W/m2K) Ra Nu ℎ (W/m2K) Ra Nu ℎ (W/m2K)

20 1.1𝐸 + 11 721.52 4.53 7.03𝐸 + 10 614.2 3.88 3.38𝐸 + 10 472.16 3.01
25 1.41𝐸 + 11 783.07 4.96 1.01𝐸 + 11 695.23 4.43 6.51𝐸 + 10 590.85 3.8
30 1.69𝐸 + 11 832.38 5.31 1.3𝐸 + 11 754.31 4.85 9.39𝐸 + 10 669.71 4.34
35 1.95𝐸 + 11 870.14 5.59 1.57𝐸 + 11 801.39 5.2 1.21𝐸 + 11 727.26 4.75

on heat transfer in buildings. He determined the discrep-
ancies between correlations to be up to a factor of 5 for
vertical surfaces, a factor of 4 for horizontal surfaces facing
upward, and up to a factor of 8 for horizontal surfaces facing
downward.

In their study, which can be considered as the first exper-
imental investigation for CHTCs in enclosures, Min et al. [7]
studied within the range of Rayleigh number 109 to 1011 and
with enclosure dimensions 3.60 by 7.35 by 2.40m, 3.60 by 7.35
by 3.60m, and 3.60 by 3.60 by 2.40m.These correlationswere
derived for nonventilated conditions. Surfaces which were
not heated were kept at constant temperature. Temperatures
of the surfaces and heat fluxes applied to the enclosure were
measured. Also, radiation effects were recorded. While the
temperatures of the surfaces that were not heated varied
between 4.4∘C and 21.1∘C, temperatures of floor surfaces
varied between 24∘C and 43.3∘C and temperatures of ceiling
surfaces varied between 32.2∘C–65.6∘C [2].

Li et al. [6] investigated natural convection in an occupied
office room with normal working conditions up to a temper-
ature difference of 1.5∘C.

Karadağ [13] numerically investigated the relationship
between radiation and convection heat transfer coefficients
at ceilings when the floor surface was isolated. To achieve this
goal, first Karadağ neglected radiative heat transfer at surfaces
(𝜀𝑤 = 𝜀𝑐 = 0) for different room sizes (3 by 3 by 3m, 4 by 3
by 4m, and 6 by 3 by 4m) and thermal boundary conditions
(𝑇𝑐 = 0–25∘C, 𝑇𝑤 = 28–36∘C). Then Karadağ determined
radiative heat transfer for different surface emissivities (𝜀𝑤 =

𝜀𝑐 = 0.7-0.8 and 0.9). Numerical data were compared with
results in the literature. The ratios of radiative heat transfer
to convective heat transfer coefficients were calculated, and it
was observed that ratios varied from 0.7 to 2.3.

Karadağ et al. [14] numerically analyzed changes in
Nusselt number with ceiling and floor temperatures and
room dimensions. While wall temperatures were kept at
constant, ceiling temperature ranged from 10 to 25∘C for
different room dimensions. It was observed that when the
temperature between the ceiling and air was raised, the
Nusselt number over the floor also increased. Correlations in
the literature that did not take into account the ceiling and
floor temperatures deviated up to 35% from the results of this
study. As a result, it was indicated that a new correlation for
Nusselt number over the floor that encompasses the effect
of thermal conditions and all room dimensions must be
explored.

Althoughmany other laminar regime natural problems in
an enclosure have been solved in the literature, the turbulence
natural convection problem in an enclosure of a similar size as
a real room that was heated from one wall and cooled from
the opposite wall has not been thoroughly researched with
numerical methods, especially due to the length of solution
periods. The main purpose of this study is to numerically
investigate the effect of hot and cold wall temperatures
of the room and characteristic length on average Nusselt
number andCHTC for an enclosuremodeled two- and three-
dimensionally. Then, the results were compared with the
correlations in the literature that are presented in Table 1.
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Table 3: Change of Nusselt numbers and CHTCs at various wall temperatures (3D solution results, 𝐿 × 𝐻 × 𝐿 = 4.00 ∗ 2.85 ∗ 4.00m).

𝑇𝐻 (∘C) 𝑇𝑐 = 5∘C 𝑇𝑐 = 10∘C 𝑇𝑐 = 15∘C
Ra Nu ℎ (W/m2K) Ra Nu ℎ (W/m2K) Ra Nu ℎ (W/m2K)

20 1.1𝐸 + 11 647.11 4.06 7.03𝐸 + 10 550.66 3.48 3.38𝐸 + 10 423.68 2.7
25 1.41𝐸 + 11 703.08 4.44 1.01𝐸 + 11 623.9 3.98 6.51𝐸 + 10 530.78 3.41
30 1.69𝐸 + 11 747 4.76 1.3𝐸 + 11 677.82 4.35 9.39𝐸 + 10 601.35 3.89
35 1.95𝐸 + 11 781.9 5.02 1.57𝐸 + 11 720.13 4.66 1.21𝐸 + 11 653.27 4.26

The enclosure’s right and left walls were heated and cooled
with constant wall temperature, while the other walls of
the enclosure were kept adiabatic with the heat flux input
“0W/m2”.

2. Numerical Method and
Mathematical Formulation

Because of long solution periods of governing equations in
large geometries, utilization of computational fluid dynamics
(CFD) programs has not been practical until a few years ago.
However, today’s improving computer technology allows us
to utilize CFD programs in this field. Despite the frequent
mesh density in the boundary layers of room model, CFD
programs provide results in reasonable periods, especially
in 2D solutions but also in 3D solutions. In this study, we
examined numerical methods for calculating average Nusselt
number and CHTCs over the heated wall of an enclosure
that had similar dimensions to a room of a building. 2D
and 3D natural convection problems in enclosure with the
dimensions of 4.00 by 2.85 by 4.00 were considered. In
order to acquire similar wall temperatures with wall heating
systems, the heated sidewall was heated within the range
of 20∘C to 35∘C, while cooled sidewall was cooled to the
temperatures between 5∘C–15∘C. The other walls of the
enclosure were kept adiabatic.

The most significant aspect of solving a heat transfer
problem in a real-size room by means of a CFD program is
to model and properly mesh of the enclosure. For 2D and
3D modeling the enclosure, GAMBIT 2.4.6, a modeling and
meshing program, was chosen. In simple geometries as in
this study’s model, quad/hex meshes provide more qualified
solutions with fewer cells than a tri/tet mesh. Thus, all the
surfaces of the enclosure were chosen as plane quad/hex
meshes in this study. To decrease the meshing effects on the
results in each modeling type (two- and three- dimensional)
edges of both 2D and 3D modeled rooms have been meshed
with different “interval counts.” In order to observe whether
themesh effect has been widely diminished, Nusselt numbers
were taken from FLUENT for each modeling condition.
Since, the difference between the last two solutions is so small,
the interval count before the last one (120 × 100) was chosen
as appropriate number. In the 2D model, distance between
heated and cooled walls (characteristic length, 𝐿 = 4,0m)was
divided into 120 intervals.These intervals were preferred to be
frequent near walls due to the rapid temperature differences
in surface boundary layers; nonetheless, the intervals were
determined less frequent towards the center of the model

(Figures 1 and 2) due to the fact that temperature fluctuation
from outside of the boundary layer to center of the room is
approximately zero, as can be seen in Figure 3. To achieve this,
“first length”—the ratio of midpoint interval size at the edge
to the first interval size at the corner of edge—was determined
as 0.001. Also, in 3D solution, various interval counts on three
axes were employed and appropriate interval counts were
found (45 × 40 × 20). Air was chosen as the fluid existing in
the enclosure.

FLUENT 6.3 software, one of the most common used
codes, was utilized to solve governing equations (energy,
momentum, continuity, and turbulence).The program’s solu-
tion technique is focused on control volume theory turning
governing equations into algebraic equations in order to solve
them. The control volume technique works by integrating
the governing equations for each control volume and then
generating discretization of the equations, which conserve
each quantity based on control volume [15]. In the model, the
key dimension used is characteristic length (𝐿 = 4.0m)—
which is the difference between heated and cooled walls,
that is opposite walls. According to characteristic length, the
Rayleigh numbers for the system were calculated, as shown
in (1) for one example.

Full Rayleigh numbers table can be seen in Tables 2 and
3. Because all the Rayleigh numbers calculated were greater
than 109, a turbulence model was applied in the flow pattern.
The first order upwind scheme was utilized to discretize
governing equations.The under relaxation factors for density,
momentum, turbulence kinetic energy, turbulence dissipa-
tion rate, turbulent viscosity, and energy (1.0, 2.0, 0.8, 0.8, 1,
and 0.9) were preferred to converge the solution. Simulations
were performed on a laptop with an Intel Core i5 processor
and the following specifications −2430M CPU 2.40GHz,
6GB Ram, Windows 7 Home Basic 64 Bit SP1 operating
system. The required solution period for each appropriate
(meshing effect minimized) grid model was about 12 hours:

Ra = 𝑔𝛽𝐿3 (𝑇𝐻 − 𝑇𝐶)
]𝛼 = 9.81 × 0.0034 × 43 (30 − 10)15.26 × 10−5 × 2.15 × 10−5

= 1.3 × 1011 > 109. (1)

The governing equations for turbulence 3D flow can be
written as follows.

Continuity equation:

𝜕𝑢𝜕𝑥 + 𝜕V𝜕𝑦 + 𝜕𝑤𝜕𝑧 = 0. (2)
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Figure 1:Meshing detail of two-dimensional room (𝐿×𝐻 = 4,0m ×
2,85m).

Momentum equations:

𝜌(𝑢𝜕𝑢𝜕𝑥 + V
𝜕𝑢𝜕𝑦 + 𝑤𝜕𝑢𝜕𝑧) = −𝜕𝑝𝜕𝑥 + 𝜇(𝜕

2𝑢𝜕𝑥2 + 𝜕
2𝑢𝜕𝑦2 + 𝜕

2𝑢𝜕𝑧2)
𝜌(𝑢 𝜕V𝜕𝑥 + V

𝜕V𝜕𝑦 + 𝑤𝜕V𝜕𝑧) = −𝜕𝑝𝜕𝑦 + 𝜇( 𝜕
2V𝜕𝑥2 + 𝜕

2V𝜕𝑦2 + 𝜕
2V𝜕𝑧2)

𝜌(𝑢𝜕𝑤𝜕𝑥 + V
𝜕𝑤𝜕𝑦 + 𝑤𝜕𝑤𝜕𝑧 ) = − 𝜕𝑝𝜕𝑧 + 𝜌𝑔

+ 𝜇(𝜕2𝑤𝜕𝑥2 + 𝜕
2𝑤𝜕𝑦2 + 𝜕

2𝑤𝜕𝑧2 ) .
(3)

Energy equation:

𝜌(𝑢𝜕𝑇𝜕𝑥 + V
𝜕𝑇𝜕𝑦 + 𝑤𝜕𝑇𝜕𝑧 ) = 𝛼(𝜕

2𝑇𝜕𝑥2 + 𝜕
2𝑇𝜕𝑦2 + 𝜕

2𝑇𝜕𝑧2 ) . (4)

Residual values were determined as 10−6 for energy and10−3 for momentum and continuity equations. The physical
properties of air (thermal conductivity, specific heat, density,
and viscosity) in the room were written into the program
as the average temperature value of hot and cold walls from
Incropera and DeWitt’s physical properties of air tables [15].

FLUENT has two different solver types, “Pressure Based”
and “Density Based.” In this study, we chose “Density Based,”
and the Boussinesq approach was applied. Among many
viscous models presented by the program, as suggested by
Karadağ [13], “k-𝜀” was chosen, and the model of “k-𝜀”
was indicated as “standard” which was utilized by Awbi as
well. Studies in the literature suggest that the k-𝜀 standard
model is the most appropriate for natural convection. It
is the most widely used engineering turbulence model for
industrial applications, as it is robust and reasonably accurate
and contains submodels for compressibility, buoyancy and
combustion, and so forth. Also, it is suitable for initial itera-
tions, initial screening of alternative designs, and parametric

Figure 2: Meshing detail of three-dimensional room (𝐿 × 𝐻 × 𝐿 =
4,0m × 2,85m × 4,0m).
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studies, like this study: Fluent User’s Guide, Introductory
FLUENT v6.3 notes [16]. Turbulence kinetic energy, 𝑘, and
dissipation rate, 𝜀, have been calculated through the transport
equations (5) and (6), respectively,

𝜕𝜕𝑥 (𝜌𝑘𝑢) = 𝜕𝜕𝑦 ([(𝜇 + 𝜇𝑡𝜎𝑘) 𝜕𝑘𝜕𝑦]) + 𝐺𝑘 − 𝜌𝜀 (5)

𝜕𝜕𝑥 (𝜌𝜀𝑢) = 𝜕𝜕𝑦 ([(𝜇 + 𝜇𝑡𝜎𝜀) + 𝜕𝜀𝜕𝑦]) + 𝐶𝜀1

𝜀𝑘𝐺𝑘 − 𝜌𝐶𝜀2

𝜀2𝑘 ,
(6)

where

𝜇𝑡 = 𝜌𝑐𝑝 𝑘2𝜀
𝐺𝑘 = −𝜌𝜐󸀠𝑢𝜕𝜐𝜕𝑥 ,

(7)

where𝐶1𝜀 and𝐶2𝜀 are constants.𝜎𝑘 and𝜎𝜀 are the turbulent Pr
numbers for 𝑘 and 𝜀, respectively. Also, 𝑘-𝜀model constants,𝐶𝜇, 𝐶𝜀1, 𝐶𝜀2, 𝜎𝑘, and 𝜎𝜀 are equal to 0.09, 1.44, 1.92, 1.0, and
1.3, respectively (Fluent User’s Guide, Introductory FLUENT
v6.3 notes [16], Yılmaz and Öztop [17]).

Because the object of study was to find average CHTC
and because the program gives CHTC with surface radiation
heat transfer coefficient and these two could not be separated
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Figure 7: Grid independency of 2D results in terms of Nu.
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from each other, no radiation model was chosen from
the “models” section of the program. In FLUENT, thermal
boundary conditions can be defined with five different meth-
ods: constant heat flux, constant temperature, convection,
radiation, and mixed. In this study, the wall surfaces that
were not heated and cooled were assumed adiabatic and
defined as “0W/m2” to reach adiabatic boundary conditions
in the program. In addition, thermal boundary conditions of
heated and cooled walls that stood opposite were defined at a
constant temperature. As suggested by Karadağ et al. [14], the
surface Nusselt numbers of the heated walls were examined
as references to decide whether the meshing effect on results
was diminished. In Figures 4–7 the CHTC and Nu number
results that were obtained at different interval counts were
presented and as stated above the optimum interval counts
for 2D and 3D models were determined (120 × 100) and
(45 × 40 × 20), in other words, “Grid Number 3,” because the
difference between the last two grid number preferences is
approximately 1%. To reduce the solution period and since
the difference is about 1%, “Grid Number 4” was not chosen
as the appropriate model.

Average Nusselt number and CHTC in the enclosure
are calculated through the program’s “area weighted average”
speciality function and 𝛽, 𝛼, and 𝛾 are calculated at film
temperature, namely, the average temperature of hot and cold
wall temperatures. If we calculate theRayleigh number for the
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4,0 by 2,85 by 4,0m room that can be seen in Figures 1 and
2 when hot and cold wall temperatures are 30∘C and 10∘C,
respectively, it can be seen that Rayleigh number is above
109, and consequently the flow pattern present in the room
is turbulent. All calculated Rayleigh numbers at various wall
temperatures are presented in Tables 2 and 3. Also, Nusselt
numbers and CHTCs at corresponding Rayleigh numbers
have been presented in these tables.

3. Results and Discussion
Computational solutions were conducted according to the
depictions which were mentioned previously in Section 2. In
these solutions, different hot and cold wall temperatures were
applied in order to acquire various points on the Nusselt-
Rayleigh number diagrams. Figure 8 illustrates the change of
hot wall surface average Nusselt number with variation of
cold wall temperatures for one constant room dimension (4.0
by 2.85 by 4.0m), for both (2D) and (3D). The approximate
difference between these results is 10% as also can be seen
from Tables 2 and 3. It is obvious from the figures that
when the cold wall temperature increases, the temperature
difference between the hot wall and cold wall decreases, and
thus the Nusselt number over the hot wall also decreases.
Therefore, it can be stated that the temperature of cold wall

in a room affects the Nusselt number and CHTC in the
enclosure.

In Figures 8–10, results of this numerical study, imple-
mented through FLUENT, for appropriate hot and cold wall
temperatures similar to real wall temperatures in buildings
(hot and cold wall temperatures for real-room surfaces) were
compared with the results of correlations presented in the
literature. For all the Rayleigh numbers that were presented in
Tables 2 and 3, correspondingNusselt numberswere obtained
through the program and are illustrated in Figure 10. It can
be deduced that in addition to the Rayleigh number, the
Nusselt number depends on hot and cold wall temperatures.
According to all these obtained numbers and Figure 10 we
have derived two new Nusselt number correlations (8) for an
enclosure similar with a real-size room of a building within
a Rayleigh number range between 3.38 ⋅ 109 and 1.95 ⋅ 1011,
while the temperature difference variant of Rayleigh number
has been defined as the difference between hot and cold wall
temperatures:

Nu𝐿 = 0.1Ra𝐿0,349 (2D solution)
Nu𝐿 = 0.09Ra𝐿0,349 (3D solution) . (8)

As the deviations of these new correlations from the
Nusselt numbers obtained via 2D and 3D numerical study
are 1.76% and 0.49%, deviations of 2D and 3D results from
Awbi and Hatton’s [4] correlation are 19.34% and 13.43%,
respectively. Although 2D solutions have a much more
sophisticatedmeshing infrastructure, 3D solution has a closer
agreement with Awbi and Hatton’s [4] experimental work.
This situation can be explained with “adjacent wall effects.”
Similar with vertical plate correlations presented and utilized
for many years in the literature, 2D solutions also have a
disadvantage. In 2D solutions, although the effect of 𝑥 and𝑦 axis can be assessed, third side effect, in other words,
“depth of the enclosure,” cannot be counted in the solution
progression. Studies published in the literature show that all
surrounding walls in the enclosure affect CHTCs, since they
have significant effect on flow pattern. Hence, the difference
between Awbi and Hatton’s [4] experimental work and the
3D solutions of this study has better agreement than the 2D
solution results as can be seen in Figure 9, although two-
dimensional has more detailed meshing frequency especially
near walls. Differencesmay also be interpreted withmeasure-
ment precision quality of compared experimental study.

Two novel correlations were derived and presented in
the figure, written as (9). It can be discerned that CHTC
in an enclosure varies with temperature difference between
room centre and heated or cooled wall. Figure 9 shows that
discrepancies of 3D results of this study and the results
of Khalifa and Marshall [5], Li et al. [6], Min et al. [7],
and Awbi and Hatton [4] are 6.38%, 21.66%, 25.05%, and
27.7%, respectively. Differences between this study and the
aforementioned studies can be interpreted as follows. In Min
et al. [7] study no heating equipment on the vertical walls
was utilized. Rather, the study used “heated floor on heated
ceiling” and the difference can be explained due to this
preference. Li et al. [6] worked in an “occupied room under
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Figure 11: CFD predictions of temperature (K) and velocity magnitude (m/s) contours of 2D model’s results, respectively (𝑇𝐻 = 30∘C, 𝑇𝐶 =
10∘C; 𝐿 × 𝐻 × 𝐿 = 4.0 × 2.85 × 4.0m).
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Figure 12: CFD predictions of temperature (K) and velocity magnitude (m/s) contours of 3D model’s results, respectively (𝑇𝐻 = 30∘C, 𝑇𝐶 =
10∘C; 𝐿 × 𝐻 × 𝐿 = 4.0 × 2.85 × 4.0m).

normal conditions,” which could have caused the differences.
Although Awbi and Hatton’s [4] comprehensive study is the
most similar to the present work, the researchers of the study
preferred “constant heat flux” (200W/m2) on vertical walls
as boundary conditions. It is thought that this choice could
bring about the discrepancy between the two studies. Results
have not been compared with correlations derived for free
plates, because, as previously stated, it was not appropriate
to compare free plate results with enclosure results due to
adjacent wall effects:

ℎ = 2.21Δ𝑇0,343 (2D solution)
ℎ = 1.98Δ𝑇0,343 (3D solution) . (9)

In addition, in Figures 11 and 12, 2D and 3D temperature
and velocity flow patterns for the studied enclosure can be
seen, respectively. Also, according to 2D and 3D models,
maximum velocity in the room was found 0.27m/s and
0.32m/s, respectively. Both values are about 0.25m/s, that is,
the comfort velocity value in the rooms. Furthermore, veloc-
ity at overwhelming part of the enclosure is approximately
zero.

4. Conclusions

Numerical case studies have been implemented to acquire
Nusselt number and CHTC points on Rayleigh-Nusselt and
CHTC-Δ𝑇 diagrams within the Rayleigh number range of3.38 ⋅ 109 to 1.95 ⋅ 1011. To attain different points on diagrams
and to observe the convective heat transfer behavior in the
enclosure, different heated and cooledwall temperatureswere
applied. Since, all the Rayleigh numbers are above 109, the
study involves the area of turbulent convective heat transfer.
This study has shown that many correlations are produced by
room surfaces, particularly for heated and cooled vertical wall
surfaces. Also, two new correlations were derived for both
average CHTC and Nusselt number in an enclosure which
has the dimensions of 4.00 by 2.85 by 4.00 and heated from
one vertical wall and cooled from the opposite wall in order
to consist a real-room situation.

The results obtained with this study lie within the range
of data obtained from other correlations. The differences
between correlation results are thought to be caused by refer-
ence temperature determination, whether the study considers
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3D or 2D and heat losses and gains that could not be counted
by some experimental studies.

Energy consumption and thermal comfort in buildings
have great impact on people’s productivity, and these factors
must be combined at some point. Therefore, parameters for
calculating heating and cooling loads in buildings must be
well investigated. Correct usage of CHTC does significantly
affect losses from wall surfaces to the atmosphere. Also,
CHTCs are used with the conduction loss of windows while
calculating their total heat transfer coefficient. The effect
of correct usage has a significant impact on total heat loss
amounts. Also, correct usage has a great impact on thermal
comfort in living spaces.

The study carries weight with the determination of the
heating load in buildings as well. In this respect, it is
thought that this study’s results will also be useful for the
thermal comfort and energy efficiency in buildings that use
wall heating radiant systems and provide an appropriate
direction to engineers who calculate heating load via package
programs.

Nomenclature

𝐶𝜇, 𝐶𝜀1, 𝐶𝜀2, 𝜎𝑘, 𝜎𝜀: Model constants𝐶𝑝: Specific heat (J/kgK)𝐷: Diameter (m)𝐺: Generation of turbulence energy𝐻: Height (m)ℎ: Convective heat transfer
coefficient, (W/m2 K)𝐿: Length (m)

Nu: Nusselt number𝑝: Pressure (atm)
Ra: Rayleigh number𝑇: Temperature (K)𝑥, 𝑦, 𝑧: Coordinates𝑢, V, 𝑤: Velocities (m/s).

Greek Letters

𝜌: Density, (kg/m3)𝜀: Emissivity, turbulence dissipation rateΔ: Difference𝜇: Dynamic viscosity (Ns/m2)𝜇𝑡: Turbulent viscosity (Ns/m2).

Subscripts

𝐶: Cold𝐻: Hot, hydraulic𝑘: Turbulent energy.
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Gas-liquid two-phase flow and heat transfer processes are
commonly encountered in a wide variety of applications,
for example, refrigeration and air-conditioning systems,
power engineering, and other thermal processing plants.The
advantage of high thermal performance in comparison to
the single-phase applications leads to various engineering
applications including the cooling systems of various types
of equipment such as high performance microelectronics,
supercomputers, high-powered lasers, medical devices, high
heat-flux compact heat exchangers in spacecraft and satellites,
and so forth. The aim of this special issue was to collect
the original research and review papers on the recent devel-
opments in the field of two-phase flow and heat transfer
enhancement. Potential topics included advanced heat pipe
technologies, boiling and condensation heat transfer, CHF
and post-CHF heat transfer, cooling of electronic system,
Heat and mass transfer in phase change processes, insta-
bilities of two-phase flow, measurements and modeling of
two-phase flow in microchannel, microgravity in two-phase
flow, nanofluids science and technology, nuclear reactor
applications, passive and active heat transfer enhancement
techniques, Refrigeration and air-conditioning technology,
two-phase flow with heat and mass transfer, two-phase

refrigerant flow, and special topics on the latest advances in
two-phase flow and heat transfer. In this special issue, we have
invited a few papers that address such issues.

First paper of special issue investigates the effect of
convergence angle of microchannel on two-phase flow and
heat transfer during steam condensation experimentally. The
experimental results show that the condensation heat flux
increases with an increase in the convergence angle and/or
the steam mass flux at a given coolant flow rate but decreases
with an increase in the coolant flow rate at a given steammass
flux. Second paper focuses on simulating mist impingement
cooling under typical gas turbine operating conditions of
high temperature and pressure in a double chamber model.
The results of this paper can provide guidance for corre-
sponding experiments and serve as the qualification reference
for future more complicated studies with convex surface
cooling. In third paper, economic analysis of rebuilding an
aged pulverized coal-fired boiler with a new pulverized coal-
fired boiler including flue gas desulfurization unit and a
circulating fluidized bed boiler is investigated in existing old
thermal power plants. The fourth paper presents the results
of a CFD analysis and experimental tests of two identical
miniature flat plate heat pipes using sintered and screen
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mesh wicks and a comparative analysis and measurement
of two solid copper base plates 1mm and 3mm thick. In
fifth paper, a modeled room was numerically heated from a
wall and cooled from the opposite wall in order to create a
real-room simulation. The cooled wall simulated heat loss of
the room, and the heated wall simulated the heat source of
enclosure.The effects of heated and cooled wall temperatures
on convective heat transfer coefficient and Nusselt number
in the enclosure were investigated numerically for two- and
three-dimensional (3D) modeling states.

In summary, this special issue reflects a variety of contem-
porary research in heat transfer and is expected to promote
further research activities and development opportunities.
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Advancement of technology in virtually all fields, in one way
or another, has been due to simultaneous advances in thermal
engineering. Design objectives of space stations, hazardous-
waste destruction, high-speed transport, electronics, materials
processing and manufacturing, etc. are fulfilled by proper energy
management, heat-flow control, and temperature control.

The scale of thermal engineering ranges from the very large
to the near-molecular level and from very high temperatures
of thousands of degrees to very low ones approaching absolute
zero. Thermal energy transport occurs in every walk of human
existence.

In the recent past and of course with the passage of time,
tremendous progress has been made in the field of thermal sci-
ence and engineering. It is a continuous process and the quest
of knowledge is truly unending.

In this special issue of the journal, an attempt has been made
to collate some scattered knowledge in the advances in heat
transfer. Leading international heat transfer experts from the
diverse fields of heat transfer have contributed in this special
issue. It should be useful to the readers of the journal. This
special issue is a compendium of the following 10 papers.

• The first paper is “Thermal Design of Multistream Plate Fin
Heat Exchangers—A State-of-the-Art Review” by Prasanta
Kumar Das and Indranil Ghosh:

Address correspondence to Professor Sujoy K. Saha, Mechanical Engineer-
ing Department, Bengal Engineering and Science University, Shibpur, Howrah
711 103, West Bengal, India. E-mail: sujoy k saha@hotmail.com

Multistream plate fin heat exchangers are useful and impor-
tant innovations in the design of heat exchangers. These heat
exchangers encounter direct/indirect crossover in temperatures
due to several thermal communications among the fluid streams,
and their thermal performance depends on “stacking pattern.”
Extension of the commonly used design/simulation techniques
like ε-NTU or the LMTD method, applicable for two-stream heat
exchangers, fails miserably in case of multistream units. Though
several techniques have been suggested over the years, the “ther-
mal design” method of multistream plate fin heat exchangers is
far from being perfect even today.

A state-of-the-art review of the thermal design of multi-
stream plate fin heat exchangers is presented by the authors.
Different methods of analysis including “area splitting” and
“successive partitioning” along with their merits and demerits
are discussed. Basic thermal design methodology and its
optimization, the techniques adopted for accounting variable
fluid properties, axial heat conduction in the solid matrix, and
thermal communication with the environment are discussed.
Need for further research is emphasized.

• The second paper is “Dropwise Condensation Studies on Mul-
tiple Scales” by Basant Singh Sikarwar, Sameer Khandekar,
Smita Agarwal, Sumeet Kumar, and K. Murlidhar:

New surfaces are being engineered by nanotechnology,
chemical texturing technologies, thin film coatings, and physi-
cal texturing using advanced manufacturing techniques. Drop-
wise condensation rather than film condensation occurs on
those special surfaces. Superior experimental techniques are
now available to study the thermo-fluid dynamics of drop-
wise condensation. Phenomena at different hierarchical length
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scales, e.g., surface modification at the microscale, nuclei for-
mation, formation of clusters, macroscopic droplet ensemble,
and drop coalescence, are involved. Atomistic modeling of ini-
tial nucleation, droplet–substrate interaction, surface prepara-
tion, preliminary results on simulation of fluid motion inside
sliding drops, experimental determination of the local and
average heat transfer coefficient, and a macroscopic model
of the complete dropwise condensation process underneath
horizontal and inclined surfaces are discussed.

• The third paper is “Modified Wilson Plots for Enhanced Heat
Transfer Experiments: Current Status and Future Perspec-
tives” by E. van Rooyen, M. Christians, and J. R. Thome:

Performance of enhanced heat transfer tubes is evaluated
indirectly using the “Wilson plot” method to first character-
ize the thermal performance of one side (heating or cooling
supply) and then obtaining the heat transfer data for the en-
hanced side based on the Wilson plot results. Wilson plot evo-
lution and alternative methods to the Wilson plot including
the advantages and disadvantages are discussed. The existing
method has been modified so that the experimental errors can
be propagated through the method and the error in the gener-
ated correlations may be estimated. A new method based on
unconstrained minimization is proposed as an alternative to
the least-squares regression.

• The fourth paper is “A State-of-the-Art Review of Compact
Vapor Compression Refrigeration Systems and Their Appli-
cations” by Jader R. Barbosa, Jr., Guilherme B. Ribeiro, and
Pablo A. de Oliveira:

Literature on the fundamentals, design, and application
aspects of compact and miniature mechanical vapor com-
pression refrigeration systems has been critically reviewed.
Vapor compression enables the attainment of low evaporat-
ing temperatures while maintaining a large cooling capacity
per unit power input to the system. Miniaturization of system
components, particularly the compressor, has been the signif-
icant development. When compared with competing cooling
technologies, such as flow boiling in microchannels, jet im-
pingement and spray cooling refrigeration is the only one
capable of lowering the junction temperature to values below
the ambient temperature. The simultaneous use of vapor com-
pression refrigeration with the aforementioned technologies
is also possible, necessary, and beneficial, since it increases
greatly the potential for reducing the system size. The paper
sheds some light on the thermodynamic and thermal aspects
of the cooling cycle and on the recent developments regarding
its components (compressor, heat exchangers and expansion
device). Issues and challenges associated with the different cy-
cle designs have been addressed. An overview of the ongoing
efforts in competing technologies is also presented.

• The fifth paper is “Modeling of Evaporation and Combustion
of Droplets in a Spray Using the Unit Cell Approach: A
Review” by Achintya Mukhopadhyay and Dipankar Sanyal:

Modeling of evaporation and combustion of liquid fuel
droplets using “unit cell” approach has been reviewed ex-
tensively. Different regimes of droplet combustion and other
techniques used for evaluating mutual interaction of droplets
are discussed first, followed by the detailed presentation of the
cell model. Gas-phase convection, high pressure, and multi-
component composition of fuels are reviewed for both dense
and dilute sprays.

• The sixth paper is “Loop Heat Pipes: A Review of Fundamen-
tals, Operation, and Design” by Amrit Ambirajan, Abhijit A.
Adoni, Jasvanth S. Vaidya, Anand A. Rajendran, Dinesh Ku-
mar, and Pradip Dutta:

The loop heat pipe (LHP) is a passive two-phase heat trans-
port device. LHPs are used in spacecraft thermal control sys-
tem and in avionics cooling and submarines. A major advan-
tage of a loop heat pipe is that that the porous wick structure
is confined to the evaporator section, and connection between
the evaporator and condenser sections is by smooth tubes, thus
minimizing pressure drop. Basic fundamentals, construction
details, operating principles, typical operating characteristics,
and current developments in modeling of thermohydraulics
and design methodologies of LHPs are discussed.

• The seventh paper is “Augmentation of Heat Transfer by
Creation of Streamwise Longitudinal Vortices Using Vortex
Generators” by Gautam Biswas, Himadri Chattopadhyay, and
Anupam Sinha:

A state-of-the-art review of improving heat exchanger sur-
faces using streamwise longitudinal vortices is presented.
Fin-tube cross-flow heat exchangers and the plate-fin heat
exchangers are focused on. Protrusions in certain forms such
as delta wing or winglet pairs and rectangular winglet pairs act
as vortex generators, creating longitudinal vortices, disrupting
growth of the thermal boundary layer, and promoting mixing
between fluid layers, resulting in enhanced heat transfer from
the flat or louvered surfaces. The flow fields are dominated by
a swirling motion associated with a modest pressure penalty.
Both computational and experimental investigations on flow
and heat transfer in the heat exchanger passages with built-in
vortex generators are reviewed.

• The eighth paper is “Frictional and Heat Transfer Characteris-
tics of Single-Phase Microchannel Liquid Flows” by Ranabir
Dey, Tamal Das, and Suman Chakraborty:

The literature on friction and heat transfer characteristics
of single-phase liquid flows through microchannels has been
reviewed. The disagreement of experimental results with the-
oretical predictions has been brought to the fore. Theoretical
models and empirical correlations are highlighted. Aspects
of microscale liquid flow and heat transfer requiring further
scrutiny are identified and possible future research directions
are prescribed.
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• The ninth paper is “Recent Trends in Computation of Tur-
bulent Jet Impingement Heat Transfer” by Anupam Dewan,
Rabijit Dutta, and Balaji Srinivasan:

A review of the current status of computation of turbu-
lent impinging jet heat transfer has been made. Flow and heat
transfer characteristics of single jet impingement on a flat
surface are considered. The effect of different sub-grid scale
models, boundary conditions, numerical schemes, grid distri-
bution, and size of the computational domain adopted in var-
ious large eddy simulations of this flow configuration is dealt
with in detail. Direct numerical simulation and Reynolds-
averaged Navier–Stokes modeling of the same geometry are
discussed. Other complex impinging flows are also presented.
A listing of some important findings and future directions in
the computation of impinging flows is presented.

• The tenth paper is “Two-Phase Natural Circulation Loops: A
Review of the Recent Advances” by Souvik Bhattacharyya,
Dipankar N. Basu, and Prasanta K. Das:

Experimental and theoretical studies of two-phase natural
circulation loops abound in the literature. A comprehensive
review has been made by the authors. Different forms
of thermal-hydraulic instabilities and coupled nuclear
instabilities are discussed. Further research direction is
delineated.

We thank the authors for their contributions, and the review-
ers, who have played a great role in improving the quality of
the papers. We also thank the editor-in-chief of Heat Trans-
fer Engineering, Professor Afshin Ghajar, for his willingness to
publish this special issue highlighting the current research going
on worldwide.
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