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Abstract

This research dealt with the application of stochastic methods and inverse
modeling technique in setting up a comprehensive regional groundwater flow model of
the Chiang Mai basin. Both deterministic and stochastic approaches were used to
simulate groundwater flow regime in the semi- to unconsolidated aquifers. The flow
model used in this study was a USGS finite-difference groundwater flow program called
MODFLOW-2000 and the inverse modeling codes included PEST, UCODE, and PES
(one of the package in MODFLOW-2000). Deterministic model simulation indicated that
the annual water budget of the basin under steady-state condition was 241 Mm?®. The
most sensitive parameters were hydraulic conductivity and recharge. Through
stochastic simulation, the model uncertainty was evaluated. The uncertainty in water

budget is +12.1 Mm?® (95% confidence) and the average error in estimated heads was

approximately +4 m.
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Chapter 1: Introduction

1.1. Rationale

The importance of groundwater for the existence of human society cannot be
overemphasized. Groundwater is the major source of drinking water in both urban and
rural Thailand. Besides, it is an important source of water for the agricultural and the
industrial sector. Water utilization projections recently put the groundwater usage at
about 50%. Being an important and integral part of the hydrological cycle, its availability
depends on the rainfall and recharge conditions. Until recently it had been considered a
dependable source of uncontaminated water.

The demand for water has increased over the years and this has led to water
scarcity in many parts of the country. The situation is aggravated by the problem of
water pollution or contamination. Thailand is heading towards a freshwater crisis mainly
due to improper management of water resources and environmental degradation,
which has lead to a lack of access to safe water supply to millions of people.

There has been a lack of adequate attention to water conservation, efficiency in
water use, water re-use, groundwater recharge, and ecosystem sustainability. An
uncontrolled use of the borehole technology has led to the extraction of groundwater at
such a high rate that often recharge is not sufficient. The causes of low water
availability in many regions are also directly linked to the reducing forest cover and soil
degradation.

In rural areas of the Chiang Mai basin, which include Chiang Mai and Lamphun
provinces, people still heavily rely upon the availability of groundwater for both
domestic uses and agricultural purposes. In an area such as Sankamphaeng, a large
cone of depression was discovered during the dry season resulting in a scarcity of
water supply for farms and orchards. This indicates a major abuse to groundwater

resource where the rate of underground water extraction was significantly more than
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natural recharge rate. Therefore, there is the need for better manage groundwater
resource of the Chiang Mai basin so that sustainable use can be achieved.

In order to assess and mange groundwater resource more efficiently and more
quantitatively, a groundwater model is commonly and, perhaps, inevitably used as a
tool for risk assessment and management. It is the main purpose of this research which
is to assess the uncertainty in groundwater reserves of the Chiang Mai basin using
numerical model. In addition, areas that have high uncertainty in reserves prediction

will be delineated using stochastic modeling approach.

1.2. Background

Since the 1960s, numerical ground-water flow models have become
increasingly important tools for the analysis of ground-water systems. More recently,
ground-water flow models have been combined with optimization techniques to
determine water-resource management strategies that best meet a particular set of
management objectives and constraints. Optimization techniques are a set of
mathematical programs that seek to find the optimal (or best) allocation of resources to
competing uses. In the context of ground-water management, the resources are
typically the ground- and surface-water resources of a basin and (or) the financial
resources of the communities that depend on the water. The management objectives
and constraints are stated (or formulated) mathematically in an optimization
(management) model. Combined groundwater flow and optimization models have been
applied to various ground-water management problems, including the control of water-
level declines and land subsidence that could result from ground-water withdrawals,
conjunctive management of ground-water and surface-water systems, capture and
containment of contaminant plumes, and seawater intrusion.

A number of computer codes have been developed during the past two
decades to facilitate linked flow and optimization modeling of ground-water flow
systems (Lefkoff and Gorelick, 1987; Greenwald, 1998; Zheng and Wang, 2002;
Ahlfeld and Riefler, 2003; Peralta, 2004). These codes differ in the numerical model
used to represent the ground-water flow system, the types of ground-water
management problems that can be solved, and the approaches used to solve the
management problems.

Stochastic models of groundwater flow are based on statistical theories (Dagan,
1986; Gelhar, 1986). They have been applied to determination of head and velocity
fields, as well as solute transport problems. Since the early 1980s a very large number

of papers have been published, in which many different types of stochastic models of
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groundwater flow have been described. In general these papers are difficult for people
not trained in the specific mathematics utilized to read and understand. Although most
groundwater practitioners who use groundwater models reply upon deterministic rather
than stochastic models, the usefulness of stochastic model in simulating groundwater
flow (and/or contaminant transport) is tremendous in terms of analyzing uncertainties

for better management of groundwater resources.

1.3. Objectives

(1) To develop a well-calibrated groundwater flow model of the Chiang Mai
Basin at a regional scale.
(2) To delineate uncertainties in assessing groundwater reserves using

stochastic methods.

1.4. The Chiang Mai Basin

The study area covers approximately 2800 km? from 18°30’ to 19° north and
from 98°45' to 99°15' east. The Chiang Mai-Lamphun valley has a kidney shape with
mountain ranges on either side which reach a maximum elevation of up to 1685 m to
the west and 1025 m to the east of it. The width of this basin reaches more than 25 km
in the central part. The inner basin is relatively flat with elevations between 360 and
280 m above mean sea level.

The watershed is harboured by the Ping River, which enters the basin at an
elevation of about 320 m in the north and leaves it at about 280 m in the south. Rainfall
ranges from less than 800 mm/yr in the valley to more than 1500 mm/yr in the
mountains. Precipitation is high between May and October. Potential evaporation
mostly exceeds rainfall, except between July and October which is the main period of
groundwater recharge.

The domestic water supply of the cities of Chiang Mai, Mae Rim and Doi Saket
is based mainly on surface water. All other cities and villages are supplied from
groundwater resources, but only some of the larger municipalities have a central water
distribution system. Rising demand and increasing sanitary problems has led to
increased drilling of groundwater wells since the early 1980s. Previously, the domestic
water supply was from hand-dug wells.

The groundwater basin of the semi- to unconsolidated aquifers that is being
modelled in this research is approximately one-fourth of the area of both provinces.
The boundary is delineated using computer software (WMS 7.1%) and illustrated as

shaded area (see Figure 1-1). The north-south and east-west lengths of the basin are
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approximately 70 and 45 km, respectively. The narrowest portion (width) is about 15-25

km.
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Figure 1-1 The Chiang Mai Basin.
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Chapter 2: Chiang Mai

Basin

2.1. General Physical Settings and Conditions (DMR,
2000)

Chiang Mai basin is situated within the two provinces, Chiang Mai and
Lamphun. The basin that is being considered in this research project refers to a
groundwater basin in semi-consolidated and unconsolidated aquifers. These aquifers

are primarily Quaternary age.

2.1.1. Chiang Mai Province

Chiang Mai province is bounded by the Union of Myanmar in the north, Chiang
Rai, Lampang, and Lamphun provinces in the east, Tak and Lamphun provinces in the
south, and Mae Hong Son province in the west, covering 20,107.057 km?. The province
is divided into 24 districts including 204 Tambons, 1,915 villages, 1 city municipality, 28
district municipalities, 184 Tambon administrative organizations, and 7 Tambon
councils.

Most of the area consists of forest and mountain range, lying in N-S direction.
Thanon Thong Chai and Daen Lao ranges are located in the west, while Khun Tan
range is located in the east. The area can be classified into 3 parts:

Flood plain and semi-recent surface: This part is the results from deposition of
sediments forms recent channels, such as Ping, Mae Khan, and Fang rivers. It covers
7% of the area.

Undulating to rolling old alluvial terrace: This part is located at higher elevation,

350-600 m, along the rim of flood plain. It was the residual of the old flood plain, and
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can be classified into low terrace, middle terrace, and high terrace. It covers 8% of the
area.

Residual hills and mountains: This is the main part of the province, coving 85%
of the area. The elevation of this part is 600-2,600 m.

There are intermountain basins scatter in this part. Some of the highest
mountains in the area are Doi Pha Hom Pok. Doi Luang Chiang Dao, Doi Suthep, and

Doi Inthanon.

2.1.2. Lamphun Province

Lamphun is one of the province in Northern Thailand. The area is bounded by
Chiang Mai in the north and the west, Lampang in the east, and Tak in the south,
covering 4,505.9 km?. The hilly terrain is 63%, and the plain terrain is 37% of the area.
Most of the hilly terrain is in the east and the south of the province. The main plain
which is part of the Chiang Mai-Lamphun basin is in the north of the province. Its
altitude is 280-310 m (amsl.). The main rivers in the province are Ping, Kuang, Li, and
Mae Nam Tha. These rivers have their tributaries covering the province forming
catchment area for 966 mm/yr rainfall, which start from May to October.

The province divides into 8 districts which include 51 Tambons and has one
provincial administrative organization, 12 Municipals, and 45 Tambon administrative

organizations.

2.2. General Geology (DMR, 2000)

Chiang Mai province is located in Shan-Thai micro-plate, and composed of the
rocks from Precambrian age to sediments of Recent. The Precambrian rocks consist of
gneiss, schist, marble, and calc-silicate. The unit is exposed in the mountains on the
west of Ping river from Mae Taeng to Omkoi districts.

The Cambrian rocks consist of sandstone, quartzite, phyllite, and schist. The
rocks are exposed in the western range and in the west of Fang basin. The Ordovician
rocks consist of limestone and argillaceous limestone with shale and sandstone. They
are cropped out in the mountain on the west side of the Ping river, at the west of Fang
basin, and at the east of Doi Tao district. The Silurian-Devonian rocks consist of
quartzite, phyllite, schist, sandstone, shale, and tuff. The unit is common in the area.
The Carboniferous rocks consist of sandstone, shale, conglomerate, and chert. It is
common in the north and in the east of the area. The Permian rocks consist of
limestone, shale, and sandstone. It is common in the north and in the east of the area.
The Triassic and Jurassic rocks consist of sandstone, shale, conglomerate, and lignite.

The unit is cropped out in the west of Mae Taeng and Mae Rim districts, at Wiang
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Haeng, Mae Chaem, and Omkoi districts. The quaternary sediments consist of sand,
silt, clay, and gravel of varying sizes. They are deposited along alluvial plain such as
Chiang Mai-Lamphun basin, Fang basin, Phrao basin, Wiang Haeng basin, Mae
Chaem basin. The Carboniferous granite is common in the area on the west of the Ping
river, and at the north of Fang basin. While the Triassic granite is commonly exposed in
both sides of the Ping river, these rocks were deformed and metamorphosed by the
movement of the crust, results in tiling, bending, folding, fracturing, or faulting.
Lamphun province is located in Shan-Thai microplate. The rocks are age from
Cambrian to Quaternary. In the northern part at Ban Thi, Mae Tha, east of Mueang
Lamphun districts, and south of Pa Sang district is mainly composed of sedimentary
and meta-sedimentary rocks of Permian and Carboniferous. In the middle and southern
part at Ban Hong, south of Mae Tha, Thung Hua Chang, and Li districts is mainly
composed of metamorphic rocks of Cambrian, Silurian and Devonian, and sedimentary
rocks of Ordovician. Rocks of Carboniferous, Permian-Triassic and Jurassic rocks are
seldom exposed. These rocks are extruded by Triassic granitic rock, which cropped out
at Khun Tan mountain range and along Li basin. The semi-consolidated rocks of
Tertiary were deposited along intermountain basins in Li districtwhich is the dominant
of lignite deposit in Thailand. In the Chiang Mai-Lamphun basin where the Tertiary unit
was covered by Quaternary sediments. Faults and fractures are dominant in NE-SW

direction, including curvature fault at Mae Tha Valley.

2.3. Hydrogeology of Chiang Mai Province (DMR, 2000)

Hydrogeological condition refers to the geological conditions dealing with origin,
distribution, movement, quality, survey, and potential evaluation of groundwater. The
significant parts are characteristic and compositions of rocks, geological structures, and
geological environments. These geological conditions are the criteria for determining
the rock properties concerning groundwater storage capacity or generally called
hydrogeological property. The significant properties are storage and discharge
properties. Naturally, unconsolidated and consolidated rocks have very different
geological conditions which result in different hydrogeological properties. Hence, in
hydrogeology, the rocks are normally classified into 3 main types which are
unconsolidated, semi-consolidated, and consolidated rocks. Following this
classification, these two rock types are further subdivided into various hydrogeological
units. The classification of hydrogeological units may or may not coincide to the

classification of geological units depending on their hydrogeological properties.
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Figure 2-1: Water bearing rocks of Chiang Mai Provinces (DMR, 2000).
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The Chiang Mai region comprises of various kinds of rocks of different ages. In
addition, they have various geological structures favourable for groundwater storage
such as faults, fractures, and folds. The detail of hydrogeological conditions of Chiang

Mai Province is illustrated in the map (see Figure 2-1) and described as follows.

2.3.1. Hydrogeologic Units in Unconsolidated Aquifers

The hydrogeologic units in unconsolidated rocks consist of gravel, sand, silt,
rock fragment and clay which are loosely cement. Generally, groundwater is stored in
inter-granular voids of the sediment grains. The storage capacity of groundwater in the
sediment deposits, particularly in those gravel and sand layers, is depending on the
following properties.

(1) Thickness of the sediment deposits. The thicker is the better storage

capacity.

(2) Sorting of the sediment grain. Well-sorted sediment is better in storage

capacity.

(3) Shape of sediment grain. The rounded grain gives good storage capacity.

Unconsolidated rocks of Chiang Mai province can be divided into 3
hydrogeologic units as follows.

Alluvial sediments aquifer (Qcp): consists of gravel, sand, silt, and clay.
Groundwater is stored in inter-granular voids of gravel and sand, deposited along the
flood plain and meander belts of the Ping river. The average depth to the aquifer is 20-
40 m., and well yield is more than 20 m*/hr.

Young terrace sediments aquifer (Qcr): consists of gravel, sand, silt, clay
deposited along narrow terrace next to the Ping river's flood plain which mainly
consists of thick clay with some gravel and sand socket to thick gravel and sand bed.
Groundwater is stored in inter-granular voids of gravel and sand deposited. The
average depth to the aquifer is 30-100 m., and well yield is 10-20 m®hr except in the
area adjacent to alluvial sediment where may yield more than 20 m*/hr.

Old terrace sediments aquifer (Qcm): Consists of gravel, sand, silt, and clay
deposited along area higher than young terrace deposit. Groundwater is stored in inter-
granular voids of gravel and sand deposited. The average depth to the aquifer is 50-

250 m., and 300 m. in some area. Well yield is 2-10 m*/hr.

2.3.2. Hydrogeologic Units in Semi-Consolidated Aquifers

The hydrogeologic units in semi-unconsolidated rocks (Tms) consist of various

Tertiary rocks such as shale, oil shale, and lignite. Groundwater is stored in cracks,
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fractures, faults, and bedding planes. The average depth to the aquifer is 20-60 m., and

well yield is typically less than 2 m%hr.

2.3.3. Hydrogeologic Units in Consolidated Aquifers

Most groundwater is stored in spaces of various geological structures i.e.
cracks, fractures, faults, and bedding planes, caves, and in weathering zone. The
groundwater quantity depends upon size and continuity of these structures. The
structures with large cavity and good continuity will store a great amount of
groundwater.

The consolidated rocks of Chiang Mai Province can be divided into 8
hydrogeologic units as follows.

Triassic-Jurassic sedimentary rocks aquifer (Tn): consists of sandstone,
siltstone and conglomerate. Groundwater is stored in cracks, fractures, faults, and
bedding planes. The average depth to the aquifer is 10-40 m., and 70 m in some area.
Well yield is generally less than 2 m*hr.

Permian-Carboniferous limestone aquifer (PCIs): consists of gray to dark
gray, massive to bedded limestone with chert nodule.In some part there is shale
interbedded. Groundwater is stored in cracks, fractures, faults, caves and bedding
planes. The average depth to the aquifer is 12-20 m., and well yield is generally less
than 2-10 m*/r.

Permian-Carboniferous metasedimentary rocks aquifer (PCms): consists of
sandstone, shale, chert, limestone, slate, mudstone, quartzite, phyllite. Groundwater is
stored in cracks, fractures, faults, and bedding planes. The average depth to the
aquifer is 12-30 m, and well yield is generally less than 2 m®hr or nil.

Ordovician limestone aquifer (Oc): consists of gray to dark gray,
recrystallized, laminated, argillaceous limestone with interbedded shale in the lower
part. Groundwater is stored in cracks, fractures, faults, caves and bedding planes. The
average depth to the aquifer is 30-70 m, and well yield is generally 2-10 m%hr.

Cambrian-Devonian metamorphic rocks aquifer (DEmm): consists of
quartzite, schist, phyllite, gneiss. Groundwater is stored in cracks, fractures, faults, and
bedding planes. The average depth to the aquifer is 30-40 m., and well yields are
generally less than 2 m*hr.

Gneiss, schist, and migmatite (Gn): consists of gneiss, schist, and migmatite.
Groundwater is stored in cracks, fractures, faults, and bedding planes. The average

depth to the aquifer is 30-80 m., and well yields are generally less than 2 m*/hr.
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Volcanic rock aquifer (Vc): Groundwater is stored in cracks, fractures, faults,
and weathering zone. The average depth to aquifer is 30-80 m., and well yield is
generally less than 2 m*hr.

Granite aquifer (Gr): Groundwater is stored in cracks, fractures, faults, and
weathering zone. The average depth to the aquifer is 10-20 m., and well yield is

generally less than 2 m*hr.

2.3.4. Groundwater Potential of the Chiang Mai Province

Most of the Chiang Mai area are mountainous areas underlain by consolidated
aquifers which cover 85% of the area. The important groundwater resources of
unconsolidated aquifers consist of alluvial and terrace sediments. These sediments are
distributed in the stream channel, flood plain, and higher area along both sides of the
Ping river and its tributaries. The well yield of the alluvial sediments is more than 20
m°hr. and that of the terrace sediments is 10-20 and 2-10 m*hr. The important
groundwater resources of consolidated aquifers are Permo-Carboniferous and
Ordovician limestone which has the well yields of 10-20 and 2-10 m*/hr, respectively.

Groundwater quality is generally good. Contents of TDS, hardness, iron, and
fluoride are less than 500, 200, 0.5, and 1.0 mg/L, respectively, even though some
area shows high content of iron. The depths for groundwater drilling are 30-80 m. in the
consolidated aquifers and 10-80 m. in the unconsolidated aquifers, except in the areas
of San Pa Tong, Doi Lo, Chom Thong, and Mae Wang districts where depth for
groundwater drilling is higher than 120 m.

2.4. Hydrogeology of Lamphun Province (DMR, 2000)

The Lamphun region comprises of various kinds of rocks including both
unconsolidated and consolidated rocks with different geochronological order. In
addition, they have various geological structures favorable for ground water storage
such as faults, fractures, and folds. The details of hydrogeological conditions of

Lamphun Province, as illustrated in the map (see Figure 2-2), are described as follows.

2.4.1. Hydrogeologic Units in Unconsolidated Aquifers

The hydrogeologic units in unconsolidated rocks consist of gravel sand, silt,
rock fragment and clay which are loosely cement. Generally, groundwater is stored in
inter-granular voids of the sediment grains. The storage capacity of groundwater in the
sediment deposits, particularly in those gravel and sand layers, is depending on the

following properties.
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Figure 2-2: Water bearing rocks of Lamphun Provinces (DMR, 2000).
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The unconsolidated rocks of Lamphun Province can be divided into 4

hydrogeologic units as follows.

Alluvial sediments aquifer (Qcp) consists of gravel, sand, silt, and clay.
Groundwater is stored in inter-granular voids of gravel and sand, deposited along the
flood plain and meander belts of the Ping river. The average depth to the aquifer is 20-
40 m and well yield is more than 20 m*hr. This units distribute in Mueang Lamphun
and Pa Sang districts.

Colluvial sediments aquifer (Qcl) consists of gravel, sand, clay and rock
fragments. Groundwater is stored in inter-granular voids of gravel and sand deposited
along hill slope. The average depth to the aquifer is 15-20 m, and well yield is around
2-10 m%fhr.

Young terrace sediments aquifer (Qcr) consists of gravel, sand, silt, clay
deposited along narrow terrace next to Ping river’s flood plain which mainly consists of
thick clay with some gravel and sand socket to thick gravel and sand bed. Groundwater
is stored in inter-granular voids of gravel and sand deposited. The average depth to the
aquifer is 30-100 rn., and well yield is 2-10 m*/hr except the area adjacent to alluvial
sediment such as part of Mueang Lamphun, Pa Sang, Wiang Nong Long, Ban Hong,
and Ban Thi districts which may yield more than 20 m?hr.

Old terrace sediments aquifer (Qcm) consists of gravel, sand, slit, and clay
deposited along area higher than young terrace deposit and in intermontane basin of
the Li river. Groundwater is stored in inter-granular voids of gravel and sand deposited.
The average depth to the aquifer is 50-250 m., and 300 m. in some area, and well yield

is 2-10 m*hr except for some area may yield up to 10-20 m*hr and more.

2.4.2. Hydrogeologic Units in Semi-consolidated Aquifers

The hydrogeologic units in semi-unconsolidated rocks (Tms) consists of various
Tertiary rocks such as shale, oil shale, and lignite. Groundwater is stored in cracks,
fractures, faults, and bedding planes. The average depth to the aquifer is 20-30 m, and

well yields are generally Leas than 2 m*/hr.

2.4.3. Hydrogeologic Units in Consolidated Aquifers

Most groundwater is stored in spaces of various geological structures i.e.
cracks, fractures, faults, and bedding planes, caves, and in weathering zone. The
groundwater quantity depends upon size and continuity of these structures. The

structures with large cavity and good continuity will store a great deal of groundwater.
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The hydrogeologic units in consolidated rocks of Lamphun province can be

divided into 6 hydrogeologic units as follows.

Triassic-Jurassic sedimentary rocks aquifer (Tn): consists of sandstone,
siltstone and conglomerate. Groundwater is stored in cracks, fractures, faults, and
bedding planes. The average depth to the aquifer is 20-40 m., and well yields are
generally less than 2 m*hr.

Permian-Carboniferous limestone aquifer (PCls): consists of gray to dark
gray, massive to bedded limestone with chert nodule. In some part there is shale
interbedded. Groundwater is stored in cracks, fractures, faults, caves and bedding
planes. The average depth to the aquifer is 20-60 m, and well yields are generally 2-10
m3/hr. However, in case of large cavity, well yield can be more than 20 m*/hr.

Ordovician limestone aquifer (Oc) consists of gray to dark gray,
recrystallized, laminated, argillaceous limestone with interbedded shale in the lower
part. Groundwater is stored in cracks, fractures, faults, caves and bedding planes. The
average depth to the aquifer is 30-70 m., and well yields are generally around 2-10
m®hr. However, in case of large cavity, well yield can be around 10- 20 m*/hr or more.

Permian-Carboniferous metasedimentary rocks aquifer (PCms) consists of
sandstone, shale, chert, limestone, slate, mudstone, quartzite, phyllite. Groundwater is
stored in cracks, fractures, faults, and bedding planes. The average depth to the
aquifer is 30-80 m., and well yields are generally less than 2 m3/hr or nil.

Cambrian-Devonian metamorphic rocks aquifer (DEmm) consists of
quartzite, schist, phyllite, gneiss. Groundwater is stored in cracks, fractures, faults, and
bedding planes. The average depth to the aquifer is 40-70 m., and well yields are
generally less than 2 m*hr.

Granite rocks aquifer (Gr): Groundwater is stored in cracks, fractures, faults,
and weathering zone. The average depth to the aquifer is 10-50 m., and well yields are

generally less than 2 m*/hr.

2.4.4. Groundwater Potential of the Lamphun Province

In Lamphun 32% of the area is covered by unconsolidated rocks which are
good aquifer especially in the area of Chiang Mai-Lamphun basin which store 485
million m* and can be developed for 97 million m*yr (Wongsawat, 1999). Other 18% of
the area is limestone which is good aquifer, yield groundwater enough for utilization in
many purposes. Other 15% of the areas are sandstone and shale which give moderate

yield. The other 35% are igneous and metamorphic rocks contain less amount of water.
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The quality of groundwater is in good and moderate classes, though iron and
fluoride content is quite high in some area. The depth for drilling is in 40-60 in. in
general, except in the eastern rim of Lamphun basin where the depth is 80- 120 m, or

even more in the northern part.

2.5. Chiang Mai Basin: A Closer Look (Margane and
Tatong, 1999)

2.5.1. Geology

The Chiang Mai basin is an intermontane basin that was formed, like similar
basins in Thailand, between the late Cretaceous and the early Tertiary during a period
of transtensional faulting following the collision of the Indian with the Eurasian plate
(Bunopas and Vella 1983, Bunopas and Vella 1992, Polachan and Sattayarak 1989).
The dominant tectonic features are N-S extensional faults, NW-SE dextral shear
faults, and NE-SW sinistral shear faults. A sequence of Precambrian to Permian
sedimentary rocks is exposed in the area around the basin. West of the basin, these
rocks were intruded by granites (Carboniferous and Triassic). East of the basin, there
are volcanic rocks.

Evaluation of geological mapping data (Chaimanee, 1997) and gravity data
(Wattananikorn et al., 1995), structural interpretation of satellite images, lithological
logs, geophysical borehole logs and hydrogeological data reveals that continuous
down-faulting since the late Cretaceous has governed the sedimentation pattern. On
the basis of geophysical data, the basin fill reaches a thickness of about 2000 m
(Wattananikorn et al., 1995). In the areas with high subsidence rates, sand and gravel
have been deposited with high accumulation rates during the Quaternary. The more
stable blocks are dominated by the deposition of slopewash sediments (colluvium)
consisting mainly of clay and silt. In some areas almost no down-faulting or even uplift
has occurred, as evidenced by the preservation of gravel beds at higher elevations
(‘High Terrace’). In the area downstream of the Mae Kuang dam from the foot of the
mountains down to the area east of Chiang Mai, sand and gravel beds interfingered
with clayey and silty units were deposited in the form of alluvial fans by the Kuang
River and its tributaries. Such interfingering units are observed throughout this area,
providing evidence of the rapid change of the courses of the streams and rivers. As
observed in outcrops and lithological logs, sand and gravel beds can be traced mostly

only over short distances.
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2.5.2. Hydrogeology

Configuration of the Groundwater System and Aquifer Characteristics

It is extremely difficult to delineate the sedimentary units in the basin because
correlation is mostly not possible. Previous hydrogeological models, which proposed
that the aquifer system consists of a number of terraces (Chuamthisong, 1971;
Buapeng et al., 1995), could not be confirmed. However, it is possible to delineate
areas or blocks with a distinct sedimentation pattern. On the basis of lithological
characteristics, the upper part of the Chiang Mai basin down to a depth of around 200

m can be subdivided into the following zones (Figure 2-3):

(1) Central Alluvial Channel

(2) Mae Kuang Alluvial Fan

(3) Nam Wang—Nam Mae Khan sub-basin
(4) Zone of Colluvial Deposits

(5) High Terrace deposits

The distinctive lithology of each of these zones results in a very different
hydrogeology of the aquifer complexes. However, adjacent aquifer complexes are
certainly interconnected hydraulically. The aquifer complexes can be characterized as

follows:

Central Alluvial Channel

The central part of the Chiang Mai basin is dominated by the deposition of sand
and gravel transported under high energy conditions by the Ping River. This is the area
where according to the structural interprettation the main down-faulting occurs. Clayey
strata are present throughout the sequence but form only a very minor component.
Wells in this area are relatively shallow (average depth: about 50 m). In most cases
adequate vyields with low drawdown (high specific well capacities) have been reached
within the top 30 m of the sediments. The Central Alluvial Channel is the area of
highest groundwater exploitation potential. Specific well capacities per meter of screen
length (i.e., normalized SC) are between 10 and about 100 m/d. Average screen length
is around 6 m. Little data is available on hydraulic conductivities from pumping test
evaluations; most of the data is from the area around Mae Rim district, with hydraulic
conductivities between 20 and about 200 m/d.

Groundwater quality is commonly very good, with total dissolved solids (TDS)

mostly less than 250 mg/L. The fluoride and iron concentrations are generally low,
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especially in the upper part of the aquifer, owing to high oxygen concentration and flow
velocities.

The future development of groundwater resources for central water supplies
should be concentrated in this zone. However, it has to be emphasized that the
vulnerability of this aquifer to groundwater pollution is high, due to the lack of a
continuous cover of clayey/silty sediments. Therefore, measures leading to protection
of these groundwater resources are highly recommended. For example,
industrialplants and landfills for waste disposal should be legally banned in these

areas, along with other activities hazardous to groundwater quality.

Mae Kuang Alluvial Fan

In the area between the villages of San Sai, Doi Saket and San Kamphaeng
districts, sand and gravel interfingering with silt and clay. Especially in the northern half
of this area, sand and gravel prevail. This sedimentation pattern was created by the
alluvial fan of the Kuang and the Huai Bon rivers. The average depth of wells in this
area is about 50 m. Specific well capacities per meter screen length vary considerably
from one area to the other, from about 1 m/d to about 20 m/d, providing evidence of the
rapid lateral changes in lithology. Hydraulic conductivity values range between about 5
and about 100 m/d. Groundwater quality is mostly good. Only in the southern part have
elevated TDS values been observed. The vulnerability of the aquifer to pollution is
highly variable. In the area between San Kamphaeng and San Sai districts, a thick
cover of clay silt provides adequate protection against groundwater pollution. This is
supported by a geoelectric sounding profile prepared by the Groundwater Division of
DMR.

Nam Wang—Nam Mae Khan sub-basin

Evidence for the existence of a down-faulted block has been found from the
tectonic interpretation of satellite images and gravity data from the area west of San Pa
Tong district. Continuous subsidence in this sub-basin has led to the accumulation of
predominantly sand and gravel. This interpretation is supported by hydrogeological
data that indicate high specific well capacities per meter screen length of as much as
about 50 m/d. However, values are quite different from one point to the other and it
seems that lower values are confined to the margins and lower parts of this comparably

small sub-basin, whereas high values are found in the northwestern part.
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Zone of Colluvial Deposits

Clayey and silty colluvial deposits predominate in the area east of the Kuang
River from the southern limit of the project area to the Huai Bon river in the north
(approximately UTM northing 2,080,000). Sand and gravel beds occur only in limited
areas as channel deposits of the eastern tributaries of the Kuang river, which have
relatively small catchment areas. In a few wells, undated consolidated rocks have been
reached (described as limestone and shale), indicating that the bottom of the basin in
some areas is quite shallow. The specific well capacity per meter screen length of wells
in this area ranges from less than 0.1 to about 3 m/d. However, higher values may be
expected locally — in alluvial channels of the tributaries. Hydraulic conductivity values
are generally less than 1 m/d. Wells are often quite deep (as much as 200 m) and
screened at several depth intervals in order to obtain a suitable amount of water.
Monitoring of wells shows a relatively large lowering of the water table of up to 1 m/yr.
This indicates that the recharge rate, especially in deeper parts of the aquifer, is less
than the abstraction rate. The high fluoride content in this area of up to 16.5 mg/L
provides further proof of low flow velocities (high residence time).

Colluvial deposits have been mapped in several other areas along the foot of
the mountain ranges. Very few water wells have been drilled in most of these areas,

but in general specific well capacities and hydraulic conductivities are low.

High Terrace deposits

Sediments classified as ‘High Terrace’ deposits (Qth) occur along the western
margin of the basin. On the eastern margin, such deposits have been mapped only in a
very small area (north of UTM northing 2,091,500). These deposits consist of sand and
gravel beds intercalated with silt and clay, probably deposited during the Late Pliocene
to early Quaternary. The sand and gravel beds have a relatively high clay content
(mainly kaolinite) and are indulated. The high clay content of ‘High Terrace’ deposits
results in a very low specific well capacity, which is clearly reflected on the map of the
groundwater exploitation potential (see Figure 2-3). Specific well capacity per meter
screen length is usually less than 1 m/d. Groundwater monitoring data from this area
indicate a rapid lowering of water levels. In the deeper part of this aquifer complex,
water levels have in some cases dropped considerably and the difference between the
piezometric head in the shallow part of the aquifer and the deeper part is more than 35
m in some places, indicating that the recharge rate of these resources is very low.
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Figure 2-3 Subdivision of aquifer system in Chiang Mai basin (Margane and Tatong, 1999)
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2.6. Hydraulic Properties of Unconsolidated Aquifers in
Chiang Mai Basin

Determination of aquifer hydraulic properties is a basic component of most
groundwater supply and contaminant-transport investigations. A frequently used
method for estimating hydraulic properties is graphical type-curve analysis of aquifer
tests, in which dimensionless type curves derived from an assumed analytical model of
ground-water flow to a pumped well are used to analyze time-drawdown
measurements of hydraulic head in observation wells and piezometers. These
analyses are done to estimate the transmissivity and storativity of confined aquifers or
the hydraulic conductivity and specific yield of water-table (unconfined) aquifers. An
alternative approach to dimensionless type-curve analysis is to generate dimensional
time-drawdown curves from the analytical model that are compared directly to the
measured values. In this approach, the hydraulic properties of the model are adjusted
in a series of model simulations until the model-calculated drawdowns closely match
the measured values. This procedure is called model calibration and can be done
graphically, as in the dimensionless type-curve approach, or automatically by use of a
parameter-estimation technique.

Many analytical models have been developed for evaluation of axial-symmetric
flow to a well that pumps from a confined or water-table aquifer. The ability of these
models to represent realistic field conditions such as well-bore storage and skin, partial
penetration of wells, and, in the case of a water-table aquifer, drainage from the
unsaturated zone, has steadily improved since the pioneering work of Theis (1935),
who presented a transient analytical model of flow to a fully penetrating well in a
confined aquifer. Recently, Moench (1997) developed an analytical model of flow to a
partially penetrating, finite-diameter well in a homogeneous, anisotropic water-table
aquifer. The model accounts not only for well-bore storage and skin at the pumped
well, but also for delayed drawdown response of an observation well. By including
these factors, it is possible to accurately evaluate the specific storage of a water-table
aquifer from early-time drawdown data in observation wells and piezometers. It is also
theoretically possible to use the model to interpret pumped-well data. For confined
aquifers, the model expands upon the work of Dougherty and Babu (1984) and allows
for anisotropic hydraulic conductivity. For unconfined aquifers, the model expands upon
the early work of Boulton (1954, 1963) and of Neuman (1972, 1974) and allows for
well-bore storage and skin, delayed piezometer response, and delayed drainage from

the unsaturated zone.
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This research project uses a modified computer program WTAQ to evaluate
hydraulic conductivity of the pumping test data. WTAQ is based on Moench’s (1997)
analytical model for axial-symmetric flow in a confined or water-table aquifer. WTAQ
calculates dimensionless or dimensional drawdowns that can be used with measured
drawdowns at observation points to estimate hydraulic properties of confined and
water-table aquifers. WTAQ can be used to estimate both horizontal and vertical
hydraulic conductivity, specific storage, and specific yield of a water-table aquifer by

graphical, type-curve methods and by an automatic parameter-estimation method.

2.6.1. Pumping Tests Results in Chiang Mai Basin

Pumping test wells in the study area were drilled by Department of
Groundwater Resources, Ministry of Natural Resources and Environment. Although
there are a number of test wells drilled in the study area, covering all aquifer zones,
only 41 test wells drilled in 5 aquifer zones are selected for further pump test analysis
(Uppasit, 2004).

These are 17 wells in the Central Alluvial Channel, 2 wells in the Colluvial and
Alluvial Deposits, 15 wells in the Colluvial Deposits, 6 wells in the Mae Kuang Alluvial
Fan and one well in the Nam Wang-Nam Mae Khan Sub-basin. Details of the pumping
test wells, calculated transmissivities and hydraulic conductivities, and calculated
specific yield values are shown in Table 2-1, respectively. Locations of the pumping
test wells are shown in Figure 2-4. The specific yield ranges from 0.0766 to 0.3280.
Due to the lack of observation well, all pumping test data are from measurement in the
pumped well itself (single-well pumping test). Radius of the pumped well is used as
distance from the pumped well to the observation well. The accuracy of the estimating
aquifer specific yield using the single well pump test is therefore low.

These pumping test data will be re-analyzed using WTAQ (Barlow and Moench,
1999) program and an inverse modeling code, UCODE (Poeter and Hill, 1998) to
obtain anisotropy of the aquifer materials. There still is the need to obtain more data in

the areas where no pumping well is available.
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Figure 2-4: Locations of pumping test (from Uppasit, 2004).
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Table 2-1: Pumping tests wells and results (Uppasit, 2004).

WellNo. | WellName | UTME | UTMN Aquifer T[md] | K [m/d] S[H
1 MW1000 503700 | 2055730 Central Alluvial Channel 1.605 0.1338 0.1316
2 MW1019 498350 | 2056490 Central Alluvial Channel 7.959 0.9949 0.2547
3 TG0224 489554 | 2051135 Central Alluvial Channel 2.361 0.1816 0.0936
4 TG0245 500250 | 2063500 Central Alluvial Channel 2.486 0.6215 0.2996
5 TG0246 499334 | 2070620 Central Alluvial Channel 16.89 2111 0.1936
6 TG0248 505233 | 2070249 Central Alluvial Channel 1.285 0.1606 0.2818
7 TG0261 498850 | 2067900 Central Alluvial Channel 1.283 0.1603 0.2695
8 TG0262 504944 | 2071101 Central Alluvial Channel 0.8728 0.2909 0.2695
9 TG0263 504950 | 2071330 Central Alluvial Channel 4291 0.7152 0.2965
10 TG0264 504890 | 2071700 Central Alluvial Channel 2.51 0.4183 0.234
11 TG0265 505890 | 2071500 Central Alluvial Channel 2.115 0.3525 0.2898
12 T00274 497200 | 2084900 Central Alluvial Channel 1.062 0.1771 0.2885
13 TG0286 495160 | 2094300 Central Alluvial Channel 6.827 1.707 0.2706
14 TG0287 491200 | 2090350 Central Alluvial Channel 2.657 0.3321 0.2698
15 TG0295 490300 | 2049800 Central Alluvial Channel 0.2589 0.0324 0.0766
16 TG0318 506092 | 2075286 Central Alluvial Channel 39.42 9.856 0.2705
17 TG0339 500246 | 2091752 Central Allivial Channel 3.865 0.4832 0.198
18 TG0127 491100 | 2055850 | Colluvial and Alluvial Deposits |  1.854 0.206 0.2047
19 TG0294 491000 | 2056400 | Colluvial and Alluvial Deposits [ 11.75 0.9794 | 0.1532
20 DCO0577 494730 | 2074220 Colluvial Deposits 7.092 0.2955 0.2693
21 DC0578 493810 | 2072900 Colluvial Deposits 0.1077 0.0045 0.2591
22 MWO0806 502232 | 2049409 Colluvial Deposits 0.0802 | 0.0134 | 0.2103
23 MW0989 498205 | 2047046 Colluvial Deposits 0.4004 0.0334 0.1668
24 MW1007 507520 | 2049450 Colluvial Deposits 6.307 0.1828 | 0.2842
25 MW1018 516750 | 2066200 Colluvial Deposits 0.7351 0.0981 0.2934
26 MW1024 499420 | 2046510 Colluvial Deposits 2.924 0.2437 0.0977
27 MW1038 505650 | 2050950 Colluvial Deposits 0.0602 [ 0.0013 | 0.1646
28 MW1046 516700 | 2063800 Colluvial Deposits 2.394 0.1228 0.328
29 MW1070 503898 | 2053398 Colluvial Deposits 3.247 0.5412 0.2779
30 TG0132 493786 | 2091157 Colluvial Deposits 5.985 0.3741 0.2273
31 TG0285 494750 | 2072020 Colluvial Deposits 119 0.1488 0.2968
32 TG0314 515838 | 2083455 Colluvial Deposits 2721 0.0403 0.2647
33 TG0324 516555 | 2086587 Colluvial Deposits 7.244 0.1932 0.1578
34 TG0345 492810 | 2071800 Colluvial Deposits 1.933 0.2416 | 0.0703
35 TG0033 510149 | 2079062 Mae Kuang Alluvial Fan 29.6 1.315 0.2265
36 TG0229 508838 | 2072079 Mae Kuang Alluvial Fan 5.543 0.462 0.0975
37 TG0230 505194 | 2081506 Mae Kuang Alluvial Fan 1117 1.862 0.265
38 TG0231 518500 | 2078175 Mae Kuang Alluvial Fan 9.549 1.592 0.1829
39 TG0275 502080 | 2089690 Mae Kuang Alluvial Fan 5.016 0.836 0.2921
40 TG0313 513220 | 2075850 Mae Kuang Alluvial Fan 16.33 0.8163 0.275
41 TG0036 485255 | 2053502 | Nam Wang-Nam Mae Khan 1434 7.965 0.2788
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2.7. Hydrometeorological Data

Hydrometeorological data includes precipitation, humidity, windspeed,
evaporation, evapotranspiration, etc. Some of these data will be used as input data for
groundwater model discussed in the next chapter. Table 2-2 shows some 30-yr
average climatological data of the Chiang Mai basin. The data were derived from all

meteorological stations located within the Chiang Mai basin.

Table 2-2: Climatological data of the Chiang Mai basin (30-yr average).

Maximum Minimum Annual

Rainfall (mm) 224.4 (Aug) 7.7 (Jan) 1,134.0

Pan Evaporation (mm) 203.1 (Apr) 97.1 (Dec) 1686.7
Temperature (°C) 29.4 (Apr) 21.1 (Dec) 25.8
Relative Humidity (%) 82.0 (Sep) 52.5 (Apr) 71.3

2.7.1. Potential Evapotranspiration (ETp)

The process of direct evaporation from soil and transpiration from growing
plants are the primary component of the hydrologic cycle that returns precipitated water
to the atmosphere as vapour. Since it is almost impossible to separate evaporation
from transpiration, both processes are usually combined and called evapotranspiration
which is normally expressed as a depth of water, mm.

In groundwater study, potential evapotranspiration (ET,) is required. ET, is the
evapotranspiration that would occur under given climatic condition (maximum rate) if
here were unlimited moisture supply. A number of empirical equations have been
developed for estimating ET, from available meteorological data. Table 2-3 shows the

value of monthly ET, calculated using Penman’s equation.

2.7.2. Groundwater Recharge

Groundwater recharge pattern describes the duration and time needed for
recharge water to reach the aquifer. The pattern serves as additional information to
groundwater management.

Uppasit (2004) determined the duration for recharge water to infiltrate and
reach groundwater (i.e., percolation) of the Chiang Mai basin using available
meteorological data as shown in Table 2-3. It is clear that the recharge duration of the
aquifer is July to September (on average) with the recharge rate of 218.56 mm/yr. This
number however represents the entire amount of water that recharges all existing

aquifers. In reality, different aquifer units will have different recharge amount.
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Therefore, Uppasit (2004) uses the method of water-level fluctuation to determine (i.e.

distribute) the amount of recharge in each of the unconsolidated aquifers (see Table

2-4).

Table 2-3: Calculation of effective rainfall from ET, and precipitation (Uppsit, 2004).

Month Precipitation ETp Soil'l\/'loisture Effective
(mm) (mm) Deficit (mm) Rainfall (mm)

Jan 7.02 92.16 85.14 -
Feb 7.94 116.39 108.45 -
Mar 19.89 150.85 130.96 -
Apr 54.41 177.13 122.72 -
May 161.35 165.38 4.03 -
Jun 126.79 144.05 17.26 -
Jul 159.24 130.89 - 28.35
Aug 236.22 123.63 - 112.59
Sep 207.85 130.24 - 77.61
Oct 113.39 129.47 16.08 -
Nov 48.48 107.76 59.28 -
Dec 17.12 88.84 71.72 -
Total 1,159.70 1,556.79 615.66 218.55

Table 2-4: Calculation of recharge in unconsolidated aquifers (Uppsit, 2004).

Recharge Average
. Recharge
. Effective
Aquifer . % of Annual (% of
Rainfall (mm) (mm/yr) Rainfall Annual
Rainfall)
Central Alluvial Channel | 232.14-335.19 | 65.20-240.87 | 5.62-20.77 13
Colluvial and Alluvial 332.79 15.38-23.22 | 1.33-2.00 2
Deposits
Colluvial Deposits 210.85-335.54 | 90.43-251.86 | 7.80-21.71 15
Mae Kuang Alluvial Fan | 241.63-264.67 | 51.20-9551 | 4.42-8.24 6
Wang'Mggsfnha” Sub- 260.41 0.37-13.93 | 0.003-1.20 1
Total 0.37-251.86 | 0.003-21.71 11
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Groundwater Flow Model

3.1. Groundwater Models

Mathematical models, used commonly in groundwater studies, are an attempt
to represent groundwater flow processes by mathematical equations. The precise
language of mathematics provides a powerful mechanism for expressing a tremendous
quantity of information in an amazingly simple and compact way. Naturally, the starting
point in modeling is a clear understanding of the processes involved. In terms of the
flow of groundwater, one mainly needs to consider two dominant processes: flow in
response to hydraulic potential gradients and the loss or gain of water from sinks or
sources (e.g. pumping or injection, or gains and losses in storage). Mathematical
models rely upon the solution of the basic equations of groundwater flow which is a
combination of Darcy’s Law and mass balance equation. Equation (3-1) illustrates a
partial differential equations describing groundwater flow in three-dimensional domain.
The parameters K and S are hydraulic conductivity and specific storage, respectively.
The hydraulic head h is a function of both space and time. The parameter W refers to

source/sink within the domain (i.e., groundwater systems) of interest.

2 2 2
Xa—?m 8—2+Kza—2=35@iw (3-1)
OX Y oy 0z ot

K
With proper boundary and initial conditions given, solution to (3-1) can be
obtained. However, analytical solution to (3-1) is generally not available due to the

complexity of the problems and heterogeneity of the aquifers. Numerical model must
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be used, in such case, to be able to make use of the mathematical model presented in
(3-1). Numerical solution to the flow, heat, or mass transport equations require that
they be recast in an algebraic form. These recast equations are numerical
approximations and the answers obtained are also approximations. The equations a
most commonly in matrix form and they are solved on a digital computer. Numerical
models are one of the most important development in hydrogeology in the last 15
years.

A numerical groundwater flow model is the mathematical representation of an
aquifer in a computer. Using the basic laws of physics that govern groundwater flow,
we instruct the computer to consider the physical boundaries of the aquifer, recharge,
pumping, interaction with rivers, or other phenomenon to model the behaviour of the
aquifer over time. Many types of numerical model for groundwater flow simulation are
available. In this research, a program MODFLOW will be used in conjunction to
stochastic methods and inverse modeling to assess groundwater resources of the
Chiang Mai basin. Anderson and Woessner (1992) suggested step-by-step for

successful modeling of groundwater as shown in Figure 3-1.

3.1.1. MODFLOW

MODFLOW is a computer program that simulates three-dimensional ground-
water flow through a porous medium by using a finite-difference method (McDonald
and Harbaugh, 1988). MODFLOW was designed to have a modular structure that
facilitates two primary objectives: ease of understanding and ease of enhancing. Ease
of understanding was an objective because U.S. Geological Survey technical
managers generally believe that modellers should understand how a model works in
order to use it properly. Ease of enhancement was an objective because experience
showed that there was a continuing need for new capabilities.

MODFLOW was originally documented by McDonald and Harbaugh (1984). As
with most computer programs that are used over a long time period, MODFLOW
underwent several overall updates. The second version of MODFLOW is documented
in McDonald and Harbaugh (1988), and this version is often called MODFLOW-88 to
distinguish it from other versions. A third version is called MODFLOW-96 (Harbaugh
and McDonald, 1996a and 1996b).

In addition to the enhancements and updates, the U.S. Geological Survey
developed two major extensions to MODFLOW—MODFLOWP (Hill, 1992) and
MOC3D (Konikow and others, 1996). MODFLOWP and MOC3D solve equations in
addition to the ground-water flow equation. MODFLOWP solves a MODFLOW
calibration problem by calculating values of selected input data that result in the best
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match between measured and model calculated values, and MOC3D solves the solute-

transport equation for concentration.

| Define purpose |
Field data —{ Concepit?l model {— 1
[ Mathematical model | +
Analytical | Numerical forrnulationl
solutions |
l Computer program

code verified?

CODE @
SELECTION

Model design }=#— Field data

Y

Calibration”
Comparison
with +
field data Verification |
Prediction’

Y

Presentation of results

Y

Field data ———— = Postaudit -—

“includes sensitivity analyses

Figure 3-1 Steps in a protocol for model application (Anderson and Woessner, 1992).

Although MODFLOW was originally designed to facilitate change, its design
concepts did not include solving equations other than the ground-water flow equation.
As a result, incorporating capabilities such as those added through MODFLOWP and
MOC3D was nhot as straightforward from the programmer’s or user’'s perspective as
were the other enhancements that dealt only with the ground-water flow equation.
Therefore, MODFLOW-2000 has been developed to facilitate the addition of multiple

types of equations. Ease of understanding continues to be included as an objective of
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the design. There is also an objective to minimize changes that would impact existing
MODFLOW users.

For many data input quantities, MODFLOW-2000 allows definition using
parameter values, each of which can be applied to data input for many grid cells. In
combination with new multiplication and zone array capabilities, the parameters make it
much easier to modify data input values for large parts of a model. Defined parameters
also can have associated sensitivities calculated and be modified to attain the closest
possible fit to measured hydraulic heads, flows, and advective travel. This is
accomplished using the Observation, Sensitivity, and Parameter-Estimation Processes
of MODFLOW-2000, which are documented by Hill and others (2000).

The main objectives in designing MODFLOW were to produce a program that
can be readily modified, is simple to use and maintain, can be executed on a variety of
computers with minimal changes, and has the ability to manage the large data sets
required when running large problems. The MODFLOW report includes detailed
explanations of physical and mathematical concepts on which the model is based and
an explanation of how those concepts was incorporated in the modular structure of the
computer program. The modular structure of MODFLOW consists of a Main Program
and a series of highly-independent subroutines called modules. The modules are
grouped in packages. Each package deals with a specific feature of the hydrologic
system which is to be simulated such as flow from rivers or flow into drains or with a
specific method of solving linear equations which describe the flow system such as the
Strongly Implicit Procedure or Preconditioned Conjugate Gradient. The division of
MODFLOW into modules permits the user to examine specific hydrologic features of
the model independently. This also facilitates development of additional capabilities
because new modules or packages can be added to the program without modifying the
existing ones. The input/output system of MODFLOW was designed for optimal
flexibility.

3.1.2. MODFLOW Add-Ons

Many computer codes have been developed to be used with MODFLOW. The
codes are often called packages, models or sometimes simply programs. Packages
are integrated with MODFLOW, each package deals with a particular technique for
solving the system of equations or a specific feature of the hydrologic system to be
simulated. A model or program is not embedded in MODFLOW, but communicates with
MODFLOW through data files. Some popular Package, Models, and Programs are

given below.
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Direct Solution (DE4): This package provides a direct solver using Gaussian

elimination with an alternating diagonal equation-numbering scheme.

Horizontal-Flow Barrier (HFB): Simulates thin, vertical low-permeability geologic

features (such as cutoff walls) that impede the horizontal flow of ground water.

Interbed-Storage (IBS): Simulates storage changes from both elastic and inelastic

compaction in compressible fine-grained beds due to removal of groundwater.

Reservoir (RES): Simulates leakage between a reservoir and an underlying
groundwater system as the reservoir area expands and contracts in response to

changes in reservoir stage.

Streamflow-Routing (SFR): Account for the amount of flow in streams and to simulate

the interaction (leakage) between surface streams and groundwater.

Time-Variant Specified Head (CHD): This package was developed as a part of the
Interbed-Storage package to allow constant-head cells to take on different

values for each time step.

3.1.3. Steps in Model Setup

Anderson and Woessner (1992) suggested steps in successful setting up a
groundwater model as shown in Figure 3-1. Generally, one should begin with
establishing the purpose of setting up a groundwater simulation; usually a predictive
model. Then, using field data in both geology and hydrogeology aspects, to establish
the conceptual model which includes defining the hydrostratigraphic units and proper
boundary conditions. Next step, convert the conceptual model into a set of partial
differential equations describing the system with appropriate boundary and initial
conditions. This is called a mathematical model. Next, the problem domain is
discretized in to pieces of blocks (in finite difference method) as seen in Figure 3-2 and
model is executed.

Next crucial step, and perhaps the most important, is to calibrate the model
using field observations. This is to make sure that model can capture flow field
conditions. The model calibration, which has traditionally been achieved using trial-and-
error approach, should be done systematically using automatic parameter estimation
(e.g. Poeter and Hill, 1998). Finally, a validated model can be used to predict system

behaviour or to assess groundwater resources.

3-5



Final Report Ag.ATYS waunu (unanendedealus)

COLUMNS (J)

Figure 3-2 Grid system used in MODFLOW setup (Anderson and Woessner, 1992).

3.2. Conceptual Model

Setting up a proper conceptual model of the groundwater system is very
important because it will dictate how good the approximation will result from a
numerical model (in this case, MODFLOW). Good practice for modellers is always to
start with a clear picture of a site’s conceptual model.

The Chiang Mai groundwater basin is a semi-closed basin where groundwater
can only flow in and flow out in the north and south boundaries, respectively. The east
and west boundaries are bounded by mountains (Figure 1-1). Areas inside the basin
boundary are a zone of natural recharge and, of course, a zone of groundwater
extraction. Surface water runoffs include Ping and Kuang rivers which flows generally
from north to south. The general groundwater flow direction is from north, east, and
west to south which is similar to the flow of surface water.

Five semi- to unconsolidated deposits (described earlier in Chapter 2) of the
Chiang Mai basin can be grouped into three hydrostratigraphic units: (1) Floodplain
deposits aquifer which has a thickness of 50 m. The upper aquifer is unconfined with
an average thickness of 30 m. The bottom 20 m of an aquifer is confined. (2) Low
terrace deposits aquifer has an average thickness of 150 m which can be divided into
two sub-units: an unconfined aquifer having a thickness of 30 m is located in the east
and west parts of the floodplain deposits. The deeper aquifer located beneath the
floodplain deposits is confined. (3) High terrace deposits aquifer having an average
thickness of 300 m. The unconfined part of this aquifer is approximately 30 m thick
whereas the aquifer beneath the low-terrace deposits is confined.

Figure 3-3 shows conceptual model of the Chiang Mai basin. The problem

domain is similar to Figure 2-3 where the north and south ends of the aquifers were

3-6



MRG4980079 Chapter 3: Deterministic Groundwater Flow Model

cutoff in order to put the general-head boundary conditions for simulating inflow/outflow
of groundwater. Groundwater generally flows from east and west side of the basin

toward the central plain and flows southward out of the aquifer system.

---___\_\‘

Precipitation

| 4

r Evapotranspiration

£
AT g
Y
SV
. wrd \f t

N

Figure 3-3 Conceptual model of the Chiang Mai basin
(modified from DGR, 2003)

3.3. Numerical Model

The conceptual model in Figure 3-3 is converted into a numerical model using
three graphical user interface (GUI) versions of MODFLOW called PMWIN Pro® 7,
GMS® 6.5 and Visual MODFLOW® 4.2. Each of them has weaknesses as well as
strengths. This research utilizes all three GUI programs in order to accomplish model
setup & execution, model calibration, and the stochastic groundwater modeling
(discussed in Chapter 4). The domain (aquifer system) is discretized into a set of
square finite-difference grid with the dimension of 1000x1000 m? (71 columns, 80
rows). The area outside unconsolidated aquifer is considered inactive (see Figure 3-4).
The aquifer system is divided into four model layers with varying thicknesses and
hydraulic conductivity fields. The hydraulic conductivity field for all four model layers

are shown in Figure 3-5.
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Figure 3-4 Model domain showing active/inactive cells.
(modified from DGR, 2003)
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Figure 3-5 Hydraulic conductivity zones.
(modified from DGR, 2003)
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Figure 3-6 Recharge zones.
(modified from DGR, 2003)
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Figure 3-7 Evapotranspiration zones.
(modified from DGR, 2003)

3-11



Final Report Ag.ATYS waunu (unanendedealus)

o
o
8
= \
~ 7
o
o
o
g AT
& ] i
{ | 1
)
7
I
8 I
8_ M~ ] o || 4 K
3 A=Y N
N
[ |
H ]
8 ]
2 i :
o \ 4.
N
] ]I
8 7
=% n x | T
S »
N ] |
= ] 7 i
T »
8 S
o |
g
o AN d
N ] | |
{ ] / ( U A
d Y
/]
o
8
1 NERRERZ
o N
N N -
o] =
1
4 <
’
o
8 P
e p N
o Na
N A W
L
2
o 1
o
o
3 u Tt
Q M K| SEam
459000 468000 477000 486000 495000 504000 513000 522000 530000
. nsdszens ldnszuaunisalnueasnuazmaiindudunefalunaaslunisa¥ \
. - . x o . v
WLILRNABNATIAANARTIBILEININAN AT e 1 i '\
Applications of Stochastic Processes and Inverse Modeling Technique in 0 } 1
Groundwater Modeling of the Chiang Mai Basin m

Figure 3-8 River cells (Ping and Kuang rivers).
(modified from DGR, 2003)
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Figure 3-9 Pumping wells.
(modified from DGR, 2003)
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Figure 3-10 Locations of head observation wells.
(modified from DGR, 2003)
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The distributions of recharge zone, evapotranspiration zone, river cells,
pumping wells, and head observation wells are illustrated in Figure 3-6 to Figure 3-10,
respectively. The measured hydraulic heads (hops) Used to calibrate groundwater flow
model were obtained from field measurements of 28 monitoring wells (see Figure 3-10
and Table 3-1 for locations and well detail) starting from year 2004 to 2009. The model
is transient and has 48 stress periods. The length of each stress period is one month

(in accordance with calendar) and was divided into five time steps in each period.

Table 3-1 Twenty-eight observation wells used in model calibration.

UTM E UTM N | Screen Elev.
m, asl.

Well Name

After setting up all required input files (i.e., packages), the model was tested
and made sure whether it can be executed properly. The intitial model excution or run
may or may not be able to simulate the measured hydraulic heads of 28 observation
wells. The model calibration is, a very important step of groundwater modeling, is then

required so that model is able to match the observed heads. Next section will describe
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the process of inverse modeling which is essential for a very large and complex

hydrogeologic settings like Chiang Mai basin.

3.4. Model Calibration

3.4.1. Introduction

Despite their apparent utility, formal sensitivity and parameter-estimation
methods are used much less than would be expected — sensitivity analyses and
calibrations conducted using trial-and-error methods only are much more commonly
used in practice. This situation has arisen partly because of difficulties inherent in
inverse modeling, which are related to the mathematics used, the complexity of the
simulated systems, and the sparsity of data in most situations; and partly due to a lack
of effective inverse models that make the inherent and powerful statistical aspects of
inverse modeling widely understandable. Recent work (for example, Poeter and Hill,
1997) has clearly demonstrated that inverse modeling, though an imperfect tool,
provides capabilities that help modelers take greater advantage of the insight available
from their models and data. Expanded use of this technology requires sophisticated
computer programs that combine the ability to represent the complexities typical of
many ground-water situations with statistical and optimization methods able to reveal
the strengths and weaknesses of calibration data and calibrated models.

The Model Calibration is to use hydraulic heads from observation wells and
observed flows from streams and compare to model computed values. It has
traditionally been done using a trial-and-error method that iteratively adjusts model
parameters until the model computed values match the field observed values to an
acceptable level of agreement. In many cases, calibration can be achieved much more
rapidly with an inverse model. Currently there are three automatic inverse models
available: MODFLOW 2000 PES process (Hill et al., 2000), PEST (Doherty, 1994), and
UCODE (Poeter and Hill, 1998). An inverse model is an internal process (MODFLOW
2000 PES process) or an external utility (PEST/UCODE) that automates the parameter
estimation process. The inverse model systematically adjusts a user-defined set of
input parameters until the difference between the computed and observed values is
minimized. All three algorithms are similar although they are different in details. In this

research, a program UCODE and PEST will be used to calibrate ground water models.

3.4.2. UCODE

UCODE is designed to allow inversion using existing algorithms (called

application models in this work) that use numerical (ASCII or text only) input, produce
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numerical output, and can be executed in batch mode. Specifically, the code was
developed to: (1) manipulate application model input files and read values from
application model output files; (2) compare user-provided observations with equivalent
simulated values derived from the values read from the application model output files
using a weighted least-squares objective function; (3) use a modified Gauss-Newton
method to adjust the value of user selected input parameters in an iterative procedure
to minimize the value of the weighted least-squares objective function; (4) report the
estimated parameter values; and (5) calculate and print statistics to be used to (a)
diagnose inadequate data or identify parameters that probably cannot be estimated, (b)
evaluate estimated parameter values, (c) evaluate how accurately the model
represents the actual processes, and (d) quantify the uncertainty of model simulated
values.

Application models executed by UCODE can include pre-processors and post-
processors as well as models related to the processes of interest (physical, chemical,
and so on), making UCODE extremely powerful. In general, graphical user interfaces
cannot be used directly with UCODE, but can be adapted with relatively little effort.

A flowchart of UCODE is presented in Figure 3-11. It describes the steps listed
in the flowchart and introduces the most commonly used UCODE input files. The input
files introduced are the universal, prepare, and extract files (one of each is needed for
each UCODE run), the function file (optional, one may be used for each UCODE run),
and template files (one or more are used for each UCODE run). The application
model(s) executed by UCODE can include only one process/simulation model, a
sequence of such models, or any combination of pre-processors, process/simulation
models, and post-processors. Each application model needs to be set up to run in
batch mode.

UCODE initializes a problem by reading the following information: (1) solution
control information, commands needed to execute the application model(s), and
observations from the universal file; (2) instructions from the prepare file, template files
and, perhaps, a function file, which are used to create application model input files with
starting or updated parameter values; and (3) instructions from the extract file for
calculating simulated equivalents for each observation from numbers extracted from
the application model output files. This information is stored for later use.

Parameter-estimation iterations are needed to solve the nonlinear regression
problems for which UCODE is designed. In UCODE, parameter-estimation iterations
begin by substituting the starting parameter values into the template files using
instructions from the prepare file to create application model input files. UCODE then

performs one execution of the application model(s) based on commands provided by
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the user. Next, for each observation, UCODE extracts one or more values from the
application model output and, using instructions from the extract file, calculates an
equivalent simulated value to be compared to the observation. Equivalent simulated
values are referred to simply as simulated values in the remainder of this section.
Examples of calculating simulated values from extracted values are described below.
The simulated values calculated at this step of each parameter-estimation iteration are
called unperturbed simulated values because they are calculated using the starting or
updated parameter estimates. The unperturbed simulated values are subtracted from
the observations, and these differences are called residuals. The residuals are
weighted, squared, and summed to produce the sum-of-squared-weighted residuals
objective function, which is used by the regression to measure model fit of the
observations.

Start
Y

Initialize problem
Starl parameler eslimation ilerations, ileration# = 1

Y
_) Create input files for the application model(s) using current parameter valucs

Y
Lixecute application model(s)

\J
Extract values from application output files and
use extracled values Lo caleulate simulated equivalents ol the observations
Y
Start sensitivity loop, paramcter# = |

Y

—)' Perturb this parameter and recreate the input files for the application model(s)

Iixceule application model(s)

Y
Extract values from application oulput files and use extracted values
to calculate forward-difference sensitivities for this parameter

iteration# = iteration# -

UInperturb Il:!lrs parameter
NO

parameter# = parameter® + 1

Last paramgtcr?
YES
Update parameter values using modified Gauss-Newton method
NO \J
Converged or maximum number of iterations?
YLS Y

Calculate sensitivitics by central differences
Calculate and print statistics

\
Stop

Figure 3-11 Flowcharte for estimating parameters with UCODE (Poeter and Hill, 1998).
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To calculate sensitivities of the simulated values to the parameters, the
application model(s) are executed once again for each parameter, and each time the
value of one parameter is slightly different (perturbed) than its unperturbed value. The
differences between perturbed simulated values and the unperturbed simulated values
are used to calculate forward-difference sensitivities, as described below. Alternatively,
the application model(s) can be executed yet again for each parameter (not shown in
fig. 1) and sensitivities can be calculated using more accurate central differences, but
this added accuracy is rarely needed to perform parameter-estimation iterations. Once
the residuals and the sensitivities are calculated, they are used in a computer program
which is specified by name in the universal file and performs a single parameter
estimation iteration. UCODE is distributed with the nonlinear regression code
MRDRIVE, which updates the parameter values using one iteration of the modified
Gauss-Newton method as described by Hill (1998). The last step of each parameter-
estimation iteration involves comparing two quantities against convergence criteria: (1)
the changes in the parameter values and (2) the change in the sum-of-squared-
weighted residuals. If the changes are too large and the maximum number of
parameter-estimation iterations has not been reached, the next parameter-estimation
iteration is executed. If the changes are small enough, parameter estimation
converges. If convergence is achieved because the changes in the parameter values
are small (1 above), the parameter values are assumed to be the optimal parameter
values — that is, the values that produce the best possible match between the
simulated and observed values, as measured using the weighted least-squares
objective function. If convergence is achieved because the changes in the objective
function are small, it is less likely that the estimated parameters are optimal and further
analysis generally is needed. If parameter estimation does not converge and the
maximum number of iterations has not been reached, the updated parameter values
are substituted into the template files, and the next parameter-estimation iteration is
performed. When parameter estimation converges or the maximum number of
iterations has been reached, sensitivities are calculated using the more accurate
central-difference method. The additional accuracy is needed to achieve a sufficiently
accurate parameter variance-covariance matrix, from which a number of useful
statistics are calculated. If parameter estimation converged, the final parameter values
are considered to be optimized. Once a model is calibrated, it can be used to make
predictions for management or other purposes. UCODE can calculate linear confidence
and prediction intervals that approximate the likely uncertainty in predictions simulated

using the application models and optimized parameter values.
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3.4.3. PEST

Similar to UCODE, an inverse algorithm PEST (Parameter ESTimation)is a
nonlinear parameter estimation package developed by Doherty (1994). The major
difference between PEST and UCODE is that, in PEST, optimum parameter values can
be constrained to lie between individually-specified upper and lower bounds. This is
implemented using a mathematically advanced algorithm that actually regularizes the
parameter estimation problem as bounds are imposed.

Many application models will produce nonsensical results or may cease with
run-time error if certain input parameters fall outside the permissible range. For
example, the hydraulic conductivities of any geologic materials may fall within a
reasonable range (minimum, maximum). The estimation of K from inverse modeling,
without posing upper and lower limits, could result in a value that is far away from the
reasonable range. Therefore, posing the lower and upper bounds for adjustable

parameters will eliminate this problem.

3.5. Simulation Results

3.5.1. Model Calibration Results

The model was setup using three graphical user interface programs (GUIs) of
MODFLOW that include Processing MODFLOW, Visual MODFLOW, and GMS. After
using GUIs to construct the groundwater flow model, a series of input files (ASCII
format) were exported and ready for excution in DOS environment. Both PEST and
UCODE programs were subsequently coupled with MODFLOW-2000 to calibration the
transient groundwater flow model. The calibration results of some observation wells
were illustrated in Figure 3-12. It is obvious that the calibrated model can capture
observed hydraulic heads exceptionally well in some observation wells whereas others
cannot be matched satisfactorily. This problem is commonly found in a
simulation/calibration of regional-scale groundwater flow model. Nevertheless, the error
in observation is still in an acceptable range (90% confidence).

During and after model calibration, sensitivity analyses results could also be
obtained from a set of output files (*.rec, *.sen, *.dss). It was found that
parameter sensitivities are different between parameter groups. The hydraulic
conductivities, storage coefficients, and recharge are the top most sensitive whereas
general head boundary conductances, riverbed conductances, and maximum
evapotranspiration rates are less sensitive suggesting that hydrogeologic

chracterization of hydraulic properties (K, S) must be performed carefully.
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Figure 3-12 Example of model calibration results.

Figure 3-13 illustrates the distribution of hydraulic heads in the top model layer
at the end of December 2009 simulation year.

3.5.2. Water Budget

After model calibration is completed, the water budget of the basin can be

calculated. Table 3-2 shows the water budget of the basin during entire 2009.

Table 3-2 Water budget of the Chiang Mai Basin (Year 2009)

IN (million m®) OUT (million m®)
Recharge 231.4 | Pumping Well 72.7
GHB (inflow) 0.06 | GHB (outflow) 0.18
River (into aquifer) 9.92 | River (out of aquifer) 16.5
ET 151.6
Total 241.4 | Total 241.0
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Figure 3-13 Distribution of hydraulic heads in the basin (end of December 2009).
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Chapter 4: Stochastic

Groundwater Flow Model

4.1. Rationale for Using Stochastic Approach

It is well known that, at a field scale, geological formations are heterogeneous,
and the groundwater flow and solute transport processes in the formation are
considerably affected by the heterogeneity of the formation properties. In the last two
decades, many stochastic theories have been developed for groundwater flow and
solute transport in heterogeneous porous media (Gelhar, 1983). In development of the
theories, it is common to assume that the spatial distributions of the medium properties
can be characterized by one single correlation scale. This assumption was based on
some field studies, as well as on the notion of the existence of a discrete hierarchy of
scales of heterogeneity, with disparity between the scales such that when modeling
groundwater flow and solute transport at one scale, variations at other scales can
either be averaged out (if other scales are much smaller), or be modeled as a
deterministic trend (if other scales are much larger). However, hydraulic properties of
many natural media exhibit heterogeneity at multi-scales, where the heterogeneity at
any scale cannot be averaged out, nor be treated as a deterministic trend.

Heterogeneity is one of the primary factors which complicates the
characterization and remediation of contaminated aquifers. Prior to addressing the
assessment of groundwater resource potential, the subsurface hydraulic environment
must be evaluated. This includes understanding the mechanisms that create
subsurface variability, the significant parameters, range of parameter values, and

guantification of the spatial variation.
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Examination of the processes that create heterogeneity in the subsurface can
provide insight to the distribution and range of material properties. The spatial
variability of the subsurface is a function of constantly changing atmospheric conditions
(Gelhar, 1993). Runoff, sediment transport, deposition of materials and infiltration all
reflect the unpredictable nature of weather. These processes occurring over geological
time periods create variations in the deposition of materials. In addition structural
processes occurring over the same extended time scales insure that fractures are
formed providing preferential flow channels of water. Variation in terrain that was
historically exposed and becomes buried results in formations promoting or impeding
the movement of water in the subsurface.

There are many studies which have documented the variability of field
parameters such as porosity, grain size distribution, and hydraulic conductivity in the
subsurface (Peck, 1983; Gelhar, 1986). The impact of heterogeneity has been
observed in many field studies (Mackay et al., 1986). It would be virtually impossible to
deterministically capture all of the variation in these systems, even relatively small
systems, especially since scaling, the size at which a system is studied determines
which features dominate flow and transport, remains an issue.

Efficient analysis of flow requires selection of the most sensitive material
property parameters. There are many different parameters that can be used to
describe the subsurface: porosity, grain-size distribution, hydraulic conductivity,
dispersivity, suction-saturation relationships, relative permeability, entry pressure and
sorption coefficients. The logistics of collecting and evaluating the spatial distribution of
once of these parameters, much less all of them, would be a considerable task. For this
reason, it is important to evaluate which are the most significant n terms of flow and
transport in heterogeneous media. To assess sensitivity of different parameters,
Warran and Price (1964) studied variations in porosity. In addition, Naff (1978) studied
variations in local dispersion coefficient. The impact of variations in both porosity and
dispersivity was minimal in comparison to variations of hydraulic conductivity. Although
many of the parameters listed are highly correlated, hydraulic conductivity is typically
used to describe the variability since it mot efficiently captures the impact of subsurface
heterogeneity on flow and transport. Variations of conductivity dominate the overall

movement and spread of a conservative solute (Dagan, 1984).
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4.2. Stochastic Theory

4.2.1. Introduction

The daunting task of deterministically characterizing the subsurface has led
many investigations to resort to stochastic methods (Freyburg, 1986). For flow and
transport in the subsurface, hydraulic conductivity is the constitutive parameter typically
treated as a random space function. Treating hydraulic conductivity as a random space
function results in values of flux and head being random variables. Instead of treating
these parameters as deterministic, they are described in terms of statistical properties.
For example, hydraulic conductivity is described in terms of its probability density
function (PDF): f, (k), which is defined by (4-1).

£ (K)ok =P [k <K <k +3K] (4-1)

The PDF is the probability that the random variable, K, will have a value
between k and k + dk. The PDF completely specifies the properties of the continuous
random variable. When the distribution is normal it can be completely characterized by

its first two moments: the mean and variance. Instead of referring to an individual
value, the expected value, mean (p) and its expected range of variation, variance (c*)
are used to represent hydraulic conductivity. Equations (4-2) and (4-3) relate the PDF

to n and o°.
w =E[K]= j kf, (k)dk (4-2)

+00

o? = E[(K _— )1 = [ (k=) £, (k)dk (4-3)

—00

The mean and variance provide overall statistics independent of spatial
organization. The spatial structure is described by the covariance. Between any two

conductivities K; and K», located at points x; and x, respectively, the covariance is:

cov (KK, ) =E[(K, —m,) (K, —1,) | = j(Kl — 1) (K, — 1, Ji (KK, )Ok,Ok,  (4-4)
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The covariance function measures the linear relationship between the values of

conductivity at the two points. If K; and K, are independent then the covariance will be

zero. When the separation distance, |xl—x2|, reduces to zero, equation (4-4) reduces

to the variance. For groundwater investigations higher order terms are not typically
used to describe the PDF for two reasons. First of all, they are more susceptible to
sampling noise or error, require much more effort to generate and are more difficult to
interpret. Secondly, investigations have found the conductivity to be log-normally
distributed (Freeze, 1975). The log-normal distribution can be fully characterized using
its first two moments.

The correlation scale (A ) provides another measure of spatial relation. It is the

distance of separation at which the correlation equals 1/e : the separation at which the

correlation has decreased to 0.367 (Gelhar, 1993). This is typically used as the
separation distance at which the correlation starts o become insignificant. For example,
in a layered system the horizontal structure persists over very long distance. This
tendency is reflected in a large value of horizontal correlation scale (2,), while the
relatively thin layers, having great deal of variation over small vertical distances, are
characterized with a much smaller vertical correlation scale (1, ). Although the concept

of structure within a random field may seem contradictory there are many examples of
field data demonstrating structure in heterogeneous systems (Greenholtz et al., 1988)
as well as a number of books explaining the theoretical concepts (Gelhar, 1993;
Dagan, 1989).

In the same way that many aspects of statistics assume an underlying normal
distribution, stochastic analysis requires that the random field is stationary and that it
satisfies the ergodic assumption. Stationarity, as it typically applied to subsurface
hydrology, requires that the mean is constant and to covariance is only a function of
separation. The condition of stationarity essentially rules out any large spatial trends in
the aquifer material and requires that the spatial correlation between points be constant
for a given distance anywhere in the system. The ergodic assumption addresses the
issue of whether expectations of a random distribution can be applied to a single
realization: the single realization which was sampled is equated to the expected value
of the theoretical distribution. The collection of all possible outcomes of the theoretical
distribution is called the ensemble. If an aquifer is stationary, the expected transport of
a solute in an ensemble of aquifers with the assigned statistical properties
approximates the individual field conditions. This hypothesis is likely to be satisfied if
the scale of the flow system is large in comparison to the correlation scale of the

aquifer.
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4.2.2. Stochastic Equations: Eulerian Reference Frame

Stochastic techniques provide mechanism for handling the variability found in
many natural systems. For a site satisfying stationarity and ergodicity the spatial
statistics of the hydraulic conductivity distribution can be computed and these
properties incorporated into the governing equations. Stochastic concepts can be
applied to flow and transport in groundwater in a wide variety of ways. Governing
equations are typically derived in a Eulerian framework but solution of the stochastic
partial differential equations can often benefit by evaluating in a different frame of
reference. The Eulerian reference observes variations of head, velocity and
concentration with time at fixed points in space. This is the easiest to visualize:
information at various points in the field and how the values change with time.
Examples of successful applications of these techniques applications of these
techniques include places such as Borden and Cape Cod (Freyburg, 1986; Sudicky,
1986; Garabedian et al., 1991; Mackay et al.,, 1994). Other references such as
Lagrangian and solute flux, will be discussed later.

Treating hydraulic conductivity as a random space field (RSF), allows the
stochastic nature of an aquifer to be incorporated into the governing equations for flow
and transport. The first step is to evaluate the steady-state groundwater flow equation

(4-5) with hydraulic conductivity as a RSF.

oX; | OX;

i[K@jzo,when i=123 (4-5)

In (2-5) K is the isotropic hydraulic conductivity tensor, ¢ is the hydraulic

potential, x. is the i" coordinate direction and the repeated i index implies a

summation. Differentiating the product and dividing through by hydraulic conductivity in
(4-5) produces (4-6).

4ok o
oxZ  OX, OX

=0,when i=123 (4-6)

In this form the logarithm of hydraulic conductivity occurs naturally. The impact
of the heterogeneity is manifested entirely through gradients in In K. When In K is
constant, as in the homogeneous case, the head equation reduces to the Laplace
equation. This form is advantageous because In K is often normally distributed: the

distribution can be completely characterized by just the mean and variance. In addition
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the variance of In K wil always be less than K. For these reasons it is beneficial to use
In K in the analysis (Gelhar, 1993). To perform the analysis of perturbations, In K is

decomposed into its mean and fluctuation components (4-7).

INK =F +f
E[InK]=F=InK, (4-7)
E[f]=0

Where E[ ] represents the expected value operator, Ky is the geometric mean of
conductivities and f is the random fluctuation of hydraulic conductivity about the mean.
This decomposition can then be used in (4-6) and expectations taken to produce the

equation describing the mean field head distribution (4-8).

2
TH PR gl Ao g, (4-8)
OX;  OX; OX; OX; OX;
where ¢ has been decomposed as follows:
d=H+h
E[¢]=H (4-9)
E[h]=0

Equations (4-8) can then be subtracted from (4-6) which results in the equation
for head fluctuations (4-10).

2

In (4-10), the difference between the product of head perturbations with In K
fluctuations and the expected value of their product is assumed to be close to zero.
This is reasonable since the head perturbations are produced by the In K fluctuations. If
the In K fluctuations are small then the head perturbations will also be small and the

product of these two terms will be even smaller (Gelhar, 1993).
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4.2.3. Variograms

The variability in K within aquifers is generally not purely random but also
displays an underlying correlation structure. Spatial correlation of hydraulic conductivity
is due to geologic stratification such as lenses and layers. The correlation scale is a
characteristic length of the average spatial persistence of In K. A geostatistical tool for
the quantification of spatial structure is the experimental semi-variogram.

Variograms are useful for identifying the underlying spatial structure and

identifying trends in K. The classical experimental semivariogram estimator, vy (h), for

Gaussian data is calculated as the mean-squared differences between sample values

at specified separation distances in the x direction,

n(h) )
v(h)= Znth) Z[K(xi +h)-K(x)]", (4-11)

Where y(h) is the variogram statistics, K(x) is the In K at the point x;, h is the

separation distance between observations and n(h) is the number of data pairs
separated by the distance h. Henceforth, the semivariogram estimator is referred to
simply as the variogram. If the In K data is statistically homogeneous (stationary) then
the variogram is dependent only on h. Variograms are calculated in the appropriate
coordinate directions, i.e. a two-dimensional aquifer can be described by variograms in
the horizontal and vertical directions.

A typical variogram for a stationary process is shown in Figure 4-1. The
variogram is related to the covariance function for a stationary process as shown. For
small separations in the x direction, the correlation between pairs is strong and the
variogram statistic is small. If the variance does not approach zero toward zero
separation then there exists a nugget effect. This implies that there is a correlation in K
at a scale smaller than the smallest separation. Points at increasing separations have
lower correlation and the variogram will approach a constant plateau, called the sill.
The separation at which the sill is reached determines the range of the variogram

If the process is nonstationary, the variogram may increase indefinitely resulting
in an upward trend at the tail. The number of pairs decreases with increasing
separation and there may only be in erratic variation at the tail of the variogram.
Therefore it is common practice to examine the variogram for separations up to one
half of the maximum separation given than the sample consists of at least 30 pairs.

This portion of the variogram is the most meaningful in the statistical sense.
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Figure 4-1 Typical variogram for a stationary process.

The theoretical variogram is estimated by the negative exponential model,

y(h)=cZ[1-e™], (4-12)

where o° is the variogram sill and A is the correlation scale. The exponential model
can be fit to the experimental variograms by minimizing sum of squares of the
difference between the two. The correlation lengths may be roughly estimated as the

separation distance at which the variogram increases to the level
y(h)=c*[1-e™], (4-13)

4.3. Stochastic Modeling of Groundwater Flow of the

Chiang Mai Basin

4.3.1. Overview

Prior to constructing a stochastic groundwater flow model of the Chiang Mai
basin, the variogram of In K must be calculated using hydraulic conductivity measured
from the field tests (e.g., pumping and slug tests). Hundreds of pumping and slug tests
have been conducted in Chiang Mai basin (DGR, 2003) and they are therefore ready
for this analysis. The field-measured hydraulic conductivities were then categorized into

four model layers. Each layer has its own variogram, correlation lengths, mean and
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variance of In K. Then, a geostatistical program called Field Generator (Chiang, 2005)
was used to generate 10 hydraulic conductivity fields for all layers. Each field is called
realization. Ten realizations of K field will then be used to setup groundwater flow
models in MODFLOW-2000. Uncertainties in flow budget as well as errors in model

calibration can then be calculated.

4.3.2. Vairogram of Hydraulic Conductivity

The variograms of hydraulic conductivity field of the Chiang Mai basin were

calculated using Surfer® 7.0 program (see Figure 4-2).

Variogram of (log10 K) in layer 1 Vaiogram of (log10 K) in layer 2
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Figure 4-2 Variogram of [log K] for all model layers.

4-9



Final Report ng.A%Y

3 uauny (WvAnendedealug)

4.3.3. Hydraulic conductivity Field

program Field Generator®. Figures 4-3 to 4-6 show inputs for the program for
generating hydraulic conductivity field for ten realizations. Groundwater flow model was

then setup to simulate groundwater flow and its budget as well as calibration errors can

be obtained.

47 Field Generator

DOukput file narme:

The hydraulic conductivity field of all model layers can be generated from

o

_[o]

c:hdocumentz and settingshachradhdesktophprwin cnehlaperl

— Parameters

kean ¥ alue [logld ] [-30 ta +30]
Standard Deviation [log10] [0 to 30]
[Carelation Length/Field ‘width] alang rows [0 to 1]

[Carrelation Length/Field ‘width] along columng [0 o 1]

Humber of Realizations [1 to 993];

Murmber af Fows [2 to BO0];
Mumnber of Columnes [ to 500

10
- [051662
- [0.489320
- |0.1556

- [9.154e-2

Al

71

Help Cloze

Clutput file name:

Figure 4-3 Parameters used for generating hydraulic conductivity field in layer 1.

o

_ (o x|

chdocuments and zettingz’ schradkhdezklop'prmwin cr'layer?

— Parameters

kean Y alue [lagld ] [-30 ta +30]
Standard Deviation [log10] [0 to 30]
[Correlation Length/Field “idth] along rowes [0 to 1]

[Correlation Length/Field *idth] along columnz [0 ko 1]

Mumber of Bealizations [1 to 393);

Mumber of Bowes [2 to 500]:
Mumber of Columns [2 to 5007

- |-0.616047
- |0.489571
;1985592
70422
80

71

JNEEECN®

Help | Cloze

Figure 4-4 Parameters used for generating hydraulic conductivity field in layer 2.
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s Field Generator =10 x|

Dutput file name:

chdocuments and settings schradkhdeskiop'prmwin cr'lavers

— Parameters
Mumber of Flealizations [1ta 999]; | 10

Mean W alue [logl0 ] [-30 ta +30]: |-0.953113
Standard Deviation [logld) [0 to 30); |0.524738
[Correlation Length/Field %fidth] along rows [0 to 1] |3.577e-2
[Conelation LengthsField Width) along columns [0 to 1] |3.577e-2
Mumber of Rows [2 to BO0): |20
Mumber of Columnz [2 ta 500 |71

JUEEEENR

Help | Cloze

=101 i

Output file narme:

o hdocuments and settingshschradh'dezktophprwin crishlaverd

— Parameters
Mumber of Fiealizations [1to 999 | 10

Mean ¥ alue logll ] [-30 o +30]: |-1.381882
Standard Deviation [log10) [0 to 30 |0.235253
[Correlation Lenath/Field 'idth] along rows [0 o 1] |1.408e-2
[Corelation Length/Field Width] along columns [0 to 1] |1-408e-2
Murnber of Rows [2 ta 500 |20
Mumber of Columne [2 to 500 |71

JNECEEN®

Help | Cloze

Figure 4-6 Parameters used for generating hydraulic conductivity field in layer 4.

Figures 4-7 to 4-16 represent the hydraulic conductivity field of all four layers in
10 realizations used in the stochastic simulations of groundwater flow in Chiang Mai
basin (darker color means larger K value). The simulated water table for all realizations
are illustrated in Figures 4-17 to 4-26. Appendix B lists the groundwater budget and

calibration errors for all realizations.
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Figure 4-13 Hydraulic conductivity field for all layers in realization #7.
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Figure 4-14 Hydraulic conductivity field for all layers in realization #8.
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Figure 4-15 Hydraulic conductivity field for all layers in realization #9.
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Figure 4-17 Water table elevation of realization #1

Figure 4-18 Water table elevation of realization #2
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Figure 4-19 Water table elevation of realization #3

Figure 4-20 Water table elevation of realization #4
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Figure 4-21 Water table elevation of realization #5

Figure 4-22 Water table elevation of realization #6
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Figure 4-23 Water table elevation of realization #7

Figure 4-24 Water table elevation of realization #8
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Figure 4-25 Water table elevation of realization #9

Figure 4-26 Water table elevation of realization #10
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Chapter 5: Conclusions

5.1. Summary

This research dealt with the application of stochastic methods and inverse
modeling technique in setting up a comprehensive regional groundwater flow model of
the Chiang Mai basin. Both deterministic and stochastic approaches were used to
simulate groundwater flow regime in the semi- to unconsolidated aquifers. The flow
model used in this study was a USGS finite-difference groundwater flow program called
MODFLOW-2000 and the inverse modeling codes included PEST, UCODE, and PES
(one of the package in MODFLOW-2000). Deterministic model simulation indicated that
the annual water budget of the basin under steady-state condition was 241 Mm®. The
most sensitive parameters were hydraulic conductivity and recharge. Through
stochastic simulation, the model uncertainty was evaluated. The uncertainty in water

budget is £12.1 Mm? (95% confidence) and the average error in estimated heads was

approximately £4 m.

5.2. Future Work & Recommendations

This work was based primarily on the comprehensive analyses of secondary
data available through various sources. These data included lithologic and geophysical
logs as well as previous model setup conducted by DGR (2003). The data was
however limited and, consequently, discrepancies existed between field-measured and
model-calculated hydraulic heads. Based on the findings of this research, it is
recommended that characterization of aquifer's hydraulic properties is critical. If
possible, comprehensive aquifer tests must be conducted to obtain more data so that

model is more reliable and uncertainties in prediction can decrease.
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Abstract
Deterministic prediction of fluid flow and contaminant migration using numerical models
in naturally heterogeneous subsurface media is generally infeasible due to many factors. Primary
among these is it is cost prohibitive to fully characterize the relevant properties governing flow
and transport at appropriate scales to use as model inputs. Model input parameters such as
hydraulic conductivity, porosity and dispersivity cannot be fully defined using limited spatially

distributed measurements or observations. Use of interpolated values as inputs results in
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significant uncertainty in model predictions. This uncertainty inherent in these predictions has to
be taken into consideration in evaluating potential future risks to ecological and human health due
to groundwater contamination. Introduction of stochastic methods to subsurface hydrology has
helped regulators, subsurface hydrologists and engineers to identify such uncertainty in predictions
that has implications in the use of models as management and decision tools. Stochastic
approaches assign probability distributions to model input parameters and provide a means to deal
with these parameter and prediction uncertainties. Successful application of stochastic methods to
groundwater-related field problems has been reported. This paper discusses how stochastic theory
is used in hydrogeologic studies primarily in the context of contaminant transport and migration of
immiscible liquids (e.g. chlorinated solvents and petroleum waste) in the subsurface. Stochastic
theory and geostatistical methods as applied to heterogeneous porous media are briefly discussed,
and recent intermediate-scale laboratory studies and numerical modeling investigations are
presented. The methods and tools developed in this research are currently being evaluated and

validated for field applications at government owned and industrial waste sites.

1. INTRODUCTION

Groundwater constitutes an important
component of domestic, industrial and
agricultural water supply throughout the
world. Increasing demand placed on limited
supplies has made it imperative to protect
scarce groundwater resources from pollution
from industrial waste and agricultural
chemicals. Numerical models with the
capability to predict the fate and transport of
these chemicals are useful as tools for
management and remediation design. The
accuracy of model predictions depends on
the accuracy of the input parameters that
characterize the flow and transport
processes. Basic input parameters such as
hydraulic conductivity and porosity vary in
space. It is generally infeasible and cost-
prohibitive to conduct detailed site

characterization to obtain exact information

to define this spatial variability. Hence, the
distributed values of these parameters have
to be inferred from observations or
measurements made at discrete set of
sampling points or observations that in
general are sparsely distributed over the
aquifer. The uncertainty associated with
these undefined input parameters results in
model prediction errors. Hence, it is
necessary  to  incorporate  parameter
uncertainty into models to increase
confidence in  predictions.  Stochastic
approaches that assign probability
distributions to these parameters provide a
means to deal with these parameter and
prediction uncertainties. These approaches
proposed in the early eighties (Gelhar and
Axness, 1983; Neuman et al., 1987) have

increasingly been accepted in subsurface

studies. Stochastic-based modeling provides



a possible range of solutions (e.g.
contaminant concentrations and hydraulic
heads) to groundwater-related problems
accounting for uncertainty associated with
flow and transport parameters.

Successful application of stochastic
methods in field-scale modeling of flows
and transport, and risk analysis has been
reported in literature. This paper focuses on
the application of stochastic methods,
specifically based on geostatistical
techniques in intermediate-scale laboratory
studies involving fluid flow, multiphase flow
in heterogeneous porous media. Controlled
experiments in a laboratory allows for the
study of the method more rigorously as the
heterogeneity  field can be  defined
accurately. First, the theoretical background
used in developing numerical models for
flow and transport in porous media is
presented. This will be followed by example
problems through which the application of

stochastic methods is presented.

2. THEORY AND BACKGROUND
2.1 Fluid Flow in Porous Media

A porous medium can be
characterized by several physical parameters,
such as porosity and hydraulic conductivity.
Porosity () is the ratio of the void space to
the total volume of the medium. The
hydraulic conductivity (K) is a function of
both the porous medium and fluid
properties. The hydraulic conductivity is
related to the intrinsic permeability of the

medium (k) and fluid properties through

K =kpg/p, where p and p are the fluid
density and dynamic viscosity, respectively.
Darcy’s law incorporates this hydraulic
conductivity to an expression that predicts
fluid flux g when the gradient of the
hydraulic head dh/dx is  known:
qg=-K(dh/dx). A generalized form of
Darcy’s equation for a system containing

multiple fluids is given by:

KoK,
Ao =———(VP, —p.9V2), W

o

where qq is the flux for o phase, k; is
permeability tensor, p, is pressure of phase
o, z is elevation, and k, is relative
permeability. The mass conservation (i.e.
continuity) equation for multiphase fluid

flow system is expressed as

B, d
-V-(p,a,)+Q, =E(¢pa5a), 2)

where Q,, is source-sink term, and S, is the
saturation of the o phase which is the ratio
between the volume of void occupied by o
phase to the total void volume. Combining
Darcy’s equation with mass conservation,
the generalized multiphase flow equation for

incompressible fluids can be obtained as:

- |k, K
V{ 1 (Vp, - p,9V2) [+Q, =¢aast” (3
The solution of the system of equation given

by Eq. (3) requires additional constitutive

models that relate permeability and capillary



pressure to partial fluid saturations. A
number of numerical models exist to solve
this coupled, non-linear system of

equations.

2.2 Contaminant Transport in Porous
Media

The fate and transport of dissolved
contaminants in groundwater can be
described by the advection-dispersion-

reaction equation:
%:V(DNVC—W@FZRH (4

where D, is dispersion coefficient tensor, R,
is a reaction term, and V, is the pore
velocity which can be calculated from
Darcy’s law given as v, :_Kith/¢.
Advection represents the movement of a
contaminant with the flowing groundwater.
Hydrodynamic dispersion on the other hand,
involves both molecular diffusion and
mechanical mixing. The latter is a result of
local variations in velocity around some
mean velocity of the flow as a result of soil
heterogeneity.  Laboratory investigations
indicate that at the macroscopic scale,
dispersion is a function of pore velocity and
a factor called dispersivity. The dispersion
of solutes in groundwater can occur not only
in the direction of groundwater flow, but
also lateral to the direction of flow. The last
term in Eq. (4) represents the total mass
loss or generation due to other physical,

chemical and biological processes such as

adsorption, biodegradation, and self decay
(e.g. radionuclides).
2.3 Non-Aqueous Phase Liquids

Nonaqueous phase liquid (NAPLs)
are chemicals that are slightly soluble in
water (e.g. petroleum products, organic
solvents and wood preservatives) that
remains as a separate phase for long periods
of time after a spill thus contributing soils
and groundwater contamination. Migration
of NAPLs in the subsurface is controlled by
gravity, buoyancy, and capillary forces.
Lighter-than-water NAPL (or LNAPL)
such as gasoline and diesel fuels, after
percolating downward through unsaturated
zone, can float and move on top of water
table. On the other hand, denser-than water
NAPLs (or DNAPL) such as organic
solvents and wood treatment compounds are
able to migrate downward past water table
and penetrate deep into the saturated zone.
During migration, a fraction of the NAPL
enters pore spaces by capillary forces and
they are left behind in the soil as
discontinuous blobs or ganglia. When free-
phase DNAPL reaches impermeable layers
during migration, it may ‘pool’ on top of
interfaces resulting in high saturation
entrapment zones. These entrapped NAPLs
slowly dissolve into a flowing groundwater
generating a downstream plumes generating
risk at receptor locations such as wells,
rivers and lakes.

The presence of NAPLs in aquifers
impacts groundwater quality and remediation

is challenging as it is difficult to locate and



remove all of the entrapped NAPL mass.
Although a number of NAPL removal
technologies are currently being tested, there
is mixed success in achieving cleanup goals.
Uncertainty  associated with  achieving
cleanup goals can be attributed largely to the
inability to locate free-phase NAPL in

heterogeneous subsurface.

2.4 Stochastic Methods

The flow and transport parameters that
appeared in the equations governing
equations (1)-(4), are generally measured
or determined at only a few locations despite
the fact that they are highly variable in space
at all length scales (macroscopic to
regional). A combination of sparsity of
observations and measurement errors lead to
uncertainty in the values of the formation
properties and thus uncertainty of predictions
using simulation models that solve the
governing equations. The stochastic theory
provides a method for evaluating these
uncertainties using probability or related
quantities such as statistical moments
(Zhang, 2002). Material properties that
define field heterogeneity are not completely
random, but assumed to exhibit some
correlation structure resulting from natural
depositional processes that created the
formation. This spatial correlation structure
is defined using random space functions that
are quantified using joint probability
distributions or joint statistical moments.

A commonly used geostatistical

approach used in stochastic formulations is

to characterize the heterogeneity (in terms of
permeability) of the aquifer by the first and
second moments of a probability distribution
function (pdf) which are referred to as
mean, and variance/covariance,
respectively. In modeling flow and transport,
the hydraulic conductivity (K) introduces
the greatest uncertainty as its value varies
over a very wide range in aquifer materials.
The uncertainty is not only associated with
the measurement at a point but also with the
uncertainty of the value at locations where it
is not measured. The general approach used
in developing the technique assumes that the
log of K is normally distributed: y=InK. If
n points in the aquifer are sampled, the
estimate of the population mean is obtained

from

Yi (5)

<
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and the estimate of the variance is given by,
13 - 6
S =20y, -9)" ©
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The pdf of the In K distribution is
defined by the mean and the variance. The
variance  measures the  degree  of
heterogeneity of the aquifer. If the y, is
measured at a fixed set of points, and if it is
necessary to estimate the value of y at other
locations where measurements are not made,
the mean and the standard deviation (square

root of variance) can be used to provide the



most likely estimate of the un-measured
value. That is, the estimated value is the
mean with an uncertainty that is normally
distributed with a standard deviation equal to
the standard deviation of the measurements.
The lognormal variable K can be described

by the following pdf,

_ 1 _(|nK—/1)2 (7)
fi(K) KG’\/Z exp{ 25 }

where P and 6" are the mean and variance
of InK.

A stochastic random process is a
collection of random variables that vary
continuously in space (or time). The
stochastic process K(x) can be thought of as
a collection (or ensemble) of realizations
with the same statistical properties. A
realization is single observation of the spatial
variation of the process. If the pdf of a
spatially random process is invariant under
shifts of the spatial origin, then it is
considered to be second-order stationary and
commonly referred to as “stationary.” The
importance of stationarity is the suggestion
of underlying repetitive structure of the
parameter. A physical description of the
stationarity is captured in the covariance

function that is given as,

covly, — Yol = E[{ Yy — e} { Y, — 15} ] (8)

whose estimator is,

R(1) —iZ(yHr V(Y - ) (9

where N-r term is the number of pairs
separated by a distance r. The covariance is
independent of the origin but depends on the
distance  between  observations.  The
heterogeneous aquifers can be represented as
a spatially correlated random field. The
descriptive statistics of the random field
include the mean and variance of InK and
correlation  length.  Spatial  correlation
increases the probability that a given point
will have permeability similar to that of a
neighboring point. K values at points that
are separated by a short distance are more
likely to be similar and as the separation
becomes larger they are less likely to be
similar. The correlation scale is a
characteristic length of the average spatial
persistence of INK. A geoststistical tool for
the quantification of spatial structure is the
experimental semivariogram (referred to as
variogram). Variograms are useful in
identifying the underlying spatial structure
and identifying trends. The classical
experimental semivaraigram estimator y(h),

for Gaussian data is calculated as,

1

- 10
A0 = gy 2O —yor (0

where h is the separation distance between
observations and n(h) is the number of data
pairs separated by distance h. If the InK
data are

statistically homogeneous



(stationary), then the variogram is
dependent only on h. A theoretical
exponential model can be fitted to the

variogram as,

nh)=c’(1-e"%) (11)

The model parameter A is the
correlation length that is a measure of the
distance over which the y wvalues are
correlated. Fig. 1 shows a plot of the
theoretical and a measured semivariagram
from a laboratory sand packing experiment
conducted by Compos (1998). For a small
separation distance h, the correlation
between sample pairs is high and y(h) is
small. When distance between points
increases, the correlation decreases (i.e. v
(h) increases) and variogram will eventually
reach a plateau.

In general, two approaches of
stochastic formulations are used. In the first
approach, uncertainty analysis is
incorporated directly into the model to
define the predictions in terms of their mean
and covariance. The second approach uses a
Monte Carlo-type analysis involving a series
of realizations of the uncertain parameters
(Gelhar and Axeness, 1983). In our
laboratory  experiments and numerical
studies, the second approach was used.
Several realizations of hydraulic conductivity

field (more correctly, log K) were generated

and used for further analyses.

Fig. 1: Typical semivariogram for stationary

process (Compos, 1998).

3. EXPERIMENTAL STUDIES
3.1 Chemical Transport in Heterogeneous
Test Aquifer

Experimental investigations of the
transport ~ of  dissolved  species in
heterogeneous porous media were conducted
in both 2- and 3-dimensional test systems.
Tracer experiments in either laboratory or a
field site are used to characterize transport
parameters of the porous medium. Barth et
al. (2001a,b) conducted conservative tracer
experiments in a 2-D heterogeneous porous
medium (Fig. 2). Analyses based on
stochastic theory and tracers test data led to
the development of a guideline for selecting
conservative tracer’s density as a function of
local hydraulic gradient which is related to

INK and o2, .
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Garcia et al. (2004) conducted
conservative and reactive tracers test in a
physically and chemically heterogeneous 3-
D test aquifer (see Fig. 3). The inherent
heterogeneity of the aquifer usually obscures
the interpretation of field tracer tests. The
goal of these experiments was to correctly
evaluate transport parameters (specifically,
scale-dependent dispersivity and retardation
factor) of a heterogeneous aquifer that are
required in the solution of advection—
dispersion equation, Eq. (4). Guidelines for
accurate data interpretation and
determination of transport parameters from
field tracers test were developed. Monte
Carlo-type of simulations of tracer tests
were conducted to validate and support the

findings.

Fig. 3: Three-dimensional view of the
distribution of the sand in the test aquifer

(Garcia et al., 2004).

3.2 Multiphase Flow

Locating free-phase @ NAPL in
heterogeneous subsurface is a challenging
task. Estimation of highly variable saturation
distribution of NAPL in the heterogeneous is
required in remediation design and risk
assessment. Prediction of how NAPL
migrates and becomes entrapped in
heterogeneous formations is of practical
interest. The migration as well as the

entrapment  architecture  (i.e.  NAPL



distribution) depends strongly on porous
media characteristics. Compos (1998)
conducted DNAPL (trichloroethane)
spreading experiments in five different
permeability fields (i.e. realizations based
on the same formation statistics such as
mean, variance and anisotropic correlation
lengths). Fig. 4 show the 2-D test cell
containing a random field (packed using five
different types of silica sands). It was found
that NAPL entrapment architectures has

spatial structure that can be defined using

statistical parameters.

Fig. 4: Entrapment architecture created
from a spill in a spatially correlated random

filed (Compos, 1998).

4. NUMERICAL MODELING
4.1 Effect of Heterogeneity on Entrapment
Architecture of NAPL

As mentioned earlier, soil
heterogeneity can cause complex entrapment
architecture of spilled NAPLs. Saenton
(2003) conducted numerical experiments
(80 realizations) using multiphase flow

code (Delshad et al., 1996) to generate

DNAPL source zone entrapment
architecture. Fig. 5 shows two examples of
final entrapment architecture created through
model simulations. Even though all
realizations have the same statistics (average
In K and variance), entrapment architecture
can be significantly different. Fig. 6 shows
the centers of mass for all realizations are in
general clustered at the mid-depth of the
spill zone, and at the center in x-direction.
Their spreading however varies significantly
in z-direction. In some realizations the
source zones contain only high saturation
pools whereas, in some cases, PCE
dispersed throughout the source zone in a
residual form. This observation is used in
the development of up-scaling methods for
mass transfer from the entrapped DNAPLSs
(Saenton and Illangasekare, 2007).

Saturation
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Fig. 5: Example of PCE (tetrachloroethene)

spills in realizations #1 and #54.
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Fig. 6: Second moment (or mass spreading) in z direction for all 80 spills.

4.2 Effect of Entrapment Architecture on
Clean-Up Efficiency

The remediation of entrapped NAPL
in source zone containing different
entrapment architecture can result in varying
clean-up efficiency. Saenton et al. (2002)
conducted a set of Monte Carlo-type
numerical  simulations  of  surfactant-
enhanced NAPL remediation from the
heterogeneous source zone based on 10
NAPL spills in intermediate-scale test tank.
The heterogeneity was created using
stochastically generated random field (Fig.
1). Fig. 7 shows the problem domain (test
tank) and the simulation results. Gray lines,
in Fig. 7 (right), indicate the complete
delivery where the injected surfactant
solution is assumed to fully sweep the
entrapped NAPL. However, when by-
passing due to heterogeneity is taken in to
account the surfactant does not reach all the
entrapped NAPL, thus affecting cleanup
time significantly. A large variability in the

removal efficiency was observed die to the

uncertainty in delivery associated with

heterogeneity.

Normalized Mass of NAPL
in the Source Zone

Time {day)

Fig. 7: (Top) Intermediate-scale test tank,
and (Bottom) Normalized mass depletion as
a function of time for surfactant-enhanced
dissolution (incomplete delivery). The gray

lines represent complete delivery cases.

5. DISCUSSION AND CONCLUSIONS
From the above numerical and
laboratory study examples, it can be seen
that stochastic method as applied to
hydrogeology problems can be used as a tool
to evaluate uncertainty in prediction and

remediation efficiency. In any type of risk



assessment, uncertainty associated with
parameters describing the system must
always be  considered. @ When the
heterogeneity cannot be fully characterized,
there exists significant uncertainty regarding
the achievement of cleanup goals and the

reduction of risk.
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Abstract: Dense, non-aqueous phase liquids (DNAPLS) are common organic contaminants in
subsurface environment. Once spilled or leaked underground, they slowly dissolved into groundwater
and generated a plume of contaminants. In order to manage the contaminated site and predict the
behavior of dissolved DNAPL in heterogeneous subsurface requires a comprehensive numerical
model. In this work, the Crank-Nicolson finite-element Galerkin (CN-FEG) numerical scheme for
solving a set coupled system of partial differential equations that describes fate and transport of
dissolved organic compounds in one- and two-dimensional domain was developed and implemented.
In case for 1-D model, the code was verified with analytical solutions and tested with experimental
data. Although no analytical solution exists for code verification in 2-D case, the results from CN-
FEG scheme were comparable to the solutions obtained from an experimentally validated finite-
difference program. Future work includes validation of the model using experimental data of DNAPL
dissolution in 2-D test cell.

Introduction: Dense Non-aqueous phase Residual DNAPL
liquids (DNAPLS) are organic compounds
that are immiscible in water, and they
present another phase of concern in
groundwater contamination problems [3]. seiparce
They present special problems for the
hydrogeologists, regulators, and engineers
because their fate and transport are difficult
to simulate and because they may follow
irregular flow paths in heterogeneous porous
media. Most NAPLs are health hazard and some are known to be carcinogens. Once they leaked or
spilled into soils, as shown in picture (above), significant fraction of DNAPL remained entrapped and

DMNAPL

Bedrock

DNAPL Pool
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slowly dissolve into the flowing groundwater. Partial or full exposure to polluted groundwater results
in a high risk for those who are located downstream of the DNAPL source zone. Although aqueous
solubility of components in NAPLs is low, its concentration level is much higher than the regulated
drinking water standards. Therefore there is the need for immediate action to clean-up contaminated
aquifers. Several active remediation schemes such as pump-and-treat, in situ chemical oxidation,
surfactant-enhanced dissolution, and bioremediation have been proposed and implemented to clean-up
NAPL sources but result in mixed success. This is particularly due to an inability to locate NAPL
source zone as well as the implementation of the clean-up technology. In addition, slow dissolution
kinetics of organic components from NAPLSs to a flowing groundwater lengthens NAPL source’s life,
thus prolonging and extending groundwater contamination. In order to predict NAPL source’s
longevity or to estimate the clean-up duration of the selected remediation technologies, a validated
numerical model is needed. This study therefore aims to develop a validated numerical code that is
capable of simulating groundwater flow, contaminant transport, and mass transfer processes in
NAPLs contaminated aquifers.

Methodology: Governing equations describing the groundwater flow, DNAPL dissolution and
advection-dispersion of dissolved DNAPL in aquifer are shown in (1.1)-(1.3);

S»sg—hzv-(KVh)+W (1.2)
0 — 0
6—Ct=—V-(vc —DVC)—E(p"d)OS") (1.2)
0
—(p, s, )=, (c =) (1.3)

Or

where Sg, h, K, and W are specific storage, hydraulic head, hydraulic conductivity tensor, and
source/sink, respectively. In the mass transport equations, parameters C, v, D, S, Kia, pn, and ¢q are
contaminant concentration, groundwater velocity (v = —k Vi / (1 -5 )4)0 ), dispersion coefficient

tensor, DNAPL saturation, mass transfer coefficient, DNAPL density, and initial porosity of an
aquifer, respectively. In finite-element Galerkin method a domain of interest was discretized into
small regions called elements and each element consists of nodes. In this research, a linear element
was used for 1-D domain while a linear triangular domain was used in case of 2-D. The minimization
of weighted residuals resulted in the following system of linear algebraic equations as shown in (2)
and (3).
(s 1+ Ak ){r ), =(s1-0 — Ak 1){n }
GW Flow: 2
+A: ((,O{F bt —o {F })

(u1+ A1)}, =@41-0 - oAb 1){n}

Transport: +A (0fF ), +a—o{r}) @3)
+As {M }
The above expressions are called finite- No Flow
element Galerkin scheme for solving groundwater .
flow and contaminant transport (with DNAPL 5
dissolution) equations. A parameter o is used to S
change the scheme from fully-implicit (o = 1.0) to . 5 FPOE (5, - 0.20)
fully-explicit schemes (o = 0.0). If ® = 05,  [% 7 s
ascheme is called Crank-Nicolson finite-element &| [T Ié Hydraulie Concuctivty - 80 em/min
Galerkin or CN-FEG scheme. The terms [A], [D], g e Li:f::i:l%f;;f:ﬁy122 o
[S], and [K] refer to adsorption, advection- 5 Porosity - 0.40
dispersion, storage, and conductance matrices, ©
respectively; where {F}, and {M} are flux and ~ No Flow
dissolution vectors. The above scheme was k 1

852 cm
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implemented by modifying the computer codes developed by Istok [1]. The developed scheme was
also successfully tested using 1-D analytical solution and 1-D column experimental data [2,5]. In this
paper, a solution from CNFEG scheme was compared to solutions obtained from finite-difference
method [4] using a hypothetical test problem in 2-D domain as shown in picture (above).

Results: Simulation of rate-limited mass transfer and advective-dispersive transport of dissolved
PCE for both finite-element and finite-difference programs are shown in Fig. 1. These pictures show
contour lines (or color shades) of equal PCE concentration after 10 minutes (using k., = 10 min™). As
expected, dissolved PCE plume moves from left to right according to hydraulic gradient and it also
diffuses around the source zone due to dispersion. Although both solutions were comparable, it is
however not possible assess the accuracy or validity of the results since analytical solution does not
exist in order to make direct comparison. Our future work will include validating the code using
experimental data.

Finite- Elerment PCE (mo/L)| | Finite- Difference PCE (mg/L)

I200 Izoo

°858888E88

°85888K88588

Figure 1 Simulation of PCE dissolution using CN-FEG scheme and finite-difference method.
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Groundwater Budget & Calibration Results for Realization #1

(Time = day,

Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 106400.1250 RIVER LEAKAGE = 106400.1250
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 852.8888 HEAD DEP BOUNDS = 852.8888
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 677168.6875 TOTAL IN = 677168.6875
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 114725.7109 RIVER LEAKAGE = 114725.7109
ET = 317929.8438 ET = 317929.8438
HEAD DEP BOUNDS = 771.6244 HEAD DEP BOUNDS = 771.6244
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 645684 .8750 TOTAL OUT = 645684 .8750
IN - OUT = 31483.8125 IN - OUT = 31483.8125
PERCENT DISCREPANCY = 4.76 PERCENT DISCREPANCY = 4.76
Calculated vs. Observed Head : Steady state
B ayer 1
L Lavyer #2
& Layer #3
@ ¥ Laver a4
% TTTT 95% confidence interval
TTT O 95% interwal

Calculated Head (m)

30419

Max. Residual: -32.136 (m) at 10604

Min. Residual: 0.005 (m) at GOS02H
Residual Mean : 0,403 (m)
Abs. Residual Mean : 3432 (m)

|
30419
Obzerved Head [m)

|
354149

Mum. of Data Points @ 4230
Standard Error of the Estimate : 0,252 (m)
Foot Mean Squared : 5.194 (m)
Mormalized RS 4,497 [ % ]
Correlation Coefficient : 0953




Groundwater Budget & Calibration Results for Realization
(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 105313.7266 RIVER LEAKAGE = 105313.7266
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 877.1571 HEAD DEP BOUNDS = 877.1571
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 676106.5625 TOTAL IN = 676106.5625
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 111640.7188 RIVER LEAKAGE = 111640.7188
ET = 313814.3125 ET = 313814.3125
HEAD DEP BOUNDS = 766.8383 HEAD DEP BOUNDS = 766.8383
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 638479.5625 TOTAL OUT = 638479.5625
IN - OUT = 37627 .0000 IN - OUT = 37627 .0000
PERCENT DISCREPANCY = 5.72 PERCENT DISCREPANCY = 5.72
Calculated vs. Observed Head : Steady state
: B | ayver st
L J Layer #2
& Laver #3
= ¥ Layer #4
ﬁ ©T77 85% confidence interval
TTT Q5% interval

Calculated Head (m)

30419

Mlax. Residual: -30.873 (m) at 10600
Min. Fesidual: -0.001 (m) st 03013004

Residual Mean : 0463 (m)
Abs. Residusl Mean : 3457 (m)

I
30419

Obzerved Head (m)

I
35419

Mum. of Data Points : 4230

Standard Errar of the Estimate © 0.253 (m)

Foaot Mean Sguared @ 5209 (m)
Mormalized RMWS : 451 (%)
Carrelation Coefficient : 0.952




Groundwater Budget & Calibration Results for Realization
(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 106729.4453 RIVER LEAKAGE = 106729.4453
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 850.1711 HEAD DEP BOUNDS = 850.1711
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 677495.3125 TOTAL IN = 677495.3125
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 115212.1719 RIVER LEAKAGE = 115212.1719
ET = 319637 .5000 ET = 319637 .5000
HEAD DEP BOUNDS = 778.3486 HEAD DEP BOUNDS = 778.3486
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 647885.7500 TOTAL OUT = 647885.7500
IN - OUT = 29609.5625 IN - OUT = 29609.5625
PERCENT DISCREPANCY = 4.47 PERCENT DISCREPANCY = 4.47
Calculated vs. Observed Head : Steady state
: B | ayver st
L J Layer #2
& Laver #3
= ¥ Layer #4
ﬁ ©T77 85% confidence interval
TTT Q5% interval

Calculated Head (m)

30419

Mlax. Residual: -33.149 (m) at 10604

hin. Residual: -0.005 (m) st GO3561

Residual Mean : 0.358 (m)
Abs. Residusl Mean : 3.512 (m)

I
30419

Obzerved Head (m)

I
35419

Mum. of Data Points : 4230

Standard Errar of the Estimate © 0.256 (m)

Roaot Mean Sguared | 5 2635 (m)
Mormalized RMS - 4 557 [ %)
Correlation Coefficient : 0.951




Groundwater Budget & Calibration Results for Realization
(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 107765.5781 RIVER LEAKAGE = 107765.5781
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 837.7482 HEAD DEP BOUNDS = 837.7482
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 678519.0000 TOTAL IN = 678519.0000
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 114635.7266 RIVER LEAKAGE = 114635.7266
ET = 315725.5938 ET = 315725.5938
HEAD DEP BOUNDS = 774.3561 HEAD DEP BOUNDS = 774.3561
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 643393.3750 TOTAL OUT = 643393.3750
IN - OUT = 35125.6250 IN - OUT = 35125.6250
PERCENT DISCREPANCY = 5.31 PERCENT DISCREPANCY = 5.31
Calculated vs. Observed Head : Steady state
: B | ayver st
L J Layer #2
& Laver #3
= ¥ Layer #4
ﬁ ©T77 85% confidence interval
TTT Q5% interval

Calculated Head (m)

30419

Max. Residual: -34 527 (m) at 10604

Min. Fesidual: 0.021 (m) at GO925M
Residual Mean : 0124 (m)
Abs. Residusl Mean : 3.4 (m)

I
30419

Obzerved Head (m)

I
35419

Mum. of Data Points : 4230

Standard Errar of the Estimate © 0.252 (m)

Foaot Mean Sguared | 5186 (m)
Mormalized RMWS : 4 491 %
Carrelation Coefficient : 0.952




Groundwater Budget & Calibration Results for Realization
(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 108295.5547 RIVER LEAKAGE = 108295.5547
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 869.0826 HEAD DEP BOUNDS = 869.0826
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 679080.3125 TOTAL IN = 679080.3125
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 115196.0000 RIVER LEAKAGE = 115196.0000
ET = 316574.0312 ET = 316574.0312
HEAD DEP BOUNDS = 761.5087 HEAD DEP BOUNDS = 761.5087
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 644789 .2500 TOTAL OUT = 644789 .2500
IN - OUT = 34291.0625 IN - OUT = 34291.0625
PERCENT DISCREPANCY = 5.18 PERCENT DISCREPANCY = 5.18
Calculated vs. Observed Head : Steady state
H Layer #1
L J Layer #2
& Laver #3
= ¥ Layer #4
ﬁ ©T77 85% confidence interval
TTT Q5% interval

Calculated Head (m)

30419

Mlax. Residual: -31.735 (m) at 10604

Min. Fesidual: -0.011 (m) at QO0&0M
Residual Mean : 0453 (m)
Abs. Residusl Mean : 3.351 (m)

I
30419

Obzerved Head (m)

I
35419

Mum. of Data Points : 4230

Standard Errar of the Estimate  0.249 (m)

Foot Mean Sguared @ 5137 (m)
Mormalized RMS : 4 4451 %)
Carrelation Coefficient : 0.954




Groundwater Budget & Calibration Results for Realization
(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 107988.6641 RIVER LEAKAGE = 107988.6641
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 873.0763 HEAD DEP BOUNDS = 873.0763
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 678777.4375 TOTAL IN = 678777.4375
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 115074 .0938 RIVER LEAKAGE = 115074 .0938
ET = 316707 .5000 ET = 316707 .5000
HEAD DEP BOUNDS = 759.7283 HEAD DEP BOUNDS = 759.7283
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 644799.0625 TOTAL OUT = 644799 .0625
IN - OUT = 33978.3750 IN - OUT = 33978.3750
PERCENT DISCREPANCY = 5.13 PERCENT DISCREPANCY = 5.13
Calculated vs. Observed Head : Steady state
H Layer #1
L J Layer #2
& Laver #3
= ¥ Layer #4
ﬁ ©T77 85% confidence interval
TTT Q5% interval

Calculated Head (m)

30419

Max. Residual: -34 647 (m) at 10604

Min. Fesidual: -0.025 (m) at GO3994
Residual Mean : 0.331 (m)
Abs. Residusl Mean : 3.32 (m)

I
30419

Obzerved Head (m)

I
35419

Mum. of Data Points : 4230

Standard Errar of the Estimate  0.249 (m)

Foaot Mean Sguared @ 5135 (m)
Mormalized RMS : 4 4461 %
Carrelation Coefficient : 0.953




Groundwater Budget & Calibration Results for Realization #7

(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1 IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 103850.6797 RIVER LEAKAGE = 103850.6797
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 838.7792 HEAD DEP BOUNDS = 838.7792
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 674605.1250 TOTAL IN = 674605.1250
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 109954 .7656 RIVER LEAKAGE = 109954 .7656
ET = 313018.8125 ET = 313018.8125
HEAD DEP BOUNDS = 758.5044 HEAD DEP BOUNDS = 758.5044
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 635989.8125 TOTAL OUT = 635989.8125
IN - OUT = 38615.3125 IN - OUT = 38615.3125
PERCENT DISCREPANCY = 5.89 PERCENT DISCREPANCY = 5.89
Calculated vs. Observed Head : Steady state
B ayer 1
L Lavyer #2
& Layer #3
@ ¥ Laver a4
% TTTT 95% confidence interval
TTT O 95% interwal

Calculated Head (m)

30419

|
30419
Obzerved Head [m)

Max. Residual: -31 054 (m) at 10604
Min. Residual: 0.007 (m) at GOE36M
Residual Mean : 0,135 (m)

Abs. Residual Mean : 3.715 (m)

|
354149

Mum. of Data Points @ 4230
Standard Error of the Estimate : 0,262 (m)
Foot Mean Squared : 5.375 ()
Mormalized RS 4654 [ % ]
Correlation Coefficient : 0949




Groundwater Budget & Calibration Results for Realization
(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 107938.0156 RIVER LEAKAGE = 107938.0156
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 857.0347 HEAD DEP BOUNDS = 857.0347
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 678710.7500 TOTAL IN = 678710.7500
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 114935.8750 RIVER LEAKAGE = 114935.8750
ET = 315645.3125 ET = 315645.3125
HEAD DEP BOUNDS = 767.3380 HEAD DEP BOUNDS = 767 .3380
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 643606 .2500 TOTAL OUT = 643606 .2500
IN - OUT = 35104 .5000 IN - OUT = 35104 .5000
PERCENT DISCREPANCY = 5.31 PERCENT DISCREPANCY = 5.31
Calculated vs. Observed Head : Steady state
: B | ayver st
L J Layer #2
& Laver #3
= ¥ Layer #4
ﬁ ©T77 85% confidence interval
TTT Q5% interval

Calculated Head (m)

30419

Max. Residual: -34 058 (m) at 10604

Min. Fesidual: 0.007 (m) at GOS0
Residual Mean : 0.235 (m)
Abs. Residusl Mean : 3.363 (m)

I
30419

Obzerved Head (m)

I
35419

Mum. of Data Points : 4230

Standard Errar of the Estimate © 0.25 (m)

Foat Mean Sgquared @ 5139 (m)
Mormalized RMS : 4 44971 %)
Carrelation Coefficient : 0.953




Groundwater Budget & Calibration Results for Realization
(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 99281.3281 RIVER LEAKAGE = 99281.3281
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 869.8982 HEAD DEP BOUNDS = 869.8982
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 670066.9375 TOTAL IN = 670066 .9375
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 106364 .0547 RIVER LEAKAGE = 106364 .0547
ET = 310962.3125 ET = 310962.3125
HEAD DEP BOUNDS = 753.3288 HEAD DEP BOUNDS = 753.3288
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 630337.4375 TOTAL OUT = 630337.4375
IN - OUT = 39729.5000 IN - OUT = 39729.5000
PERCENT DISCREPANCY = 6.11 PERCENT DISCREPANCY = 6.11
Calculated vs. Observed Head : Steady state
H Layer #1
L J Layer #2
& Laver #3
= ¥ Layer #4
ﬁ ©T77 85% confidence interval
TTT Q5% interval

Calculated Head (m)

30419

Max. Residual: 26,725 (m) at GO0415M

Min. Fesidual: 0.021 (m) at GOS99M
Residual Mean : 0.333 (m)
Abs. Residusl Mean : 4.005 (m)

I
30419

Obzerved Head (m)

I
35419

Mum. of Data Points : 4230

Standard Errar of the Estimate © 0.274 (m)

Foat Mean Sguared @ 5 651 (m)
Mormalized RMS : 4 8331 %)
Carrelation Coefficient : 0.944




Groundwater Budget & Calibration Results for Realization
(Time = day, Length = meter)

VOLUMETRIC BUDGET FOR ENTIRE MODEL AT END OF TIME STEP 1

IN STRESS PERIOD 1

CUMULATIVE VOLUMES L**3 RATES FOR THIS TIME STEP L**3/T
IN: IN:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 0.0000 WELLS = 0.0000
RIVER LEAKAGE = 106464 .6328 RIVER LEAKAGE = 106464 .6328
ET = 0.0000 ET = 0.0000
HEAD DEP BOUNDS = 859.4398 HEAD DEP BOUNDS = 859.4398
RECHARGE = 569915.6875 RECHARGE = 569915.6875
TOTAL IN = 677239.7500 TOTAL IN = 677239.7500
OuUT: OuUT:
STORAGE = 0.0000 STORAGE = 0.0000
CONSTANT HEAD = 0.0000 CONSTANT HEAD = 0.0000
WELLS = 212257.7188 WELLS = 212257.7188
RIVER LEAKAGE = 113343.3828 RIVER LEAKAGE = 113343.3828
ET = 316047 .8125 ET = 316047 .8125
HEAD DEP BOUNDS = 764.8276 HEAD DEP BOUNDS = 764.8276
RECHARGE = 0.0000 RECHARGE = 0.0000
TOTAL OUT = 642413.7500 TOTAL OUT = 642413.7500
IN - OUT = 34826.0000 IN - OUT = 34826.0000
PERCENT DISCREPANCY = 5.28 PERCENT DISCREPANCY = 5.28
Calculated vs. Observed Head : Steady state
: B | ayver st
L J Layer #2
& Laver #3
= ¥ Layer #4
ﬁ ©T77 85% confidence interval
TTT Q5% interval

Calculated Head (m)

30419

Mlax. Residual: -32.123 (m) at 10604

Min. Fesidual: 0.023 (m) at GO542M
Residual Mean : 0.321 (m)
Abs. Residusl Mean : 3.383 (m)

I
30419

Obzerved Head (m)

I
35419

Mum. of Data Points : 4230

Standard Errar of the Estimate  0.249 (m)

Foat Mean Sguared @ 512 (m)
Mormalized RMS : 4 4331 %)
Carrelation Coefficient : 0.954






