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Abstract  
 
Project Code : MRG5080246 
 
Project Title : Making Time Series Mining More Accurate Using Dynamic Time Warping 
 
Investigator : Asst. Prof. Chotirat Ratanamahatana, Ph.D.   Chulalongkorn University 
 
E-mail Address : chotirat@gmail.com 
 
Project Period : 2 July 2007 to 1 July 2009 
 
Abstract: 
 

Query-by-humming system is a system that allows users to conveniently search for the 
music by just humming or singing some parts of the music. The most promising method for the 
query-by-humming system, Scaled and Warped Matching or SWM, which is a combination of 
Uniform Scaling and Dynamic Time Warping, still cannot accurately search for the music from very 
large databases, although SWM appears to deal with almost all users’ variations properly such as 
singing or humming in faster, slower or inconsistence tempos. The rationale behind this inaccuracy 
is its failure to realize the importance of normalization in SWM. Thus, to achieve accurate music 
search by humming, this research proposes Uniform Scaling and Dynamic Time Warping under 
normalization transformation, including its lower bounding function in order to efficiently search for 
the music. Moreover, this research also applies an efficient search algorithm to the proposed 
method so as to speed up the calculation. Finally, according to the experiments in this research, 
which use 100 sung queries collected from 15 subjects of both genders under 1,000 songs, the 
accuracy of the proposed method is 77 percent with an average searching time below 10 seconds, 
giving significant improvement over all rival methods, including SWM. 
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บทคัดยอ 
 
 ระบบคนหาเพลงโดยการรองทํานอง เปนระบบที่อนุญาตใหผูใชสามารถคนหาเพลงจากการรองทํานองหรือการรอง
เพลงในบางสวนของเพลงที่ตองการ อยางไรก็ตามวิธีที่นาจะสามารถนํามาประยุกตใชกับระบบคนหาเพลงโดยการรอง
ทํานองไดอยางเหมาะสมมากที่สุดในปจจุบัน ก็คือ วิธีปรับขนาดกับไทมวอรปปง ซึ่งเปนวิธีที่ผสานการปรับขนาดเอกรูปและ
ไดนามิกไทมวอรปปงเขาไวดวยกัน อยางไรก็ตามวิธีดังกลาว ก็ยังไมสามารถที่จะคนหาเพลงภายใตฐานขอมูลขนาดใหญได
อยางแมนยํา ทั้ง ๆ ที่วิธีดังกลาวดูเหมือนวาจะสามารถรองรับความแปรผันตาง ๆ ของผูใชไดอยางครบถวนไมวาจะเปนการ
รองทํานองที่มีจังหวะชาหรือเร็ว รวมท้ังการรองทํานองที่มีจังหวะไมคงที่ แตการละเลยถึงความสําคัญในการแปลงขอมูลให
เปนบรรทัดฐาน ทําใหการเปรียบเทียบขอมูลระหวางเสียงรองทํานองและเพลงจึงไมสามารถทําไดอยางแมนยํา ดังนั้น 
เพ่ือที่จะสามารถคนหาเพลงจากเสียงรองทํานองไดอยางแมนยํา งานวิจัยนี้จึงเสนอวิธีปรับขนาดเอกรูปและไดนามิกไทม  
วอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน รวมไปถึงฟงกชันขอบเขตลางของวิธีดังกลาว เพ่ือที่จะสามารถคนหา
เพลงไดอยางมีประสิทธิภาพ ย่ิงไปกวานั้น งานวิจัยนี้ยังไดประยุกตใชวิธีการคนหาขอมูลที่มีประสิทธิภาพกับวิธีที่นําเสนอ 
เพ่ือที่จะเพ่ิมความเร็วในการคนหาขอมลู สุดทาย จากการทดลองในงานวิจัยนี้ ซึ่งใชแฟมขอมูลเสียงรองทํานองจํานวน 100 
แฟม ที่ไดจากกลุมตัวอยางจํานวน 15 คน ทั้งเพศชายและเพศหญิง ภายใตฐานขอมูลขนาด 1,000 เพลง ความแมนยําใน
การคนหาเพลงจากเสียงรองทํานองของวิธีที่นําเสนอเทากับ 77 เปอรเซ็นต ดวยระยะเวลาในการคนหาเพลงเฉลี่ยต่ํากวา 10 
วินาที ซึ่งวิธีที่นําเสนอนั้นสามารถคนหาขอมูลไดอยางถูกตองแมนยํากวาวิธีอ่ืน ๆ ที่ไดมีการทดลองมาทั้งหมด รวมไปถึงวิธี
ปรับขนาดกับไทมวอรปปง 

 
คําหลัก :  การคนคืนขอมูลอนุกรมเวลา / ไดนามิกไทมวอรปปง / การปรับขนาดเอกรูป / ฟงกชัน
ขอบเขตลาง 
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บทที่  1 

บทนํา 

1.1 บทสรุปสําหรับผูบริหาร (Executive Summary) 

ขอมูลที่อยูรอบๆตัวและเกี่ยวของกับชีวิตประจําวันของเรานั้น มีอยูในรูปของ
อนุกรมเวลา (time series) เปนจํานวนมาก ซ่ึงไดนําไปสูความสนใจที่เพ่ิมขึ้นในแวดวงของ 
ฐานขอมูล (Database) การคนคืนขอมูลอนุกรมเวลา (Time Series Retrieval) และการทํา
เหมืองขอมูล (Data Mining) อันที่จริงแลวขอมูลอนุกรมเวลานั้นมีความเกี่ยวของกับชีวิตเรา
มากกวาที่คนทั่วไปคิด เพราะขอมูลอนุกรมเวลานั้นไดจากการเก็บขอมูลใด ๆ ที่ทําตอเน่ืองกัน
เปนลําดับตามเวลากอนหลัง ตัวอยางเชน ขอมูลอัตราการเตนของหัวใจ/คลื่นไฟฟาหัวใจ ความ
ดันโลหิต รายไดจากการขายบัตรชมภาพยนตรในแตละสัปดาห การหยั่งเสียงความนิยมของ
นักการเมือง ปริมาณน้ําฝนตอป คาความกดอากาศ อัตราการเติบโตทางการตลาด ฯลฯ และใน
ปจจุบันขอมูลอนุกรมเวลาก็ไดเขามามีบทบาทที่สําคัญกับงานวิจัยในศาสตรแขนงตาง ๆ เชน 
ชีวสนเทศศาสตร (Bioinformatics) วิทยาการหุนยนต (Robotics) การแพทย (Medicine) เคมี 
(Chemistry) การรูจําอากัปกิริยาทาทาง (Gesture Recognition) การสะกดรอย (Tracking) 
การเงิน (Finance) ชีวมาตร (Biometrics) ดาราศาสตร (Astronomy) อุตสาหกรรม 
(Manufacturing) และอ่ืน ๆ  

โครงการวิจัยน้ี มุงเนนถึงการขยายขอบเขตของการใชคุณสมบัติของขอมูล
อนุกรมเวลาใหเปนประโยชน โดยการแปลงขอมูลในรูปอ่ืน ๆ ใหอยูในรูปขอมูลอนุกรมเวลา ซ่ึง
จะเปนการลดขนาดหรือมิติของขอมูลตนฉบับไดเปนอยางดี โดยเฉพาะอยางยิ่งในขอมูล
มัลติมีเดียที่ใชเน้ือที่ในการจัดเก็บคอนขางมาก กอนที่จะนําไปใชในการทําเหมืองขอมูลตอไป
นอกจากนี้เม่ือเราไดขอมูลแบบอนุกรมเวลาที่พรอมสําหรับการทําเหมืองขอมูลแลว ปจจัยที่ตอง
คํานึงถึงเปนสําคัญก็คือประสิทธิผลในการทําเหมืองขอมูล โดยเฉพาะอยางยิ่งในสวนของความ
แมนยํา โครงงานวิจัยน้ีจึงมุงเนนที่จะทําการศึกษา และคิดคนวิธีที่ใหความแมนยําสูงกับการทํา
เหมืองขอมูลอนุกรมเวลา  

ระบบคนหาเพลงโดยการรองทํานองถือเปนหน่ึงในนวัตกรรมสําหรับโลกใน
อนาคตอันใกล ซ่ึงจะเปนยุคที่การคนหาขอมูลขาวสารในรูปแบบแฟมขอมูลดิจิทัลสามารถทําได
อยางสะดวกสบายและเปนมิตรกับผูใชมากยิ่งขึ้น ระบบคนหาเพลงโดยการรองทํานองนี้เปน
ระบบที่ชวยใหผูใชสามารถคนหาเพลงไดจากการรองทํานองหรือการรองเพลงของผูใช โดยที่
ขอมูลเสียงเหลานี้จะถูกนํามาใชเปนขอมูลสอบถามสําหรับระบบคอมพิวเตอร อันจะชวยใหผูใช
สามารถคนหาแฟมขอมูลเพลงจากฐานขอมูลเพลงที่มีขนาดใหญไดอยางสะดวกสบายและมี
ประสิทธิภาพมากยิ่งขึ้น โดยเฉพาะอยางยิ่ง ในกรณีที่ผูใชไมสามารถจดจําขอมูล หรือ
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รายละเอียดตาง ๆ ของเพลงที่ตองการได เชน ชื่อเพลง ชื่อศิลปน หรือ เน้ือรอง เปนตน อันจะ
เปนอุปสรรคตอการคนหาเพลงจากระบบสืบคนขอมูลแบบทั่วไปในปจจุบัน  

อยางไรก็ตาม นับตั้งแตป ค.ศ. 1995 ที่ไดเร่ิมมีการศึกษาวิจัยระบบคนหาเพลง
โดยการรองทาํนอง [1] จวบจนถึงปจจุบัน ระบบคนหาเพลงโดยการรองทํานองนี้ก็ยังไมสามารถ
นํามาใชในเชิงพาณิชยไดอยางจริงจัง หรือแมแตในหองวิจัยตาง ๆ ก็ยังไมสามารถพัฒนาระบบ
คนหาเพลงโดยการรองทํานองที่สามารถตอบสนองความตองการของผู ใชไดอยางมี
ประสิทธิภาพ เน่ืองจากในการพัฒนาระบบคนหาเพลงโดยการรองทํานองนั้น ผูพัฒนาจะตอง
ออกแบบระบบใหสามารถรองรับกับความแปรผันตาง ๆ ที่เกิดขึ้นจากผูใช เชน การรองเพ้ียน 
การรองผิดจังหวะ การรองโนตขาดหรือเกิน เปนตน รวมทั้งความสามารถในการคนหาเพลง
ภายใตฐานขอมูลที่มีขนาดใหญไดอยางถูกตองและรวดเร็ว สวนในปจจุบัน มีงานวิจัยเปน
จํานวนมากไดเลือกวิธีการคนคืนขอมูลอนุกรมเวลา (Time Series Retrieval) มาประยุกตใชกับ
ระบบคนหาเพลงโดยการรองทํานอง เพ่ือที่จะใหระบบสามารถคนหาเพลงจากเสียงรองทํานอง
ไดอยางถูกตองแมนยํามากยิ่งขึ้น ซ่ึงวิธีไดนามิก-ไทมวอรปปง ก็เปนหน่ึงในวิธีที่ไดรับการ
ยอมรับมากที่สุดวาสามารถคนคืนขอมูลอนุกรมเวลาไดอยางถูกตองแมนยํา พรอมทั้งมีการ
นําไปประยุกตใชในงานวิจัยตาง ๆ มากมาย [2-11] และเม่ือไมนานมานี้ ไดมีงานวิจัยหน่ึงเสนอ
วิธีปรับขนาดกับไทมวอรปปง [2] ซ่ึงเปนการผสานวิธีปรับ-ขนาดเอกรูปและวิธีไดนามิกไทมวอร
ปปงเขาไวดวยกัน เพ่ือทําใหวิธีไดนามิกไทมวอรปปง สามารถคนคืนขอมูลอนุกรมเวลาที่มีการ
หดหรือยืดขนาดไดอยางเหมาะสมมากยิ่งขึ้น พรอมทั้งเสนอฟงกชันขอบเขตลาง เพ่ือลดปริมาณ
การคํานวณของวิธีดังกลาว นอกจากนั้น งานวิจัยน้ีที่เสนอวิธีปรับขนาดกับไทมวอรปปง ยังได
กลาวถึงความเปนไปไดที่จะนําวิธีปรับขนาดกับไทมวอรปปง มาใชในการคนหาเพลงโดยการ
รองทํานอง อยางไรก็ตาม งานวิจัยดังกลาวไดมองขามความจําเปนในการแปลงขอมูลใหเปน
บรรทัดฐานทุกครั้งที่มีการหดหรือยืดขนาดของขอมูล ซ่ึงถือเปนขั้นตอนสําคัญที่จะทําใหขอมูลที่
จะนํามาเปรียบเทียบนั้น อยูในระดับอางอิงเดียวกันกับระดับอางอิงของขอมูลสอบถามเสมอ อัน
จะสงผลใหการเปรียบเทียบความคลายคลึงกันระหวางขอมูลทั้งสองมีความแมนยํามากยิ่งขึ้น 

สําหรับงานวิจัยน้ี มีวัตถุประสงคเพ่ือนําเสนอวิธีการคนหาเพลงโดยการรอง
ทํานอง ซ่ึงสามารถใหผลลัพธที่มีความถูกตองแมนยําสูง โดยใชการปรับขนาดเอกรูปและ 
ไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน นอกจากนี้ยังไดมีการ
ประยุกตใชวิธีการคนหาขอมูลที่มีประสิทธิภาพกับวิธีที่นําเสนอ เพ่ือที่จะเพ่ิมความเร็วในการ
คนหาขอมูล จากการทดลองในงานวิจัยน้ี ซ่ึงใชแฟมขอมูลเสียงรองทํานองจํานวน 100 แฟม 
จากกลุมตัวอยาง ทั้งเพศชายและเพศหญิง ภายใตฐานขอมูลขนาด 1,000 เพลง ความแมนยํา
ในการคนหาเพลงจากเสียงรองทํานองของวิธีที่นําเสนอเทากับ 77 เปอรเซ็นต ดวยระยะเวลาใน
การคนหาเพลงเฉลี่ยต่ํากวา 10 วินาที ซ่ึงวิธีที่นําเสนอนั้นสามารถคนหาขอมูลไดอยางถูกตอง
แมนยํากวาวิธีอ่ืน ๆ ที่ไดมีการทดลองมาทั้งหมด รวมไปถึงวิธีปรับขนาดกับไทมวอรปปง 
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1.2 วัตถุประสงคของการวิจัย 

งานวิจัยน้ีมีวัตถุประสงคเพ่ือคิดคนขั้นตอนวิธีที่มีประสิทธิภาพและมีความ
แมนยําสูงในการคนคืน และการจําแนกประเภทขอมูลอนุกรมเวลา โดยใชการคํานวณระยะทาง
แบบไดนามิกไทมวอรปปง เพ่ือชวยเพิ่มความแมนยําใหการการแกปญหา แตเน่ืองจากไดนามิก
ไทมวอรปปง เปนมาตรวัดระยะทางที่ใชเวลาในการคํานวณสูงมาก งานวิจัยน้ีจึงตองคิดคน
วิธีการคํานวณที่มีประสิทธิภาพมากขึ้นและสามารถนําไปประยุกตใชจริงได ทั้งนี้ไดนําเสนอใน
รูปของแอปพลิเคชันการคนหาเพลงโดยการรองทํานองอยางแมนยําโดยใชการปรับขนาดเอกรูป
และไดนามิกไทมวอรปปง ที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน พรอมทั้งนําเสนอวิธีการ
คนหาเพลงโดยการรองทํานองดวยวิธีดังกลาวที่สามารถทํางานไดอยางรวดเร็ว 

1.3 ขอบเขตของการวิจัย 

1. พัฒนาวิธีการคนหาเพลงโดยการรองทํานองดวยวิธีการปรับขนาดเอกรูปและวิธี
ไดนามิกไทมวอรปปง ที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน และสามารถ
ทํางานไดอยางถูกตองรวดเร็ว ภายใตฐานขอมูลเพลงขนาด 1,000 เพลง 

2. พัฒนาฟงกชันขอบเขตลางสําหรับการปรับขนาดเอกรูปและวิธีไดนามิกไทม-
วอรปปง ที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน พรอมพิสูจนความเปน
ฟงกชันขอบเขตลางของวิธีที่นําเสนอ 

3. ทดสอบความแมนยําในการคนหาเพลงที่ใกลเคียงกับเสียงรองทํานองมากที่สุด 
10 ลําดับแรก จากแฟมขอมูลเสียงรองทํานองของผูใชที่มีพ้ืนฐานทางดนตรีที่
แตกตางกันจํานวน 100 แฟม ภายใตฐานขอมูลเพลงขนาด 1,000 เพลง โดย
ในการทดสอบความแมนยํานี้ เพ่ือที่จะแสดงใหเห็นวาวิธีที่นําเสนอสามารถ
คนหาเพลงจากเสียงรองทํานองไดอยางแมนยํามากกวาวิธีที่มีการนําไป
ประยุกตใชกันอยูในปจจุบัน งานวิจัยน้ีจึงมีการเปรียบเทียบความแมนยําในการ
คนหาเพลงของวิธีที่นําเสนอกับวิธีไดนามิกไทมวอรปปง ซ่ึงไดรับการยอมรับวา
มีความแมนยําสูง และวิธีปรับขนาดกับไทมวอรปปง ที่เสนอในงานวิจัยของ Fu 
และคนอื่น ๆ [2] ซ่ึงเสนอวิธีที่ทําใหวิธีไดนามิกไทมวอรปปงสามารถวัด
ระยะทางของขอมูลที่มีการยืดหรือหดขนาดไดอยางเหมาะสมมากยิ่งขึ้น 4. ทดสอบความเร็วในการคนหาเพลงที่ใกลเคียงกับเสียงรองทํานองมากที่สุด 10 
ลําดับแรก จากแฟมขอมูลเสียงรองทํานองของผูใชที่มีพ้ืนฐานทางดนตรีที่
แตกตางกันจํานวน 100 แฟม ภายใตฐานขอมูลเพลงขนาด 1,000 เพลง 
เพ่ือที่จะแสดงใหเห็นวาฟงกชันขอบเขตลางของวิธีที่นําเสนอนั้น เม่ือนําไป
ประยุกตใชกับวิธีคนหาขอมูลแบบอ่ืน ๆ ที่มีประสิทธิภาพ แลวจะสามารถ
คนหาเพลงไดอยางรวดเร็ว ภายใตฐานขอมูลเพลงขนาดใหญ โดยจะมีการ



4 

เปรียบเทียบเชนเดียวกันกับการทดสอบในประเด็นของความแมนยําในการ
คนหาเพลง 

1.4 ประโยชนที่ไดรับ 

ไดวิธีการคนคืนขอมูลอนุกรมเวลาที่มีความแมนยําสูง สามารถทํางานไดอยาง
รวดเร็ว และรองรับฐานขอมูลที่มีขนาดใหญ ทั้งยังสามารถนําวิธีที่นําเสนอไปประยุกตใชกับการ
คนหาขอมูลอนุกรมเวลาแบบอื่น ๆ ที่มีการหดหรือยืดขนาดของขอมูลได ไมวาจะเปนการคนหา
เพลงโดยการรองทํานอง หรือการคนหาขอมูลภาพเคลื่อนไหว การคนหาขอมูลยีน (Gene 
Expression Data) เปนตน 

1.5 ระเบียบวิธีดําเนินการวิจัย 

1. ศึกษาผลงานวิจัยที่เกี่ยวของ เกี่ยวกับการใชไดนามิกไทมวอรปปง กับขอมูลอนุกรม
เวลา รวมทั้งระบบคนหาเพลงโดยการรองทํานองที่มีอยูในปจจุบัน 

2. ออกแบบและพัฒนาระบบคนหาเพลงโดยการรองทํานองโดยใชการปรับขนาดเอกรูป
และไดนามิกไทมวอรปปง ที่สามารถรองรับการแปลงขอมูลใหเปนบรรทัดฐาน และ
ออกแบบฟงกชันขอบเขตลางของวิธีน้ี พรอมทั้งพิสูจนความเปนฟงกชันขอบเขตลาง 

3. ทดสอบความสามารถของฟงกชันขอบเขตลางที่นําเสนอในการลดจํานวนขอมูลเพลงใน
ฐานขอมูล กอนที่จะคํานวณหาคาระยะทางโดยใชวิธีปรับขนาดเอกรูปและวิธีไดนามิก
ไทมวอรปปง ที่สามารถรองรับการแปลงขอมูลใหเปนบรรทัดฐาน 

4. ออกแบบและพัฒนาอัลกอริทึมโดยใชวิธีปรับขนาดเอกรูปและวิธีไดนามิกไทมวอรปปงที่
รองรับการแปลงขอมูลใหเปนบรรทัดฐาน  

5. เก็บขอมูลเพ่ือใชในการทดลอง 
6. ทดสอบความแมนยําและความเร็วของวิธีที่นําเสนอเมื่อเทียบกับวิธีอ่ืน ๆ  
7. ประเมิน วิเคราะห และสรุปผลการทดลอง 
8. สรุปผลการวิจัย 
9. จัดทํารายงาน 
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1.6 ผลงานตีพิมพในหนังสือ/วารสารวิชาการ ระดับนานาชาติจากงานวิจัย 

สวนหน่ึงของงานวิจัยน้ี ไดรับการตีพิมพเปนบทความทางวิชาการ ดังนี้ (ดู
รายละเอียดในภาคผนวก) 

1. Vit Niennattrakul, Pongsakorn Ruengronghirunya, and Chotirat Ann 
Ratanamahatana, “Exact Indexing for Massive Time Series Databases under Time 
Warping Distance”, Submitted to the Data Mining and Knowledge Discovery Journal 
(DMKD), 13 June 2009 (33 pages). 

2. Vit Niennattrakul and Chotirat Ann Ratanamahatana, “Meaningful Subsequence 
Matching under Time Warping Distance for Data Stream”, Lecture Notes in 
Computer Science, Vol. 5476, pp. 1013-1020, Springer, April 2009. 

3. Pongsakorn Ruengronghirunya, Vit Niennattrakul, and Chotirat Ann 
Ratanamahatana, “Speeding up Similarity Search on Large Time Series Dataset 
under Time Warping Distance”, Lecture Notes in Computer Science, Vol. 5476, pp. 
981-988, Springer, April 2009. 

4. Poat Sajjipanon and Chotirat Ann Ratanamahatana, “A Novel Fractal 
Representation for Dimensionality Reduction of Large Time Series Data” Lecture 
Notes in Computer Science, Vol. 5476, pp. 989-996, Springer, April 2009. 

5. Waiyawuth Euachongprasit and Chotirat Ann Ratanamahatana, “Accurate and 
Efficient Retrieval of Multimedia Time Series Data under Uniform Scaling and Time 
Warping”, Lecture Notes in Computer Science, Vol. 5012, pp. 100-111, Springer, 
May 2008. 

6. Waiyawuth Euachongprasit and Chotirat Ann Ratanamahatana, “Efficient Multimedia 
Time Series Data Retrieval under Uniform Scaling and Normalisation”, Lecture 
Notes in Computer Science, Vol. 4956, pp. 506-513, Springer, March 2008. 

1.7 ผลงาน และกิจกรรมอ่ืน ๆ 

1. เขารวมแสดงผลงานและประกวดในงานวันนักประดิษฐ ประจําป 2552 ณ  ศูนยแสดงสินคา
และการประชุมอิมแพ็ค  เมืองทองธานี วันที่ 2-5 กุมภาพันธ 2552  

2. รางวัล Merit Award, Tertiary Student Project Category, Asia Pacific ICT Awards 
(APICTA 2007) ประเทศสิงคโปร (รวมกับ Waiyawuth Euachongprasit และ Pongsakorn 
Teeraparpwong) 
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บทที่  2 

ทฤษฎีและงานวิจัยที่เก่ียวของ 

สําหรับบทที่ 2 ทฤษฎีและงานวิจัยที่เกี่ยวของ จะมีการนําเสนอทฤษฎีตาง ๆ ที่
เกี่ยวของกับดนตรี วิธีการสกัดคุณลักษณะของเสียง รูปแบบของแฟมขอมูลมิดิมาตรฐาน ซ่ึง
ทั้งหมดนี้เปนพ้ืนฐานในการวิจัยและพัฒนาระบบคนหาเพลงโดยการรองทํานองโดยทั่วไป รวม
ไปถึงวิธีการคนคืนขอมูลอนุกรมเวลา ซ่ึงจะถูกนํามาใชในการเปรียบเทียบความคลายคลึงกัน
ระหวางเสียงรองทํานองของผูใชกับเพลงในฐานขอมูล สุดทายตามดวยงานวิจัยที่เกี่ยวของกับ
ระบบคนหาเพลงโดยการรองทํานอง 

2.1 ทฤษฎีที่เก่ียวของ 

สําหรับหัวขอทฤษฎีที่เกี่ยวของนี้ จะเริ่มตนนําเสนอจาก ความรูทางดนตรีที่
เกี่ยวของกับการวิจัยระบบคนหาเพลงโดยการรองทํานอง ตามดวยขั้นตอนการตรวจจับระดับ
เสียง ซ่ึงจะใชสําหรับการสกัดคุณลักษณะของเสียงรองทํานอง รูปแบบแฟมขอมูลมิดิมาตรฐาน 
จากน้ันจะเปนสวนของวิธีการเปรียบเทียบความคลายคลึงกันของขอมูลอนุกรมเวลาที่เกี่ยวของ
กับงานวิจัยน้ี ซ่ึงไดแก วิธีไดนามิกไทมวอรปปง วิธีการปรับขนาดเอกรูป และวิธีปรับขนาดกับ
ไทมวอรปปง ตามลําดับ สุดทายจะเปนสวนของวิธีการลดขนาดของขอมูลอนุกรมเวลา เพ่ือให
การเปรียบเทียบความคลายคลึงกันของขอมูลอนุกรมเวลาสามารถทําไดอยางรวดเร็วมากยิ่งขึ้น 

2.2 ความรูทางดนตรี 

ความรูทางดนตรีที่เกี่ยวของกับการวิจัยระบบคนหาเพลงโดยการรองทํานอง มี
ดังตอไปน้ี 

• ระดับเสียง (Pitch) 

ในทางดนตรี ระดับเสียงของตัวโนต หมายถึง ความถี่ของตัวโนต ซ่ึง
ตัวโนตแตละตัวจะมีความถี่มาตรฐานของตัวเอง เชน โนต A4 มีความถี่ 440 
เฮิรตซ เปนตน 

• คอนทัวรระดับเสียง (Pitch Contour) 

คอนทัวรระดับเสียง คือ ระดับเสียงที่เรียงตอกันตามลําดับ ในรูปแบบ
ของขอมูลอนุกรมเวลา 
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• ความเร็วจังหวะ (Tempo) 

ความเร็วจังหวะเปนตัวกําหนดความเร็วของเพลง โดยมีหนวยเปนบีต 
ตอนาที (Beats Per Minute หรือ BPM)  

2.3 ข้ันตอนวิธีการตรวจจับระดับเสียง (Pitch Detection Algorithm) 

ขั้นตอนวิธีการตรวจจับระดับเสียงเปนวิธีการคํานวณหาระดับเสียง หรือความถี่
มูลฐาน (Fundamental Frequency) ของสัญญาณเสียงตาง ๆ เชน เสียงพูดของมนุษย 
เสียงดนตรี หรือเสียงธรรมชาติ เปนตน โดยในระบบคนหาเพลงโดยการรองทํานองจะมีการสกัด
คอนทัวรระดับเสียงออกจากเสียงรองของผูใช เพ่ือที่จะนําคุณลักษณะดังกลาวไปใชในการ
เปรียบเทียบความคลายคลึงกันกับขอมูลโนตดนตรีของเพลงที่จัดเก็บอยูในฐานขอมูล ขั้นตอน
วิธีการตรวจจับระดับเสียงสามารถทําไดทั้งในโดเมนเวลา (Time Domain) เชน วิธีสหสัมพันธ 
(Autocorrelation Method) [12] และในโดเมนความถี่ (Frequency Domain) เชน ผลการแปลง
ฟูเรียร (Fourier Transform) [13] สําหรับการสกัดขอมูลโนตดนตรีของเพลงในฐานขอมูลน้ัน จะ
มีการนําเสนอในหัวขอถัดไป 

2.4 รูปแบบแฟมขอมูลมิดิมาตรฐาน (Standard MIDI File Structure หรือ SMF) 

มิดิ หรือ มาตรฐานการประสานเครื่องดนตรีแบบดิจิทัล (Musical Instrument 
Digital Interface) คือ เทคโนโลยีการแทนเสียงเพลงในรูปแบบแฟมขอมูลดิจิทัล ซ่ึงขอมูลใน
รูปแบบน้ี จะแยกเก็บขอมูลโนตดนตรีของเครื่องดนตรีแตละชนิด ออกเปนชองสัญญาณ 
(Channel) ตาง ๆ ที่แตกตางกัน รวมทั้งขอมูลโนตดนตรีสําหรับเครื่องดนตรีที่แทนเสียงรองของ
มนุษย ซ่ึงจากรูปแบบของแฟมขอมูลมิดิน้ีเอง ทําใหการสกัดขอมูลโนตดนตรีเพ่ือเปนตัวแทน
เสียงรองของมนุษยน้ันสามารถทําได อันจะเปนประโยชนอยางยิ่งในการพัฒนาระบบคนหาเพลง
โดยการรองทํานอง เน่ืองจากในการคนหาเพลงโดยการรองทํานองนั้น ขอมูลโนตดนตรีของ
เสียงรองทํานองที่สกัดไดจากแฟมขอมูลมิดิ จะถูกนําไปใชในการเปรียบเทียบความคลายคลึง
กันกับคอนทัวรระดับเสียงของผูใช ซ่ึงเปนขอมูลสอบถามสําหรับระบบคนหาเพลงโดยการรอง
ทํานอง จากนั้นผลลัพธที่ไดจากการคนหาก็คือ รายการของเพลงซึ่งมีขอมูลโนตดนตรีที่มี
ลักษณะใกลเคียงกับคอนทัวรระดับเสยีงของผูใชมากที่สุด 

สําหรับโครงสรางของแฟมขอมูลมิดิน้ัน ประกอบไปดวยกลุมขอมูล (Chunks) 
ตาง ๆ ที่เรียงตอกัน ซ่ึงในแตละกลุมขอมูล จะมีหนาที่ที่แตกตางกันไป โดยสามารถแบงไดเปน
สองกลุมหลัก ๆ ดวยกัน คือ กลุมขอมูลสวนตน (Header Chunk) และกลุมขอมูลแทรค (Track 
Chunks) โดยกลุมขอมูลสวนตนน้ี จะเปนสวนที่แสดงรายละเอียดตาง ๆ ของแฟมขอมูลมิดิ เชน 
รูปแบบของแฟมขอมูลมิดิ จํานวนของกลุมขอมูลสวนแทรค เปนตน สําหรับกลุมขอมูลแทรค  
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ในสวนนี้จะเก็บขอมูล หรือเหตุการณตาง ๆ ทางดนตรีไว เชน จุดเริ่มตนโนตดนตรี จุดสิ้นสุด
โนตดนตรี ระยะเวลานับตั้งแตเหตุการณสุดทายจนถึงปจจุบัน (Delta Time) โนตดนตรีที่ใช 
ชองสัญญาณ เปนตน 

อยางไรก็ตาม ในการคนหาเพลงโดยการรองทํานองนั้น เม่ือมีขอมูลสอบถาม 
ซ่ึงไดจากการสกัดคุณลักษณะเกี่ยวกับคอนทัวรระดับเสียงจากเสียงรองทํานองของผูใชแลว และ
มีขอมูลที่จะนํามาใชในการเปรียบเทียบ ซ่ึงก็คือ ขอมูลโนตดนตรีที่อยูภายในแฟมขอมูลมิดิ 
จากนั้นจะเปนการเปรียบเทียบความคลายคลึงกันระหวางขอมูลทั้งสอง ซ่ึงจะมีการนําเสนอใน
ลําดับถัดไป 

2.5 ไดนามิกไทมวอรปปง (Dynamic Time Warping หรือ DTW) 

ไดนามิกไทมวอรปปง เปนวิธีกําหนดการพลวัต (Dynamic Programming) ที่
ใชสําหรับวัดความคลายคลึงกัน (Similarity Measure) ระหวางขอมูลอนุกรมเวลา 2 ชุด โดย
ผลลัพธที่ไดจากการวัดความคลายคลึงดังกลาว จะเปนคาระยะทางระหวางขอมูลอนุกรมเวลาทั้ง
สอง ซ่ึงสามารถหาไดโดยการคํานวณคาระยะทางสะสมระหวางจุดขอมูลในอนุกรมเวลาดังกลาว 
ที่มีการปรับแนว (Alignment) ระหวางกัน ที่จะทําใหไดคาระยะทางสะสมระหวางจุดขอมูลของ
ขอมูลอนุกรมเวลาทั้งสองนั้นมีคานอยที่สุด ดังแสดงไดในรูปที่  2.1 ซ่ึงแสดงวิถีการปรับแนวที่จะ
ใหคาระยะทางสะสมต่ําสุดระหวางจุดขอมูลในอนุกรมเวลาทั้งสอง ทั้งน้ีการปรับแนวระหวาง
ขอมูลดังกลาวในการคํานวณหาคาระยะทางนั้น เพ่ือที่จะรองรับความแปรผันเฉพาะที่เชิงเวลา 
(Local Variation) ที่เกิดขึ้นในขอมูลอนุกรมเวลาตาง ๆ เชน ขอมูลเสียงพูด หรือเสียงรอง
ทํานอง เน่ืองจากในการพูดหรือการรองทํานองนั้น ขอมูลที่ไดมักจะมีจังหวะหรือความเร็วไม
คงที่ ซ่ึงทําใหเม่ือสกัดคุณลักษณะจากขอมูลดังกลาวออกมาในรูปของขอมูลอนุกรมเวลาแลว 
ขอมูลอนุกรมเวลาที่ไดน้ัน จะมีการเลื่อนของขอมูลในแนวแกนเวลาอยางไมสมํ่าเสมอ อันจะเปน
ปญหาสําหรับการวัดความคลายคลึงของขอมูลดังกลาวได ดังน้ันวิธีไดนามิกไทมวอรปปงจึง
ไดรับความนิยมในการนําไปประยุกตใชกับระบบรูจําเสียงพูด (Speech Recognition) และระบบ
คนหาเพลงโดยการรองทํานอง (Query by Humming)  

 

รูปที่  2.1 การคํานวณคาระยะทางโดยใชวิธีไดนามิกไทมวอรปปง  
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สําหรับนิยามของวิธีไดนามิกไทมวอรปปงนั้น สามารถนิยามไดดังน้ี ใหขอมูล
อนุกรมเวลา mqqqqQ ,...,,, 321=  คือ ขอมูลสอบถาม (Query Sequence) ที่มีความยาว m 
และ nccccC ,...,,, 321=  คือ ขอมูลที่จะใชในการเปรียบเทียบ (Candidate Sequence) ความ
ยาว n การหาระยะทางดวยวิธีไดนามิกไทมวอรปปง จะสามารถแสดงเปนสมการเวียนเกิดไดดัง
สมการที่ ( 2.1) 

1 1

1

1

DTW( , )
DTW( , ) D( , ) min DTW( , )

DTW( , )

i- j

i j i j

i- j

q c
Q C q c q c

q c

−

−

⎧
⎪≡ + ⎨
⎪
⎩

 ( 2.1) 

โดยที่ mi ≤≤1  และ nj ≤≤1  และฟงกชัน ),D( ii cq  เปนฟงกชันยุคลิดที่
ใชสําหรับหาระยะทางระหวางจุด iq  และจุด jc  อยางไรก็ตาม ดังแสดงในสมการที่ ( 2.2) รากที่
สองของฟงกชันยุคลิดนั้น สามารถละไดโดยที่ลําดับของความคลายคลึงกันของขอมูลจะไมมีการ
เปลี่ยนแปลง ทั้งน้ีเพ่ือที่จะเพิ่มประสิทธิภาพในการคํานวณคาระยะทางดวยวิธีไดนามิกไทม- 
วอรปปงใหสามารถคํานวณไดอยางรวดเร็วมากยิ่งขึ้น 

2)(),D( jiji cqcq −=  ( 2.2) 

แมวาวิธีไดนามิกไทมวอรปปง จะสามารถคํานวณคาระยะทางระหวางขอมูล
อนุกรมเวลาที่มีความแปรผันเชิงเวลาไดเปนอยางดี แตในการคํานวณคาระยะทางดวยวิธี 
ไดนามิกไทมวอรปปงน้ัน ในบางกรณี วิธีดังกลาวอาจมีการปรับแนวเพื่อหาคาระยะทางระหวาง
คูจุดอยางไมเหมาะสม ดังเชนในรูปที่  2.2 ที่แสดงใหเห็นวา มีการปรับแนวใหมีการคํานวณคา
ระยะทางระหวางจุดยอดของขอมูลอนุกรมเวลาทั้งสองที่อยูในสวนตนและสวนปลายของขอมูล 
โดยขอมูลทั้งสองอาจเปนขอมูลตางประเภทกัน ทําใหการคํานวณดังกลาวจะคาระยะทางที่ต่ํา 
ซึ่งเปนคาระยะทางที่ไมเหมาะสม ดังน้ันจึงไดผูเสนอเงื่อนไขบังคับโดยรวมขึ้นเพ่ือปองกันการ
ปรับแนวอยางในการหาคาระยะทางที่ไมเหมาะสมนี้ 

 

รูปที่  2.2 การปรับแนวในการหาระยะทางอยางไมเหมาะสมของวิธีไดนามิกไทมวอรปปง [14] 
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2.5.1 เงื่อนไขบังคับโดยรวม (Global Constraint) 

เง่ือนไขบังคับโดยรวมเปนการบังคับใหการคํานวณหาคาระยะทางดวยวิธี 
ไดนามิกไทมวอรปปงทํางานอยูในขอบเขตที่ถูกจํากัดไว หรือกลาวอีกนัยหนึ่งคือ ทําใหวิธีไดนา-
มิกไทมวอรปปงไมสามารถคํานวณคาระยะทางระหวางคูจุดที่อยูนอกเหนือขอบเขตที่ถูกกําหนด
ไวลวงหนาได อันเปนการปองกันการคํานวณคาระยะทางที่เกิดจากการปรับแนวอยางไม
เหมาะสม และยังเพ่ิมความแมนยําโดยรวมของวิธีไดนามิกไทมวอรปปงอีกดวย [15] 

เง่ือนไขบังคับโดยรวมนี้มีหลายประเภท แตในที่น้ีจะกลาวถึงเฉพาะเงื่อนไข
บังคับโดยรวมแบบซาโก-ชิบะ (Sakoe-Chiba Band) ซ่ึงเปนการจํากัดขอบเขตการคํานวณของ
วิธีไดนามิกไทมวอรปปงไวเปนเสนขนานในแนวเสนทะแยงมุมบนตารางการคํานวณคา
ระยะทาง ดังแสดงในรูปที่  2.3 หรือสามารถกลาวไดอีกนัยหน่ึงคือ ทุก ๆ คูจุดที่นํามาคํานวณคา
ระยะทางนั้น จะตองมีระยะหางระหวางกันในแนวแกนเวลาหรือแนวแกน x ไมเกินระยะทาง r 
ซ่ึงเปนคาคงที่ที่ไดกําหนดไวลวงหนา โดยความยาวของขอมูลสอบถามและความยาวของขอมูล
ที่จะใชในการเปรียบเทียบจะตองมีขนาดเทากัน น่ันคือ m = n  

C

Q

 

รูปที่  2.3 เง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะ [15] 

สําหรับเง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะนั้น สามารถนิยามไดดังตอไปน้ี 

constraint 1 1

constraint constraint constraint 1

constraint 1

DTW ( , , )
DTW ( , , ) D ( , , ) min DTW ( , , )

DTW ( , , )

i- j

i i i j

i- j

q c r
Q C r q c r q c r

q c r

−

−

⎧
⎪≡ + ⎨
⎪
⎩

 ( 2.3) 

otherwise
where),D(

),,(Dconstraint
rjicq

rcq ji
ji

≤−

⎩
⎨
⎧

∞
≡  ( 2.4) 
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อยางไรก็ตาม สําหรับระบบคนหาเพลงโดยการรองทํานอง ขอมูลเพลงที่จะ
นํามาใชในการเปรียบเทียบกับเสียงรองทํานองนั้นมีจํานวนมาก ถาหากเลือกใชวิธีไดนามิกไทม-
วอรปปงในการคํานวณคาระยะทางเพื่อหาความคลายคลึงกันระหวางเสียงรองทํานองกับขอมูล
เพลง จะทําใหตองใชระยะเวลาในการประมวลผลนาน เพราะฉะน้ันจึงไดมีผูเสนอวิธีที่จะ
ประมาณคาระยะทางที่ไดจากวิธีไดนามิกไทมวอรปปงกอนที่จะคํานวณคาระยะทางจริง 
เพ่ือที่จะเลือกคํานวณคาระยะทางดวยวิธีไดนามิกไทมวอรปปงกับขอมูลเพียงบางตัวเทานั้น 

2.5.2 ฟงกชันขอบเขตลางของวิธีไดนามิกไทมวอรปปง (Lower Bounding 
Function of DTW)  

การคํานวณระยะทางดวยวิธีไดนามิกไทมวอรปปงน้ัน จะมีขีดจํากัดเชิงสัญกรณ 
(Asymptotic Limit) เทากับ O(n2) น่ันคือ วิธีไดนามิกไทมวอรปปงจะใชเวลาในการคํานวณเปน
ฟงกชันพหุนาม (Polynomial Time) กับความยาวของขอมูลขาเขา ซ่ึงมีประสิทธิภาพในเชิงสัญ
กรณต่ํากวาการหาระยะทางแบบยุคลิด (Euclidean Distance) ที่มีขีดจํากัดเชิงสัญกรณเปนเชิง
เสน (Linear Time) หรือ O(n) ดังนั้นจึงไดมีผูเสนอฟงกชันขอบเขตลางของวิธีไดนามิกไทม-
วอรปปงที่ใชการคํานวณแบบยุคลิดขึ้น [16] เพ่ือใชในการประมาณคาระยะทางระหวางขอมูล
อนุกรมเวลาทั้งสองอยางมีประสิทธิภาพ กอนที่จะคํานวณคาระยะทางจริงดวยวิธีไดนามิกไทม-
วอรปปง เพ่ือที่จะลดปริมาณขอมูลที่จะตองคํานวณคาระยะทางดวยวิธีไดนามิกไทมวอรปปงลง 
คาระยะทางที่ไดจากการคํานวณฟงกชันขอบเขตลาง จะตองมีคาไมเกินคาระยะทางจริงที่ไดจาก
การคํานวณดวยวิธีไดนามิกไทมวอรปปง 

สําหรับการใชงานฟงกชันขอบเขตลางในการคนคืนขอมูลอนุกรมเวลานั้น 
สามารถทําไดโดย คํานวณคาระยะทางระหวางขอมูลสอบถามกับขอมูลอนุกรมเวลาใน
ฐานขอมูลทุกตัว โดยใชฟงกชันขอบเขตลางในการประมาณคาระยะทาง และถาคาระยะทาง
ขอบเขตลางที่ไดจากการคํานวณนั้น มีคามากกวาคาระยะทางจริงนอยสุดตั้งแตมีการคํานวณหา
คาระยะทาง น่ันแสดงวาแมวาจะคํานวณคาระยะทางจริงดวยวิธีไดนามิกไทมวอรปปงระหวาง
ขอมูลสอบถามกับขอมูลดังกลาว คาระยะทางจริงที่ไดก็จะมีคามากกวาคาระยะทางจริงนอยสุด
เสมอ ซ่ึงแสดงวาขอมูลดังกลาวไมไดมีความคลายคลึงกับขอมูลสอบถามมากที่สุด ทําให
สามารถลดการคํานวณคาระยะทางดวยวิธีไดนามิกไทมวอรปปงลงได ในทางกลับกัน ถาคา
ระยะทางขอบเขตลางที่ไดมีคานอยกวาหรือเทากับคาระยะทางจริงนอยสุด น่ันแสดงวา มีโอกาส
ที่คาระยะทางจริงระหวางขอมูลอนุกรมเวลาทั้งสอง จะมีคานอยกวาคาระยะทางจริงนอยสุด น่ัน
คือ ขอมูลอนุกรมเวลาดังกลาวมีโอกาสที่จะคลายคลึงกับขอมูลสอบถามมากที่สุด  

วิธีในการสรางฟงกชันขอบเขตลางของวิธีไดนามิกไทมวอรปปงน้ัน สามารถทํา
ไดโดยสรางเสนขอบเขตบนและเสนขอบเขตลางจากเงื่อนไขบังคับโดยรวมของขอมูลสอบถาม 
เพ่ือเปนตัวแทนของขอมูลสอบถามในการคํานวณหาคาระยะทางขอบเขตลางกับขอมูลอนุกรม
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เวลาที่จะใชในการเปรียบเทียบดวยวิธียุคลิด ดังแสดงในรูปที่  2.4 ซ่ึงแสดงการคํานวณหาคา
ระยะทางดวยวิธียุคลิดระหวางเสนขอบเขตบน UX และเสนขอบเขตลาง LX กับขอมูลอนุกรม
เวลา C อยางไรก็ตามการคํานวณคาระยะทางดวยวิธียุคลิดนั้นจะไมมีการปรับแนวระหวาง
ขอมูลในการหาคาระยะทาง ทําใหผลลัพธที่ไดจึงเปนคาระยะทางสะสมระหวางคูจุดในขอมูล
อนุกรมเวลาทั้งสองที่อยูในลําดับเดียวกัน ซ่ึงจะแสดงการคิดหาคาระยะทางระหวางคูจุดของ
ขอมูลดังกลาวไดเปนเสนในแนวตั้งดังรูป 

C

Q
LX

C = Candidate sequence
Q = Query sequence
UX = Upper envelope
LX  = Lower envelope

UX

 

รูปที่  2.4 การคํานวณคาระยะทางขอบเขตลางของวธิีไดนามิกไทมวอรปปง โดยที่คา r เทากับ 
5% ของความยาวขอมูล 

สําหรับฟงกชันขอบเขตลางของวิธีไดนามิกไทมวอรปปงน้ัน สามารถนิยามได
ดังน้ี ให LBX(Q,C) คือ ฟงกชันขอบเขตลางของวิธีไดนามิกไทมวอรปปงระหวางขอมูลอนุกรม
เวลา Q และ C โดยที่ความยาวของขอมูลอนุกรมเวลา Q และ C จะตองมีขนาดเทากัน น่ันคือ 
m = n และให UX และ LX เปนเสนขอบเขตบนและเสนขอบเขตลางตามลําดับ จะได 

2

2

1

( ) if
LBX( , ) ( ) if

0 otherwise

i i i im

i i i i
i

UX c c UX
Q C LX c c LX

=

⎧ − >
⎪= − <⎨
⎪
⎩

∑  ( 2.5) 

min(1, ) max( , )max( , , )i i r i r nUX q q− += …  

min(1, ) max( , )min( , , )i i r i r nLX q q− += …  
( 2.6) 

แมวาการคํานวณคาระยะทางดวยวิธีไดนามิกไทมวอรปปง จะสามารถรองรับ
ความแปรผันภายในแกนเวลาไดเปนอยางดี อยางไรก็ตามถาขอมูลอนุกรมเวลามีการหดหรือยืด
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ขนาดอยางสมํ่าเสมอ อาจทําใหความแมนยําในการนําวิธีไดนามิกไทมวอรปปงไปใชในการวัด
ความคลายคลึงกันของขอมูลอนุกรมเวลาลดลง ดังน้ันเพ่ือที่จะแกปญหาดังกลาว จึงผูที่เสนอวิธี
ในการวัดความคลายคลึงกันขอมูลอนุกรมเวลาที่มีการหดหรือยืดขนาดอยางสม่ําเสมอ ซ่ึงจะ
กลาวในหัวขอถัดไป 

2.6 การปรับขนาดเอกรูป (Uniform Scaling) 

การปรับขนาดเอกรูปเปนวิธีที่หดหรือยืดขนาดของขอมูลอนุกรมเวลาอยาง
สมํ่าเสมอ กอนที่จะคํานวณหาคาระยะทางดวยวิธียุคลิด ทั้งนี้เพ่ือเพ่ิมความแมนยําในการ
คํานวณคาระยะทางของขอมูลอนุกรมเวลาที่มีความแปรผันโดยรวมเชิงเวลา (Global Variation) 
ซ่ึงในระบบคนหาเพลงโดยการรองทํานองนั้น ผูใชมักจะรองทํานองชาหรือเร็วกวาจังหวะเพลงที่
เก็บไวในฐานขอมูล ซ่ึงวิธีการปรับขนาดเอกรูปน้ีสามารถรองรับความแปรผันของผูใชดังกลาว
ไดเปนอยางดี ดังตัวอยางในรูปที่  2.5 ถามีการหดขนาดของขอมูล B แบบเอกรูป (ในรูปดาน
ซายมือ) ไปที่ความยาว 0.83 เทาจากความยาวเดิม (ในรูปดานขวามือ) จะทําใหการวัดความ
คลายคลึงกันระหวางขอมูล A และขอมูล B เปนไปอยางถูกตองมากยิ่งขึ้น  

0 20 40 60 80 100 120 0 20 40 60 80 100 120

1 Unit

A

B

A

B

0.83 Unit

 

รูปที่  2.5 การคํานวณคาระยะทางดวยวิธกีารปรับขนาดเอกรูป 

สําหรับการปรับขนาดเอกรูปน้ัน สามารถนิยามไดดังน้ี ให lccccC ,...,,, 321=  
เปนขอมูลในสวนตนของขอมูลอนุกรมเวลา (Prefix of Candidate Sequence) ที่มีความยาว l 
และถาตองการหดหรือยืดขนาดขอมูลอนุกรมเวลานี้ใหมีความยาวเทากับ m จะสามารถทําได 
ดังสมการตอไปน้ี [17]  

⎣ ⎦ mjcc mljj ≤≤= ∗ 1where/  ( 2.7) 
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อยางที่ไดกลาวไวในขางตน การปรับขนาดเอกรูปสามารถนํามาใชรวมกับการ
วัดระยะทางแบบยุคลิดเพื่อหาคาระยะทางระหวางขอมูลอนุกรมทั้งสองที่มีความแปรผันโดยรวม
เชิงเวลาได ซ่ึงสามารถนิยามไดดังตอไปน้ี 

กําหนดใหอัตราสวนการหดและยืดขนาดของขอมูลมากสุด คือ sfmin และ 
sfmax ตามลําดับ โดยที่ msfmaxn ∗≥  และ m และ n คือความยาวของขอมูลสอบถามและ
ขอมูลที่จะใชในการเปรียบเทียบ ตามลําดับ สําหรับแนวคิดในการนําวิธีปรับขนาดเอกรูปมาใช
รวมกับการวัดระยะทางแบบยุคลิดนั้น สามารถทําไดโดยการหาคาระยะทางนอยสุดระหวาง
ขอมูลสอบถามและสวนตนของขอมูลที่จะใชในการเปรียบเทียบ ที่ มีความยาวระหวาง 
sfmin m∗  ถึง sfmax m∗  ซ่ึงถูกปรับขนาดใหเทากับความยาวของขอมูลสอบถามที่ความยาว 
m สําหรับสมการในการวัดระยะทางโดยการปรับขนาดเอกรูปน้ัน สามารถแสดงไดดังน้ี 

⎣ ⎦

⎣ ⎦
)),,,D(RP(min),,,US(

),min(

QlmCsfmaxsfminCQ
nmsfmax

msfminl

∗

∗=
=  ( 2.8) 

/RP( , , ) where 1i i l mC m l c i m∗⎢ ⎥⎣ ⎦
= ≤ ≤  ( 2.9) 

โดยที่ฟงกชัน US( , , , )Q C sfmin sfmax  คือ ฟงกชันที่ใชสําหรับการคํานวณคา
ระยะทางดวยวิธีปรับขนาดเอกรูป และสําหรับฟงกชัน ),,RP( lmC  เปนฟงกชันที่ใชสําหรับการ
หดหรือยืดขนาดของขอมูลสวนตนของอนุกรมเวลา C ที่ความยาว l ไปที่ความยาว m 

อยางไรก็ตาม แมวาการคํานวณหาคาระยะทางดวยวิธีปรับขนาดเอกรูปน้ัน จะ
ทําใหการวัดความคลายคลึงกันระหวางขอมูลอนุกรมเวลาที่มีการหดหรือยืดขนาดสามารถทําได
อยางเหมาะสมมากยิ่งขึ้น แตประสิทธิภาพในการคํานวณคาระยะทางดวยวิธีดังกลาว จะเปน
ฟงกชันพหุนามกับความยาวของขอมูลขาเขา ทําใหไมสามารถทํางานไดอยางรวดเร็วและมี
ประสิทธิภาพ ดังนั้นจึงมีผูเสนอฟงกชันขอบเขตลางของการปรับขนาดเอกรูปขึ้น เพ่ือแกไข
ปญหาดังกลาว 

2.6.1 ฟงกชันขอบเขตลางของการปรับขนาดเอกรูป  (Lower Bounding 
Function of Uniform Scaling) 

ฟงกชันขอบเขตลางของการปรับขนาดเอกรูป มีวัตถุประสงคเพ่ือลดภาระการ
คํานวณคาระยะทางดวยวิธีปรับขนาดเอกรูป ซ่ึงใชเวลาในการคํานวณเปนฟงกชันพหุนามกับ
ความยาวของขอมูลขาเขา รวมทั้งใชเสนขอบเขตบนและเสนขอบเขตลางเปนตัวแทนขอมูลใน
การประมาณคาระยะทางจริงที่ไดจากวิธีปรับขนาดเอกรูปดังแสดงในรูปที่  2.6 เสน UY และ LY 
เปนเสนขอบเขตบนและเสนขอบเขตลางตามลําดับ และ Q คือขอมูลสอบถามและ C คือขอมูลที่
จะใชในการเปรียบเทียบ สําหรับเสนในแนวตั้งจะแสดงถึงการหาคาระยะทางดวยวิธียุคลิด
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ระหวางขอมูลสอบถามกับเสนขอบเขตบนและเสนขอบเขตลาง สําหรับผลลัพธที่ไดจากการ
คํานวณคาฟงกชันขอบเขตลางนี้ก็คือ คาระยะทางสะสมที่ไดจากการคํานวณคาระยะทาง
ระหวางขอมูลอนุกรมเวลาทั้งสอง 

C

Q

LY

C = Candidate sequence
Q = Query sequence
UY = Upper envelope
LY  = Lower envelope

UY

 

รูปที่  2.6 การคํานวณคาระยะทางขอบเขตลางของการปรับขนาดเอกรูป ที่สามารถหดหรือยืด
ขนาดขอมูลสอบถาม Q ไดในชวง [0.9, 1.1] 

ฟงกชันขอบเขตลางของวิธีการปรับขนาดเอกรูป [17] สามารถนิยามไดดังน้ี ให 
LBY(Q,C) คือ ฟงกชันขอบเขตลางของการปรับขนาดเอกรูประหวางขอมูลอนุกรมเวลา Q และ 
C และให UY และ LY  เปนเสนขอบเขตบนและเสนขอบเขตลางตามลําดับ ดังแสดงไดใน

สมการที่ ( 2.10) และ ( 2.11) 

∑
= ⎪
⎩

⎪
⎨

⎧

<−
>−

=
m

i
iiii

iiii

LYqLYq
UYqUYq

CQ
1

2

2

otherwise0
if)(
if)(

),(LBY  ( 2.10) 

⎣ ⎦ ⎣ ⎦ ),,max( sfmaxisfminii cc  UY ∗∗ …=  

⎣ ⎦ ⎣ ⎦ ),,min( sfmaxisfminii cc  LY ∗∗ …=  
( 2.11) 

แมวาการปรับขนาดเอกรูปจะชวยใหการวัดความคลายคลึงกันของขอมูลที่มี
การหดหรือยืดขนาดสามารถทําไดอยางเหมาะสม อยางไรก็ตาม ในระบบคนหาเพลงโดยการ
รองทํานอง ผูใชมักจะรองทํานองในจังหวะที่ไมคงที่ น่ันคือจะมีความแปรผันเชิงเวลาเกิดขึ้น ทํา
ใหการวัดระยะทางโดยใชการปรับขนาดเอกรูปเพียงอยางเดียว อาจจะไมเหมาะสมสําหรับการ
วัดความคลายคลึงกันของขอมูลในรูปแบบดังกลาว อยางไรก็ตาม วิธีไดนามิกไทมวอรปปงที่
นําเสนอไปนั้น สามารถรองรับความแปรผันในเรื่องการรองทํานองที่มีจังหวะไมคงที่ไดดี ดังนั้น
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จึงไดมีผูเสนอวิธีที่จะนําวิธีวัดระยะทางทั้งสองมาผสมผสานกันเพ่ือใหการเปรียบเทียบความ
คลายคลึงกันของขอมูลอนุกรมเวลาดังกลาวสามารถทําไดดียิ่งขึ้น 

2.7 การปรับขนาดกับไทมวอรปปง (Scaled and Warped Matching หรือ SWM)  

การปรับขนาดกับไทมวอรปปง คือการผสานวิธีการปรับขนาดเอกรูปและวิธี 
ไดนามิกไทมวอรปปง [2] เขาดวยกัน เพ่ือรองรับความแปรผันเฉพาะที่เชิงเวลาและความแปร
ผันโดยรวมเชิงเวลา ซ่ึงเกิดขึ้นโดยทั่วไปในขอมูลที่เก็บตัวอยางไดจากพฤติกรรมของมนุษย 
เชน ขอมูลการเคลื่อนไหว ขอมูลเสียงพูด และขอมูลเสียงรองทํานอง เปนตน ซ่ึงการรวมวิธีทั้ง
สองนี้เขาดวยกัน จะชวยใหการเปรียบเทียบความคลายคลึงกันระหวางขอมูลดังกลาว มี
ความถูกตองมากกวาการวัดความคลายคลึงกันดวยวิธีไดนามิกไทมวอรปปงหรือการปรับขนาด
เอกรูปเพียงอยางเดียว ดังแสดงในรูปที่  2.7  
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รูปที่  2.7 การเปรียบเทียบวธิีคํานวณคาระยะทางแบบตาง ๆ ก) วิธไีดนามิกไทมวอรปปง 
ข) วิธปีรับขนาดเอกรูป ค) วิธีการปรบัขนาดกับไทมวอรปปง [2] 

ก) 

ข) 

ค) 
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สําหรับรูปที่  2.7 จะเปนการแสดงการเปรียบเทียบการคํานวณคาระยะทางดวย
วิธีตาง ๆ จากขอมูลเสียงรองทํานองและขอมูลเพลงที่ถูกสกัดคุณลักษณะเกี่ยวกับโนตดนตรจีาก
เพลงแฮปปเบิรดเดย (Happy Birthday) โดยในรูปที่  2.7 ก) จะแสดงการคํานวณคาระยะทาง
ดวยวิธีไดนามิกไทมวอรปปง ซ่ึงจะเห็นวาในชวงตนของอนุกรมเวลา การปรับแนวในการ
คํานวณคาระยะทางระหวางขอมูลทั้งสองสามารถทําไดอยางเหมาะสม อยางไรก็ตามเนื่องจาก
ขอมูลทั้งสองมีจังหวะชา เร็วไมเทากัน ทําใหขอมูลในชวงทายของเสียงรองทํานอง จะไม
สามารถหาคูจุดที่เหมาะสมในการคํานวณระยะทางได และในรูปที่  2.7 ข) ซ่ึงจะใชวิธีปรับขนาด
เอกรูปเพียงอยางเดียว โดยวิธีน้ีจะยืดขนาดของขอมูลเสียงรองทํานองไปที่ความยาวที่เหมาะสม
กอนการคํานวณคาระยะทางดวยวิธียุคลิด น่ันคือที่ความยาว 1.54 เทาของความยาวเดิม 
อยางไรก็ตาม วิธีปรับขนาดเอกรูปเพียงอยางเดียวจะไมสามารถรองรับความแปรผันเฉพาะที่
เชิงเวลาได ทําใหคาระยะทางที่ไดจากการคํานวณดังกลาวไมเหมาะสมสําหรับการวัดความ
คลายคลึงกันของขอมูลเสียงรองทํานอง และสําหรับรูปที่  2.7 ค) จะเปนการผสานวิธีทั้งสองเขา
ดวยกัน ซ่ึงก็คือวิธีการปรับขนาดกับไทมวอรปปง การวัดระยะทางดวยวิธีน้ีจะใหคาระยะทางที่
ถูกตองและเหมาะสมมากที่สุด เน่ืองจากสามารถรองรับทั้งความแปรผันที่เกิดจากการรอง
ทํานองที่มีจังหวะไมคงที่ และการรองทํานองที่ชาหรือเร็วกวาจังหวะเพลงในฐานขอมูลไดอยาง
เหมาะสม 

สําหรับการคํานวณคาระยะทางดวยวิธีปรับขนาดกับไทมวอรปปงสามารถ
นิยามไดดังน้ี กําหนดใหอัตราสวนการหดและยืดขนาดมากสุด คือ sfmin และ sfmax ตามลําดับ 
โดยที่ msfmaxn ∗≥  และ m และ n คือความยาวของขอมูลสอบถามและขอมูลที่จะใชในการ
เปรียบเทียบ ตามลําดับ น่ันคือ ความยาวของขอมูลที่จะใชในการเปรียบเทียบตองไมนอยกวา
ความยาวของขอมูลสอบถามที่ถูกยืดขนาดมากที่สุด วิธีน้ีใชสําหรับคํานวณหาคาระยะทางนอย
สุดของขอมูลอนุกรมเวลาทั้งสองดวยวิธีไดนามิกไทมวอรปปง ที่ขอมูลสอบถามนั้นสามารถยืด
หรือหดขนาดไดมากที่สุดที่ความยาว sfmin m∗  ถึง sfmax m∗  โดยสามารถแสดงเปนสมการ
ไดดังน้ี [2] 

⎣ ⎦

⎣ ⎦
),),,,(RP(TWDmin),,,,SWM( constraint

),min(

rQlmCrsfmaxsfminCQ
nmsfmax

msfminl

∗

∗=
=  ( 2.12) 

/RP( , , ) where 1i i l mC m l c i m∗⎢ ⎥⎣ ⎦
= ≤ ≤  ( 2.13) 

โดยที่ฟงกชัน ),,,,SWM( rsfmaxsfminCQ  คือ ฟงกชันที่ใชสําหรับการ
คํานวณคาระยะทางดวยวิธีปรับขนาดกับไทมวอรปปง และสําหรับฟงกชัน ),,RP( lmC  เปน
ฟงกชันที่ใชสําหรับการหดหรือยืดขนาดของขอมูลสวนตนของอนุกรมเวลา C ความยาว l ไปที่
ความยาว m น่ันคือ ความยาวของขอมูลสอบถามกอนที่จะคิดคาระยะทางดวยวิธีไดนามิกไทม-
วอรปปง 
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เชนเดียวกับวิธีไดนามิกไทมวอรปปง และวิธีปรับขนาดเอกรูป วิธีการปรับ-
ขนาดกับไทมวอรปปงนี้ จะใชระยะเวลาในการประมวลผลนาน ซ่ึงจะทําใหไมสามารถนํามาใช
กับการคนหาขอมูลในฐานขอมูลที่มีขนาดใหญได ดังน้ันจึงมีนักวิจัยไดเสนอฟงกชันขอบเขตลาง
ของการปรับขนาดกับไทมวอรปปงขึ้น [2] 

2.7.1 ฟงกชันขอบเขตลางของการปรับขนาดกับไทมวอรปปง (Lower Bound 
Function of SWM)  

ฟงกชันขอบเขตลางของการปรับขนาดกับไทมวอรปปงน้ัน มีไวเพ่ือลดภาระใน
การคํานวณคาระยะทางดวยวิธีปรับขนาดกับไทมวอรปปง สําหรับแนวคิดของฟงกชันขอบเขต
ลางของวิธีดังกลาวนั้น คลายกันกับฟงกชันขอบเขตลางของวิธีไดนามิกไทมวอรปปง และ
ฟงกชันขอบเขตลางของการปรับขนาดเอกรูป โดยสามารถแสดงไดดังรูปที่  2.8 ซ่ึงเปนการ
คํานวณระยะทางดวยวิธียุคลิดระหวางเสนขอบเขตบนและเสนขอบเขตลาง UZ และ LZ 
ตามลําดับกับขอมูลสอบถาม Q 

C

Q

LZ

C = Candidate sequence
Q = Query sequence
UZ = Upper envelope
LZ  = Lower envelope

UZ

 

รูปที่  2.8 การคํานวณคาระยะทางขอบเขตลางของการปรับขนาดกับไทมวอรปปง โดยที่
กําหนดให r = 5% และใหสามารถหดหรือยืดขนาดขอมูลสอบถามไดในชวง [0.9, 1.1] 

ฟงกชันขอบเขตลางของการปรับขนาดกับไทมวอรปปง [2] สามารถนิยามได
ดังน้ี ให LBZ(Q,C) คือ ฟงกชันขอบเขตลางของการปรับขนาดกับไทมวอรปปงระหวางขอมูล
อนุกรมเวลา Q และ C และให UZ และ LZ เปนเสนขอบเขตบนและเสนขอบเขตลางตามลําดับ 
ดังแสดงไดในสมการที่ ( 2.14) และ ( 2.15)  
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2

1

( ) if
LBZ( , ) ( ) if

0 otherwise

i i i im

i i i i
i

q UZ q UZ
Q C q LZ q LZ

=

⎧ − >
⎪= − <⎨
⎪
⎩

∑  ( 2.14) 

max(1, ) min( , )max( , , )i i sfmin r i sfmax r nUZ   c c∗ − ∗ +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
= …  

max(1, ) min( , )min( , , )i i sfmin r i sfmax r nLZ   c c∗ − ∗ +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
= …  

( 2.15) 

สําหรับในลําดับถัดไปจะเปนการนําเสนอวิธีลดมิติขอมูลอนุกรมเวลา ซ่ึงมี
ความสําคัญอยางยิ่งในการเพิ่มความเร็วในการเปรียบเทียบความคลายคลึงกันของขอมูลอนุกรม
เวลาตาง ๆ 

2.8 การลดมิติขอมูล (Dimensionality Reduction) 

สําหรับการคนคืนขอมูลอนุกรมเวลาในฐานขอมูลขนาดใหญ ขอมูลมักจะถูก
จัดเก็บอยูในหนวยเก็บขอมูลแบบทุติยภูมิ (Secondary Storage) เชน จานบันทึกแบบแข็ง 
(Hard disk) ซ่ึงมีความจุมากกวาหนวยเก็บขอมูลแบบปฐมภูมิ (Primary Storage) เชน 
หนวยความจําหลัก (Main Memory) หรือ แรม (RAM) อยางไรก็ตาม การคนคืนขอมูลในหนวย
เก็บขอมูลแบบทุติยภูมิน้ัน จะชากวาการคนคืนขอมูลในหนวยเก็บขอมูลแบบปฐมภูมิมาก 
เน่ืองจากความเร็วในการเขาถึงขอมูล (Access Time) ของจานบันทึกแบบแข็ง ชากวาความเร็ว
ในการเขาถึงขอมูลของแรม ดังน้ันการลดขนาดหรือการลดมิติของขอมูลจึงมีความสําคัญ 
เพ่ือที่จะสรางดัชนี (Index) ของฐานขอมูลดังกลาวที่มีขนาดเล็กเพียงพอที่จะจัดเก็บอยูบนหนวย
เก็บขอมูลแบบปฐมภูมิได เพ่ือใหการคนคืนขอมูลมีประสิทธิภาพมากยิ่งขึ้น  

ในชวงกวาสิบปมานี้ ไดมีงานวิจัยที่ศึกษาเกี่ยวกับการลดมิติของขอมูลอนุกรม
เวลาออกมาเปนจํานวนมาก เน่ืองจากฐานขอมูลอนุกรมเวลาโดยทั่วไป มักจะมีขนาดใหญ จึงทํา
ใหมีความจําเปนที่จะตองสรางดัชนีใหกับขอมูลอนุกรมเวลาเหลานั้น เพ่ือใหการคนคืนขอมูล
อนุกรมเวลาสามารถทําไดอยางรวดเร็วและมีประสิทธิภาพ ในปจจุบันการลดมิติขอมูลแบบพีเอ-
เอ [18] ซ่ึงเปนวิธีที่ใชสําหรับลดมิติขอมูลอนุกรมเวลา ไดมีการนําไปใชกันอยางแพรหลายมาก
ที่สุด รวมทั้งการนําไปใชลดมิติขอมูลเพ่ือสรางดัชนีใหกับขอมูลอนุกรมเวลา เน่ืองจากเปนวิธีที่มี
ประสิทธิภาพสูงและไมซับซอน [10, 14, 16, 19, 20] 

2.8.1 การลดมิติขอมูลแบบพีเอเอ (Piecewise Aggregate Approximation หรือ 
PAA) 

การลดมิติขอมูลแบบพีเอเอ เปนวิธีการลดมิติของขอมูลอนุกรมเวลา ซ่ึงจะเริ่ม
จากการแบงขอมูลอนุกรมเวลาออกเปน N สวน โดยที่ N คือ ความยาวของขอมูลที่ตองการ
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หลังจากการลดมิติขอมูลแบบพีเอเอ โดยแตละสวนที่แบงน้ันจะตองมีความยาวเทากัน เชน 
ขอมูลอนุกรมเวลา X มีความยาวเทากับ 100 มิติ ตองการที่จะลดขนาดของขอมูลอนุกรมเวลา 
X น้ีใหเหลือความยาว 10 มิติ เพราะฉะนั้น เร่ิมแรกจะตองทําการแบงขอมูลอนุกรมเวลา X 
ออกเปน 10 สวนยอย ๆ โดยที่ในแตละสวนจะมีความยาวเทากัน คือ 10 มิติ จากนั้นจึงหา
คาเฉลี่ยของแตละสวน เพ่ือใชเปนตัวแทนขอมูลในสวนนั้น ซ่ึงสามารถแสดงไดดังรูปที่  2.9 

Query sequence
PAA query sequence

0 20 40 60 80 100  

รูปที่  2.9 การลดมิติขอมูลแบบพีเอเอ 

สําหรับฟงกชันของการลดมิติขอมูลแบบพีเอเอ [18] สามารถนิยามไดดังน้ี ให 

1 2 3, , ,..., nX x x x x=  เปนขอมูลอนุกรมเวลาที่มีความยาว n และให N เปนความยาวมิติที่
ตองการ ภายหลังการลดมิติขอมูลแบบพีเอเอ โดยที่ 1 N n≤ ≤  และ N เปนตัวประกอบของ n 
ซ่ึงผลลัพธของการลดมิติขอมูลแบบพีเอเอ จะไดขอมูลอนุกรมเวลา 1 2 3, , ,..., NX x x x x=  ที่มี
ความยาว N โดยที่คา ix  สามารถหาไดดังสมการตอไปน้ี 

( 1) 1

n i
N

i j
nj i
N

Nx x
n

= − +

= ∑  ( 2.16) 

สําหรับการคนคืนขอมูลอนุกรมเวลานั้น จะตองลดขนาดของขอมูลสอบถาม
หรือลดขนาดของขอมูลที่จะนํามาใชในการเปรียบเทียบ และเพื่อใหการคนหามีประสิทธิภาพ
มากยิ่งขึ้น การพัฒนาฟงกชันขอบเขตลางสําหรับขอมูลที่ถูกลดมิติ ก็มีความสําคัญเชนกัน 
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2.8.2 ฟงกชันขอบเขตลางของขอมูลที่ถูกลดมิติแบบพีเอเอ (PAA Envelope 
Transformation) 

สําหรับฟงกชันขอบเขตลางของขอมูลที่ถูกลดมิติน้ัน ไดมีผูเสนอวิธีการตาง ๆ 
ดวยกันหลายวิธี เชน Keogh และคนอ่ืน ๆ ไดเสนอฟงกชันขอบเขตลางของวิธีไดนามิกไทม
วอรป-ปง [16] และฟงกชันขอบเขตลางของการปรับขนาดเอกรูป [19] สําหรับขอมูลที่ถูกลดมิติ
แบบพีเอเอ และตอมา Zhu และ Shasha ไดเสนอฟงกชันขอบเขตลางของไดนามิกไทมวอรปปง
สําหรับขอมูลที่ถูกลดมิติ [10] ที่มีความกระชับ (Tightness) สูงกวาวิธีที่เสนอโดย Keogh และ
คนอ่ืน ๆ [16] ดังน้ันในที่น้ี จะขอกลาวถึงฟงกชันขอบเขตลางของขอมูลที่ถูกลดมิติแบบพีเอเอที่
เสนอโดย Zhu และ Shasha โดยแนวคิดในการแปลงฟงกชันขอบเขตลางนี้ใหสามารถรองรับ
การคํานวณคาระยะทางขอบเขตลางของขอมูลที่ถูกลดมิติแบบพีเอเอนั้น เริ่มตนจากการแปลง
เสนขอบเขตบนและเสนขอบเขตลางที่ไดจากฟงกชันขอบเขตลางของวิธีไดนามิกไทมวอรปปง 
ดวยวิธีการลดมิติขอมูลแบบพีเอเอ ดังแสดงในรูปที่  2.10 จากนั้นจึงนําเสนขอบเขตบนและเสน
ขอบเขตลางนี้ ไปคิดคาระยะทางขอบเขตลางกับขอมูลที่จะนํามาเปรียบเทียบที่ถูกลดมิติดวยวิธี
พีเอเอตอไป 

Query sequence
Envelope
PAA Envelope

0 20 40 60 80 100  

รูปที่  2.10 เสนขอบเขตบนและเสนขอบเขตลางของขอมูลที่ถูกลดมติแิบบพีเอเอ 

สําหรับการแปลงฟงกชันขอบเขตลางดวยวิธีการลดมิติแบบพีเอเอ [10] 
สามารถนิยามไดดังน้ี 

2

2
PAA

1

( ) if

LB ( , ) ( ) if
0 otherwise

i i i i
n

i i i i
i

UX c c UX
nQ C LX c c LX
N =

⎧ − >
⎪⎪= − <⎨
⎪
⎪⎩

∑  ( 2.17) 
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( 1) 1

n i
N

i j
nj i
N

NUX UX
n

= − +

= ∑  ,    
( 1) 1

n i
N

i j
nj i
N

NLX LX
n

= − +

= ∑  ( 2.18) 

โดยที่ PAALB ( , )Q C  คือฟงกชันขอบเขตลางของขอมูลที่ถูกลดมิติแบบพีเอเอ 
C  คือขอมูลที่จะใชในการเปรียบเทียบที่ผานการลดมิติแบบพีเอเอ n คือความยาวของขอมูล
สอบถาม ซ่ึงจะมีความยาวเทากับความยาวของขอมูลที่จะนํามาเปรียบเทียบ N คือ ความยาว
ของขอมูลที่ตองการภายหลังการลดมิติแบบพีเอเอ UX และ LX เปนเสนขอบเขตบนและเสน
ขอบเขตลางของไดนามิกไทมวอรปปง และ UX  และ LX  เปนเสนขอบเขตบนและเสน
ขอบเขตลางที่ถูกลดมิติแบบพีเอเอ 

สําหรับหัวขอทฤษฎีที่เกี่ยวของดังที่กลาวมาทั้งหมดนั้น บางสวนจะเปนทฤษฎี
ที่ไดนํามาประยุกตใชในระบบคนหาเพลงโดยการรองทํานองที่เคยมีการวิจัยมาในอดีต บางสวน
จะทฤษฎีที่งานวิจัยน้ีจะนํามาปรับปรุงและประยุกตใชกับระบบคนหาเพลงโดยการรองทํานองให
มีความแมนยําและรวดเร็วมากยิ่งขึ้น โดยในหัวขอถัดไปจะเปนหัวของานวิจัยที่เกี่ยวของ ซ่ึงจะ
กลาวถึงงานวิจัยตาง ๆ ที่เกี่ยวของกับระบบคนหาเพลงโดยการรองทํานองที่มีการวิจัยกันมาใน
อดีตจวบจนถึงปจจุบัน รวมทั้งงานวิจัยที่เกี่ยวกับการคนคืนขอมูลอนุกรมเวลา 

2.9 งานวิจัยที่เก่ียวของ 

ในชวงกวาทศวรรษที่ผานมา ตั้งแตงานวิจัยของ Ghias และคนอื่น ๆ [1] ในป 
ค.ศ.1995 ที่ไดเสนอระบบคนหาเพลงโดยการรองทํานองขึ้น ก็ไดมีงานวิจัยอ่ืน ๆ ที่ศึกษาและ
พัฒนาเกี่ยวกับเรื่องน้ีออกมาเปนจํานวนมาก โดยในงานวิจัยตาง ๆ ก็ไดเสนอวิธีการที่แตกตาง
กันไป เพ่ือที่จะปรับปรุงประสิทธิภาพของระบบคนหาเพลงโดยการรองทํานอง ทั้งในแงของ
ความเร็ว ความแมนยํา ความสามารถในการรองรับความแปรผันตาง ๆ ของผูใช การลด
ขอจํากัดในการใชงานระบบคนหาเพลงโดยการรองทํานอง รวมทั้งการเพิ่มความสามารถในการ
รองรับกับฐานขอมูลที่มีขนาดใหญไดอยางมีประสิทธิภาพ ซ่ึงสามารถจําแนกประเภทของระบบ
คนหาเพลงโดยการรองทํานองที่มีอยูในปจจุบัน ตามวิธีการแทนขอมูลเพลงและเสียงรองทํานอง
ในรูปแบบตาง ๆ ไดหลายประเภท แตที่ไดนํามาศึกษา วิจัย และพัฒนากันอยางจริงจังมีเพียง 2 
ประเภทหลัก ๆ ดังน้ี 

2.9.1 ระบบคนหาเพลงโดยการรองทํานองที่ใชการแทนขอมูลดวยสายอักขระ 

การแทนขอมูลเพลงและเสียงรองทํานองดวยสายอักขระนี้ ไดนํามาใชใน
การศึกษาวิจัยระบบคนหาเพลงโดยการรองทํานองตั้งแตในยุคแรก ๆ ของการพัฒนา โดย
แนวคิดของการคนหาเพลงโดยการรองทํานองที่ใชการแทนขอมูลในรูปแบบนี้ ก็คือ แปลงทั้ง
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ขอมูลเพลงและเสียงรองทํานองใหอยูในรูปแบบของสายอักขระ ซ่ึงอาจเปนรหัสพารสัน 
(Parson’s code) [21, 22] ดังแสดงในรูปที่  2.11 ซ่ึงเปนการแทนขอมูลเสียงรองทํานองและ
ขอมูลเพลงดวยอักขระ 3 ตัว ก็คือ U D และ R โดยที่อักขระ U หมายความวา ระดับเสียงของ
โนตตัวปจจุบันสูงกวาระดับเสียงของโนตตัวกอนหนา อักขระ D หมายความวา ระดับเสียงของ
โนตตัวปจจุบันต่ํากวาระดับเสียงของโนตตัวกอนหนา และอักขระ R คือ โนตตัวปจจุบันและโนต
ตัวกอนหนามีระดับเสียงเทากัน จากน้ันจึงนําสายอักขระที่ไดจากการแปลงเสียงรองทํานองของ
ผูใช ไปเปรียบเทียบกับคุณลักษณะของเพลงในฐานขอมูลที่เปนรหัสพารสันดวยวิธีการ
เปรียบเทียบสายอักขระ เพ่ือวัดความคลายคลึงกันระหวางสายอักขระที่ไดจากเสียงรองทํานอง 
กับสายอักขระของเพลงตาง ๆ ระบบคนหาเพลงโดยการรองทํานองที่ใชการแทนขอมูลเพลงและ
เสียงรองทํานองดวยสายอักขระนี้ ไดแก ระบบ Musipedia [22] ระบบ CubyHum [23] และใน
งานวิจัยอ่ืน ๆ อีกจํานวนมาก [1, 4, 7, 8]  

 

รูปที่  2.11 การแทนขอมูลเพลงดวยรหัสพารสัน [21] 

อยางไรก็ตามระบบคนหาเพลงโดยการรองทํานองที่ใชการแทนขอมูลเพลงและ
เสียงรองทํานองดวยสายอักขระนั้น ยังไมสามารถทํางานไดอยางแมนยํา เพราะวาเสียงรอง
ทํานองของผูใชมีความแปรผันอยูมาก ทําใหการแปลงขอมูลเสียงรองทํานองใหเปนสายอักขระ
ไมสามารถทําไดอยางถูกตอง ดังน้ันขอมูลสอบถามสําหรับระบบคนหาเพลงโดยการรองทํานอง
ที่ใชการแทนขอมูลดวยสายอักขระจึงมีคุณภาพต่ํา สุดทายผลลัพธที่ไดจากการคนหาเพลงจึงไม
แมนยํา ดังนั้นจึงไดมีผูเสนอแนวคิดในการนําวิธีทางสถิติมาประยุกตใชในการคนหาเพลงโดย
การรองทํานองเพ่ือรองรับความแปรผันและขอผิดพลาดที่เกิดจากการแปลงสายอักขระดังกลาว 
เชน งานวิจัยของ Hu และคนอื่น ๆ [24] เสนอใหนําตารางความนาจะเปนในการแปลงเสียงรอง
ทํานองเปนโนตดนตรีมาใชรวมกับวิธีระยะแกไข (Edit Distance) เพ่ือแกปญหาการรองเพ้ียน
ของผูใช งานวิจัยของ Liu และคนอื่น ๆ [25] ไดนําเสนอวิธีแบบจําลองฮิดเดนมารคอฟ (Hidden 
Markov Model) ในการคนหาเพลงที่ใกลเคียงกับเสียงรองทํานองของผูใชมากที่สุด อยางไรก็
ตามวิธีที่นําเสนอในงานวิจัยเหลานี้ ยังมีขอจํากัดในเรื่องความสามารถในการรองรับความแปร
ผันของผูใช เชน ความสามารถในการรองรับขอมูลเสียงรองทํานองที่มีโนตขาดหรือเกินมากกวา 
1 ตัวโนต ความสามารถในการรองรับเสียงรองของผูใชที่รองดวยพยางคอ่ืนนอกจากเสียง “ทา” 
“ดา” หรือ “ลา” เปนตน 
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แมวาวิธีทางสถิติที่นํามาประยุกตใชกับระบบคนหาเพลงโดยการรองทํานองนั้น 
สามารถเพิ่มความแมนยําใหกับระบบได อยางไรก็ตาม ในหลายระบบก็ไมสามารถเพิ่มความ
แมนยําไดอยางมีนัยสําคัญ หรือแมวาบางระบบสามารถเพิ่มความแมนยําไดดี เชน ในงานวิจัย
ของ Liu และคนอื่น ๆ แตก็ทําใหความเร็วในการคนหาของระบบลดลงอยางมาก 

2.9.2 ระบบคนหาเพลงโดยการรองทํานองที่ใชการแทนขอมูลดวยอนุกรมเวลา 

เพ่ือหลีกเลี่ยงความแปรผันของผูใช อันทําใหการแปลงขอมูลเสียงรองทํานอง
เปนสายอักขระไมสามารถทํางานไดอยางถูกตอง ดังนั้นจึงมีผูเสนอวิธีคนหาเพลงโดยการรอง
ทํานองที่ใชการแทนขอมูลเพลงและเสียงรองทํานองดวยขอมูลอนุกรมเวลาขึ้น โดยขอมูล
อนุกรมเวลานี้ จะไดจากการสกัดคุณลักษณะเกี่ยวกับระดับเสียงของเสียงรองทํานองออกมาใน
รูปของคอนทัวรระดับเสียง ซ่ึงมีรายละเอียดเกี่ยวกับเสียงรองทํานองครบถวนและถูกตอง
มากกวาขอมูลเสียงรองทํานองที่ผานกระบวนการแปลงเปนสายอักขระ จากนั้นจึงนําคอนทัวร
ระดับเสียงนี้ไปเปรียบเทียบกับคอนทัวรระดับเสียงของเพลงที่สกัดจากแฟมขอมูลมิดิใน
ฐานขอมูล สําหรับในรูปที่  2.12 จะเปนตัวอยางของแฟมขอมูลมิดิของเพลงแฮปปเบิรดเดยและ
เสียงรองทํานองของเพลงเดียวกัน ที่ถูกสกัดคุณลักษณะเกี่ยวกับระดับเสียงออกมาในรูปของ
คอนทัวรระดับเสียง ซ่ึงเปนขอมูลอนุกรมเวลา 
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รูปที่  2.12 การแทนขอมูลเพลง (บน) และเสียงรองทํานอง (ลาง) ดวยอนุกรมเวลา 

ระบบคนหาเพลงโดยการรองทํานองที่ใชการแทนขอมูลเพลงและเสียงรอง
ทํานองดวยอนุกรมเวลานั้น ไดมีการศึกษาวิจัยกันอยางกวางขวาง เชน งานวิจัยของ Jang และ 
Lee [9] Lee และคนอื่น ๆ [6] Wang และ Zhang [26] Zhu และ Shasha [10] เปนตน ซ่ึง
ทั้งหมดนี้ใชวิธีไดนามิกไทมวอรปปงในการเปรียบเทียบความคลายคลึงกันระหวางเสียงรอง
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ทํานองและเพลงที่ถูกสกัดคุณลักษณะใหอยูในรูปแบบของอนุกรมเวลา แตทั้งน้ีสวนที่แตกตาง
กันของระบบทั้งหมดที่กลาวมาก็คือ สวนของการเพิ่มประสิทธิภาพในเชิงความเร็ว และการลด
ขอจํากัดตาง ๆ ในการใชงาน  

วิธีไดนามิกไทมวอรปปงเปนที่ยอมรับกันอยางแพรหลายถึงความแมนยําในการ
เปรียบเทียบขอมูลอนุกรมเวลาประเภทตาง ๆ รวมทั้งในระบบการคนหาเพลงโดยการรอง
ทํานอง [4, 8] ซ่ึงระบบคนหาเพลงโดยการรองทํานองที่ใชการแทนขอมูลเพลงและเสียงรอง
ทํานองดวยอนุกรมเวลานี้ สามารถรองรับความแปรผันตาง ๆ ของผูใชไดเปนอยางดี อยางไรก็
ตาม แมวาวิธีน้ีจะใหผลลัพธที่มีความแมนยําสูง แตก็ใชระยะเวลาในการประมวลผลนาน รวมทั้ง
ในบางงานวิจัยยังมีขอจํากัดในการใชงานคอนขางมากอีกดวย [2, 9, 10] 

เม่ือไมนานมานี้ มีงานวิจัยไดเปรียบเทียบถึงประสิทธิภาพของวิธีการคนหา
เพลงโดยการรองทํานองแบบตาง ๆ [4, 7, 8] ทั้งที่ใชการคนหาเพลงโดยการเปรียบเทียบสาย
อักขระแบบทั่วไป การคนหาเพลงโดยใชวิธีทางสถิติในการเปรียบเทียบสายอักขระ ซ่ึงใน
งานวิจัยดังกลาวไดเลือกใชวิธีแบบจําลองฮิดเดนมารคอฟมาใชในการเปรียบเทียบสายอักขระ 
และวิธีที่สามที่ไดนํามาใชเปรียบเทียบก็คือ การคนหาเพลงโดยการรองทํานองที่ใชการแทน
ขอมูลดวยอนุกรมเวลา ซ่ึงไดใชวิธีไดนามิกไทมวอรปปงในการเปรียบเทียบขอมูล พรอมทั้งได
กลาวถึงขอดี ขอเสียของแตละวิธีไวอยางชัดเจน โดยวิธีที่ใชการแทนขอมูลอนุกรมเวลาจะมี
ความแมนยําสูงที่สุด รองลงมาคือวิธีที่ใชการแทนขอมูลดวยสายอักขระที่ใชวิธีฮิดเดนมารคอฟ
ในการเปรียบเทียบขอมูล และวิธีที่ใชการแทนขอมูลดวยสายอักขระที่ใชวิธีการเปรียบเทียบแบบ
ทั่วไป ตามลําดับ อยางไรก็ตาม แมวาวิธีที่ใชการแทนขอมูลดวยอนุกรมเวลาจะใหผลลัพธที่มี
ความแมนยําสูงสุด แตวิธีน้ีก็ไมสามารถทํางานไดอยางรวดเร็วเชนเดียวกับ วิธีการคนหาเพลง
โดยใชการเปรียบเทียบสายอักขระแบบทั่วไป 

อยางไรก็ตาม ในปจจุบันการศึกษาวิจัยกระบวนการคนคืนขอมูลอนุกรมเวลา 
(Time Series Retrieval) ไดมีวิธีตาง ๆ ที่ทําใหการคนหาขอมูลอนุกรมเวลานั้น สามารถทํางาน
ไดมีประสิทธิภาพมากยิ่งขึ้น ทั้งในดานความเร็วและความแมนยําในการประมวลผล เชน ใน
งานวิจัยของ Ratanamahatana และ Keogh [15] ไดแสดงใหเห็นวาเงื่อนไขบังคับโดยรวมที่มี
ขนาดเหมาะสมนั้น นอกจากจะชวยใหสามารถคํานวณระยะทางดวยวิธีไดนามิกไทมวอรปปงได
อยางรวดเร็วแลว ยังสามารถเพิ่มความแมนยําในการเปรียบเทียบขอมูลอนุกรมเวลาไดดีกวา
การใชเง่ือนไขบังคับโดยรวมที่มีขนาดใหญเกินไปอีกดวย และยังมีงานวิจัยอ่ืน ๆ อีก [10, 16, 
19, 20] ที่แสดงใหเห็นวาฟงกชันขอบเขตลางที่ไดจากเงื่อนไขบังคับโดยรวมของวิธีไดนามิก-
ไทมวอรปปงน้ัน สามารถนําไปสรางเปนดัชนีเพ่ือเพ่ิมความเร็วในการคนหาขอมูล รวมทั้งใน
งานวิจัยของ Sakurai และคนอื่น ๆ [3] ที่แสดงใหเห็นถึงประสิทธิภาพของวิธีการคนหา
ตามลําดับ (Sequential Search) ที่เสนอในงานวิจัยของพวกเขานั้น สามารถคนหาขอมูลได
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รวดเร็วกวาวิธีการคนหาขอมูลโดยใชดัชนี ที่เสนอในงานวิจัยของ Zhu และ Shasha [10] ถึง 
222 เทา  

นอกจากจะมีการศึกษาวิจัยกระบวนการคนคืนขอมูลอนุกรมเวลาในแงของการ
เพ่ิมประสิทธิภาพในการทํางานแลว เม่ือไมนานมานี้ ไดมีงานวิจัยที่ไดเสนอวิธีที่จะเพ่ิมความ
แมนยําในการคนคืนขอมูลอนุกรมเวลาอีกดวย น่ันคือ งานวิจัยของ Fu และคนอื่น ๆ [2] โดยใน
งานวิจัยน้ีไดเสนอวิธีปรับขนาดกับไทมวอรปปง ซ่ึงเปนการผสานวิธีปรับขนาดเอกรูปและ 
ไดนามิกไทมวอรปปง เพ่ือรองรับขอมูลที่มีการหดหรือยืดขนาดของขอมูลอยางสมํ่าเสมอ และ
รองรับขอมูลที่มีความแปรผันเฉพาะที่เชิงเวลา พรอมทั้งเสนอฟงกชันขอบเขตลางที่รองรับการ
สรางดัชนี เพ่ือเพ่ิมความเร็วในการประมวลผลอีกดวย 

สําหรับงานวิจัยน้ี ผูวิจัยมีความสนใจที่จะนําวิธีปรับขนาดกับไทมวอรปปง มา
ใชในงานวิจัยการคนหาเพลงโดยการรองทํานอง เน่ืองจากวิธีปรับขนาดกับไทมวอรปปงนั้น 
สามารถรองรับผูใชที่รองทํานองชาหรือเร็วกวาจังหวะเพลงที่ผูใชตองการไดอยางเหมาะสม และ
นาจะใหความแมนยําที่สูงกวาการใชวิธีไดนามิกไทมวอรปปงเพียงอยางเดียว อยางไรก็ตาม วิธี
ปรับขนาดกับไทมวอรปปงที่นําเสนอในงานวิจัยของ Fu และคนอ่ืน ๆ [2] น้ัน ไดมองขามความ
จําเปนในการแปลงขอมูลใหเปนบรรทัดฐานทุกครั้งที่มีการยืดหรือหดขนาดของขอมูล ซ่ึงถือเปน
ขั้นตอนสําคัญที่ทําใหขอมูลที่จะนํามาเปรียบเทียบนั้น อยูในระดับอางอิงเดียวกันกับระดับอางอิง
ของขอมูลสอบถามเสมอ อันจะสงผลใหการเปรียบเทียบความคลายคลึงกันระหวาขอมูลทั้งสอง
มีความแมนยํามากยิ่งขึ้น สําหรับวิธีการแกปญหาดังกลาวและการนําไปประยุกตใชกับระบบ
คนหาเพลงโดยการรองทํานอง เพ่ือใหสามารถคนหาขอมูลไดอยางแมนยําและรวดเร็วน้ัน จะ
กลาวไวในหัวขอถัดไป 
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บทที่  3 

การคนหาเพลงโดยการรองทํานอง 

การพัฒนาระบบคนหาเพลงโดยการรองทํานองโดยทั่วไป จะประกอบดวย 3 
สวนหลัก ๆ คือ 1. สวนของการสกัดคุณลักษณะจากเสียงรองทํานองและแทนขอมูลเสียงรอง
ดังกลาวดวยรูปแบบที่เหมาะสม 2. สวนของการสกัดคุณลักษณะจากเพลงในฐานขอมูลพรอมทั้ง
แทนขอมูลคุณลักษณะดังกลาวดวยรูปแบบที่เหมาะสม 3. การคนหาเพลงจากเสียงรองทํานองที่
อยูในรูปแบบที่เหมาะสม สําหรับงานวิจัยน้ี ใหความสนใจเกี่ยวกับการคนหาเพลงจากเสียงรอง
ทํานองที่อยูในรูปแบบอนุกรมเวลา ซ่ึงถือวามีประสิทธิภาพในดานความแมนยําสูงสุด [4, 7, 8] 

สําหรับบทที่ 3 น้ี จะเร่ิมตนนําเสนอจาก สวนของการสกัดคุณลักษณะจากเสียง
รองทํานอง ตามดวยการสกัดคุณลักษณะจากเพลงในฐานขอมูล และสุดทายคือ การคนหาเพลง
จากเสียงรองทํานองที่อยูในรูปแบบอนุกรมเวลาภายใตฐานขอมูลอนุกรมเวลาที่มีขนาดใหญ 

3.1 การสกัดคุณลักษณะจากเสียงรองทํานอง  

ในสวนของการสกัดคุณลักษณะจากเสียงรองทํานองจะเปนสวนที่รับเสียงรอง
ทํานองของผูใชเขามาและทําการสกัดคุณลักษณะจากเสียงรองทํานองดังกลาว เพ่ือที่จะนํา
คุณลักษณะที่ไดไปใชในการเปรียบเทียบความคลายคลึงกันกับคุณลักษณะของเพลงที่เก็บไวใน
ฐานขอมูล เพ่ือหาเพลงที่มีคุณลักษณะใกลเคียงกับคุณลักษณะของเสียงรองทํานองนั้นมากที่สุด 
สําหรับงานวิจัยน้ี ผูวิจัยไดเลือกใชโปรแกรม Praat [27] ในการสกัดคอนทัวรระดับเสียงออกจาก
เสียงรองทํานอง ซ่ึงเปนคุณลักษณะที่สําคัญของเสียงรองทํานอง โดยไดเลือกใชวิธีสหสัมพันธ 
(Autocorrelation) ของโปรแกรมดังกลาวในการสกัดคอนทัวรระดับเสียง และไดกําหนดใหชวง
การชักตัวอยาง (Sampling Interval) เทากับ 0.05 วินาที ผลลัพธที่ไดจากการสกัดคุณลักษณะนี้
ก็คือ คอนทัวรระดับเสียงดังแสดงในรูปที่  3.1 ก) 

อยางไรก็ตาม โดยทั่วไปเสียงรองทํานองของผูใชมักจะมีชวงที่ไมมีเสียง หรือ
ชวงเงียบ อันเกิดจากการรองทํานองหรือการรองเพลงนั้น จะตองมีการเวนวรรคของแตละ
ประโยคในเพลงหรือการเวนวรรคระหวางคํา ซ่ึงจะทําใหคอนทัวรระดับเสียงที่ได จะมีลักษณะ
ขาดจากกันเปนชวง ๆ ดังนั้นงานวิจัยน้ีจึงไดเลือกที่จะเติมเต็มชวงที่ไมมีเสียงดังกลาว ดวย
คาเฉลี่ยจากขอมูลคอนทัวรระดับเสียง 3 ลําดับแรกที่อยูกอนหนาชวงที่ไมมีเสียงนั้น ดังแสดงใน
รูปที่  3.1 ข) จากนั้นเพ่ือใหขอมูลคอนทัวรระดับเสียงที่ไดมีคุณภาพสูงขึ้น จึงไดทําการปรับเรียบ 
(Smoothing) ขอมูลคอนทัวรระดับเสียงนั้นดวยตัวกรองคามัธยฐาน (Median Filter) ขนาด 3 
มิติ ซ่ึงจะไดผลลัพธดังรูปที่  3.1 ค) การปรับเรียบคอนทัวรระดับเสียงนั้น จะชวยใหการ
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เปรียบเทียบความคลายคลึงกันระหวางคุณลักษณะของเสียงรองทํานองกับคุณลักษณะของ
เพลงในฐานขอมูลสามารถทําไดอยางแมนยํามากยิ่งขึ้น 

สุดทายจึงนําขอมูลคอนทัวรระดับเสียงที่ได มาตัดแบงใหไดขนาดตามที่
ตองการ สําหรับงานวิจัยน้ีไดเลือกตัดขอมูลคอนทัวรระดับเสียงที่ความยาว 128 มิติแรก มาเปน
ตัวแทนของขอมูลเสียงรองทํานองที่ใชในการคนหา น่ันก็คือ ประมาณ 6 วินาทีแรกหลังจากที่
ผูใชเริ่มเปลงเสียง จากนั้นจึงนําคอนทัวรระดับเสียงที่ไดมาทําใหเปนบรรทัดฐานโดยใชคาเฉลี่ย
ของขอมูลคอนทัวรระดับเสียงนั้น ๆ เพ่ือใหขอมูลคอนทัวรระดับเสียงที่ได อยูในระดับอางอิง
เดียวกับคอนทัวรระดับเสียงของเพลงในฐานขอมูล จากนั้นจึงนําคอนทัวรระดับเสียงที่ไดน้ี ไปใช

ในการคนหาเพลงตอไป ดังแสดงในรูปที่  3.1 ง) 
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รูปที่  3.1 คอนทัวรระดับเสียงที่ไดจากขั้นตอนตาง ๆ ในการสกัดคุณลักษณะ ก) คอนทัวรระดับ
เสียงที่ไดจากขั้นตอนการสกัดคุณลักษณะออกจากเสียงรองทํานอง ข) คอนทัวรระดับเสียง
หลังจากผานขั้นตอนการเติมเต็มชวงที่ไมมีเสียง ค) คอนทัวรระดับเสียงที่ไดหลังจากผาน
กระบวนการปรับเรียบ ง) คอนทัวรระดับเสียงที่ผานขั้นตอนการตัดขนาดและแปลงขอมูล
ดังกลาวใหเปนบรรทัดฐาน 

ก) ข) 

ค) ง) 
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3.2 การสกัดคุณลักษณะจากเพลงในฐานขอมูล 

ฐานขอมูลที่ใชในงานวิจัยน้ี เปนฐานขอมูลเพลงในรูปแบบแฟมขอมูลมิดิ ซ่ึง
สามารถดาวนโหลดไดโดยทั่วไปจากอินเตอรเน็ต แฟมขอมูลมิดิน้ันมีลักษณะที่เหมาะสมสําหรับ
การพัฒนาระบบคนหาเพลงโดยการรองทํานอง เน่ืองจากแฟมขอมูลมิดิมีการจัดเก็บขอมูล
เกี่ยวกับโนตดนตรีของเพลงนั้น ๆ เอาไว ทําใหสามารถเลือกสกัดขอมูลเกี่ยวกับทํานองเพลง
ออกมาเพื่อใชในการเปรียบเทียบกับคุณลักษณะที่ไดจากเสียงรองทํานองของผูใชได  

เน่ืองจากงานวิจัยน้ีไดเลือกที่จะแทนขอมูลเพลงและเสียงรองทํานองดวยขอมูล
อนุกรมเวลา ดังน้ันในขั้นตอนการสกัดคุณลักษณะจากเพลงในฐานขอมูล จะตองสกัดขอมูลคอน
ทัวรระดับเสียงของแฟมขอมูลมิดิ ซ่ึงเปนขอมูลเกี่ยวกับทํานองเพลง และแปลงขอมูลดังกลาวให
เปนขอมูลอนุกรมเวลา เพ่ือที่จะจัดเก็บขอมูลคอนทัวรระดับเสียงไวในฐานขอมูล อยางไรก็ตาม
โดยทั่วไปการคนคืนขอมูลอนุกรมเวลาสามารถแบงไดเปน 2 ประเภทหลัก ๆ ดวยกันคือ การ
คนคืนขอมูลแบบการเปรียบเทียบขอมูลทั้งลําดับ (Whole Sequence Matching) และการคนคืน
ขอมูลแบบการเปรียบเทียบขอมูลลําดับยอย (Subsequence Matching) ซ่ึงการคนคืนขอมูล
อนุกรมเวลาทั้งสองแบบจะสงผลใหโครงสรางในการจัดเก็บขอมูลมีลักษณะแตกตางกัน สําหรับ
งานวิ จัยน้ี ไดเลือกใชวิธีคนคืนขอมูลแบบการเปรียบเทียบทั้งลําดับ ซ่ึงโดยทั่วไปการ
เปรียบเทียบขอมูลแบบทั้งลําดับน้ัน จะมีประสิทธิภาพในการคนคืนขอมูลสูงกวาการ
เปรียบเทียบขอมูลแบบลําดับยอย เน่ืองจากในฐานขอมูลอนุกรมเวลาที่ใชสําหรับการ
เปรียบเทียบขอมูลทั้งลําดับน้ัน สามารถเลือกที่จะจัดเก็บขอมูลเฉพาะที่เปนประโยชนสําหรับ
การคนหาเทานั้นได ทําใหปริมาณขอมูลที่ใชในการเปรียบเทียบนอยและมีคุณภาพสูง ซ่ึง
แตกตางกับการเปรียบเทียบขอมูลแบบลําดับยอย ที่จะตองจัดเก็บขอมูลอนุกรมเวลาที่มีขนาด
ยาวทั้งลําดับ และขณะคนหาขอมูลจึงจะแบงขอมูลยอย ๆ น้ันออกมา เพ่ือใชเปนขอมูลสําหรับ
การเปรียบเทียบ 

สําหรับการเลือกขอมูลที่จะนํามาจัดเก็บในฐานขอมูลน้ัน ในงานวิจัยน้ีได
เลือกใชวิธีการเลื่อนหนาตาง (Sliding Window) เพ่ือที่จะตัดสวนขอมูลคอนทัวรระดับเสียงที่ได
จากการสกัดคุณลักษณะจากแฟมขอมูลมิดิ และจัดเก็บขอมูลดังกลาวลงในฐานขอมูลเพ่ือใชใน
การเปรียบเทียบ โดยที่ความยาวของหนาตางจะมีความยาวเทากับความยาวของขอมูลสอบถาม
คูณดวยอัตรสวนการยืดสูงสุด น่ันคือ n m sfmax= ∗  โดยที่ n คือความยาวของขอมูลที่ถูก
จัดเก็บในฐานขอมูลและ m คือความยาวของขอมูลสอบถาม sfmax คือ อัตราสวนการยืดขนาด
สูงสุด โดยในการตัดสวนนั้น จะทําการเลื่อนหนาตางครั้งละ 1 ตัวโนต นอกจากนี้ยังมีขอกําหนด
ตาง ๆ เพ่ือใหการจัดเก็บขอมูลคอนทัวรระดับเสียงของเพลงมีประสิทธิภาพมากยิ่งขึ้น คือ 
ขอมูลที่จัดเก็บตองไมซํ้าซอนกับทอนอ่ืนในเพลงเดียวกัน ตองไมมีโนตดนตรีตัวใดที่มีความยาว
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มากกวา 5 วินาที ซ่ึงอาจจะเปนชวงเงียบในเพลง และขอมูลที่จัดเก็บตองมีจํานวนตัวโนต
มากกวา 3 ตัวขึ้นไป 

3.3 การคนหาเพลงจากเสียงรองทํานองภายใตฐานขอมูลอนุกรมเวลาขนาดใหญ 

ในงานวิจัยน้ี ผูวิจัยไดเลือกพัฒนาวิธีการคนหาเพลงโดยการรองทํานองที่ใช
วิธีการปรับขนาดเอกรูปและไดนามิกไทมวอรปปง ที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน 
โดยวิธีดังกลาวเกิดจากการผสมผสานวิธีปรับขนาดเอกรูปและวิธีไดนามิกไทมวอรปปงเขาไว
ดวยกัน พรอมทั้งมีการแปลงขอมูลใหเปนบรรทัดฐานทุกครั้งหลังจากมีการปรับขนาดเอกรูป 
เพ่ือใหผลลัพธในการคนหามีความแมนยําสูง พรอมทั้งนําเสนอในสวนของฟงกชันขอบเขตลาง
ของวิธีดังกลาว และวิธีการคนหาเพลงโดยใชฟงกชันขอบเขตลาง เพ่ือใหสามารถคนหาเพลงใน
ฐานขอมูลอนุกรมเวลาที่มีขนาดใหญไดอยางมีประสิทธิภาพและรวดเร็ว ซ่ึงจะนําเสนอ
ตามลําดับ 

3.3.1 การปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูล
ใหเปนบรรทัดฐาน 

วิธีไดนามิกไทมวอรปปงไดมีการศึกษาวิจัยและคนพบแลววา เปนวิธีที่
เหมาะสมสําหรับระบบคนหาเพลงโดยการรองทํานอง [6, 8-10] เน่ืองจากวิธีดังกลาวสามารถ
รองรับความแปรผันทางเวลาที่เกิดขึ้นในเสียงรองทํานองไดเปนอยางดี เชน สามารถรองรับ
เสียงรองทํานองที่มีจังหวะในการรองไมคงที่ หรือเสียงรองทํานองที่มีจังหวะชาหรือเร็วกวา
จังหวะเพลงที่จัดเก็บไวในฐานขอมูล แตในการศึกษาวิจัยเม่ือเร็ว ๆ น้ี [2] Fu และคนอื่น ๆ ได
เสนอแนวคิดในการผสานวิธีปรับขนาดเอกรูปเขากับวิธีไดนามิกไทมวอรปปง ซ่ึงจะชวยให
สามารถรองรับความแปรผันที่เกิดจากเสียงรองทํานองที่มีจังหวะชาหรือเร็วไดอยางสมบูรณมาก
ยิ่งขึ้น กลาวคือ วิธีน้ีสามารถรองรับความแปรผันไดทั้งการรองทํานองที่มีจังหวะในการรองไม
คงที่ และการรองทํานองที่ชาหรือเร็วกวาจังหวะของเพลงที่จัดเก็บอยูในฐานขอมูล 

แมวาวิธีปรับขนาดกับไทมวอรปปงน้ัน ดูเหมือนวาจะสามารถรองรับความ แปร
ผันของผูใชไดเปนอยางดี แตวิธีที่เสนอในงานวิจัยของ Fu และคนอื่น ๆ น้ัน [2] ไดมองขาม
ความสําคัญของการแปลงขอมูลใหเปนบรรทัดฐานทุกครั้งหลังจากมีการปรับขนาดเอกรูป ซ่ึง
เปนขั้นตอนกอนการวัดระยะทางดวยวิธีไดนามิกไทมวอรปปง โดยในการแปลงขอมูลใหเปน
บรรทัดฐานทุกครั้งกอนที่จะวัดระยะทางนั้น จะทําใหทั้งขอมูลสอบถามและขอมูลที่จะนํามาใชใน
การเปรียบเทียบ อยูในระดับอางอิงเดียวกันเสมอ ซ่ึงเปนสาเหตุใหการวัดระยะทางดวยวิธีปรับ
ขนาดกับไทมวอรปปงเพียงอยางเดียวนั้น อาจจะไมเหมาะสมสําหรับการคนหาเพลงโดยการรอง
ทํานอง และไมสามารถทํางานไดอยางถูกตองแมนยํา ดังน้ันในงานวิจัยน้ีจึงไดเสนอวิธีการปรับ
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ขนาดเอกรูปและไดนามิกไทมวอรปปง ที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน เพ่ือที่จะเพ่ิม
ความแมนยําใหกับการคํานวณระยะทางระหวางขอมูลอนุกรมเวลาทั้งสอง 
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รูปที่  3.2 การเปรียบเทียบแนวคิดในการแปลงขอมูลใหเปนบรรทัดฐานในงานวิจัยของ Fu และ
คนอ่ืน ๆ กับงานวิจัยน้ี ก) คอนทัวรระดับเสียงที่สกัดจากเสียงรองทํานอง และคอนทัวรระดับ
เสียงบางสวนของเพลงแฮปปเบิรดเดย ข) คอนทัวรระดับเสียงของขอมูลทั้งสองที่ถูกปรับระดับ
ของขอมูลใหอยูในระดับอางอิงเดียวกัน ดวยการแปลงขอมูลใหเปนบรรทัดฐานดวยคาเฉลี่ยของ
ขอมูลแตละตัว ค) คอนทัวรระดับเสียงของเพลงที่ถูกหดขนาดไปที่ความยาว 0.68 เทาของความ
ยาวเดิม พรอมทั้งตัดแบงใหขนาดเทากับความยาวของขอมูลสอบถาม ง) คอนทัวรระดับเสียง
ของเพลงที่ถูกหดขนาดไปที่ความยาว 0.68 เทาของความยาวเดิม พรอมทั้งปรับระดับของ
ขอมูลเพลงใหเปนบรรทัดฐานและตัดแบงใหขนาดขอมูลอนุกรมเวลาของเพลงเทากับความยาว
ของขอมูลสอบถาม 

สําหรับแนวคิดของงานวิจัยน้ีเม่ือเปรียบเทียบกับแนวคิดในงานวิจัยของ Fu 
และคนอื่น ๆ [2] สามารถแสดงไดดังรูปที่  3.2 โดยที่ในรูปที่  3.2 ก) น้ัน แสดงถึงคอนทัวรระดับ
เสียงของเพลงและเสียงรองทํานองที่ถูกสกัดคุณลักษณะออกมาในรูปของอนุกรมเวลา และ

จากนั้นแปลงขอมูลทั้งสองใหเปนบรรทัดฐานโดยใชคาเฉลี่ยของขอมูลน้ัน ๆ ดังแสดงในรูปที่  3.2 

ข) และในรูปที่  3.2 ค) แสดงใหเห็นถึงแนวคิดของวิธีปรับขนาดกับไทมวอรปปงที่เสนอใน

ก) ข) 

ค) ง) 
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งานวิจัยของ Fu และคนอ่ืน ๆ [2] ซ่ึงจะมีการหดขนาดของขอมูลอนุกรมเวลาที่จะใชในการ
เปรียบเทียบที่ 0.68 เทาของความยาวเดิม และตัดแบงความยาวใหเทากับความยาวของขอมูล
สอบถาม จากรูปจะเห็นไดวาแมจะมีการแปลงขอมูลทั้งสองใหเปนบรรทัดฐานในครั้งแรก แต
ขอมูลทั้งสองก็ยังไมอยูในระดับอางอิงเดียวกัน เน่ืองจากขอมูลในสวนที่ถูกตัดแบงและหดขนาด
มาใหเทากับความยาวของขอมูลสอบถามนั้น ยังไมถูกแปลงใหเปนบรรทัดฐาน ทําใหคา
ระยะทางที่ได มีคามากเกินความเปนจริง สําหรับรูปที่  3.2 ง) จะเปนแนวคิดของงานวิจัยน้ี น่ัน
คือ ทุกครั้งที่มีการปรับขนาดเอกรูปของขอมูลที่จะใชในการเปรียบเทียบ จะมีการแปลงขอมูล
ดังกลาวใหเปนบรรทัดฐานดวยคาเฉลี่ย ซ่ึงเห็นไดชัดวาการแปลงขอมูลใหเปนบรรทัดฐานทุก
ครั้งหลังจากมีการปรับขนาดเอกรูป จะทําใหขอมูลสอบถามและขอมูลที่จะนํามาใชในการ
เปรียบเทียบ อยูในระดับอางอิงเดียวกันเสมอ อันจะชวยใชการวัดระยะทางระหวางขอมูลอนุกรม
เวลาทั้งสองมีความถูกตองแมนยํามากยิ่งขึ้น 

สําหรับนิยามของวิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการ
แปลงขอมูลใหเปนบรรทัดฐาน ในสวนนี้ผูวิจัยจะขอเปลี่ยนการนําเสนอวิธีการแปลงขอมูลใหเปน
บรรทัดฐานจากการใชคาเฉลี่ย มาเปนการใชคะแนน Z (Z-Score Normalization) แทน แมวา
การแปลงขอมูลใหเปนบรรทัดฐานโดยใชคาเฉลี่ยน้ัน จะเหมาะสมสําหรับการคนหาเพลงโดยการ
รองทํานองมากกวา อยางไรก็ตามการนําเสนอวิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่
รองรับการแปลงขอมูลใหเปนบรรทัดฐานโดยใชคะแนน Z น้ัน จะสามารถนํามาประยุกตใชไดกับ
วิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐานโดยใช
คาเฉลี่ยไดเชนกัน รวมทั้งวิธีดังกลาวที่รองรับการแปลงขอมูลใหเปนบรรทัดฐานดวยคะแนน Z 
ยังอาจจะนําไปประยุกตใชกับปญหาอ่ืนไดอีกดวย โดยวิธีปรับขนาดเอกรูปและไดนามิกไทม-
วอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน สามารถนิยามไดดังน้ี 

ใหขอมูลอนุกรมเวลา mqqqqQ ,...,,, 321=  คือ ขอมูลสอบถาม ความยาว m 
และ nccccC ,...,,, 321=  คือ ขอมูลที่เก็บอยูในฐานขอมูล ความยาว n และ Q′  คือ ขอมูล
สอบถามที่ถูกแปลงใหเปนบรรทัดฐานดวยคะแนน Z และอัตราสวนการหดและยืดขนาดมากสุด 
คือ sfmin และ sfmax ตามลําดับ โดยที่ msfmaxn ∗≥  น่ันคือ ความยาวของขอมูลที่จะใชใน
การเปรียบเทียบจะตองยาวไมนอยกวาความยาวของขอมูลสอบถามที่ถูกยืดขนาดมากสุด r คือ 
ความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะ โดยฟงกชันปรับขนาดเอกรูปและไดนา-
มิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐานนั้น สามารถแสดงเปนสมการไดดังน้ี  

min( , )

norm constraintSWM ( , , , , ) min DTW (RP( , , ), , )
sfmax m n

l sfmin m
Q C sfmin sfmax r C m l Q r

∗⎢ ⎥⎣ ⎦

= ∗⎢ ⎥⎣ ⎦
′ ′=  ( 3.1) 

1/
norm

1

RP ( , , ) where 1
SD( )

li l m
i

l

c c
C m l i m

c
∗⎢ ⎥⎣ ⎦

−
= ≤ ≤

K

K

 ( 3.2) 
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โดยที่ฟงกชัน normSWM ( , , , , )Q C sfmin sfmax r′  คือ ฟงกชันที่ใชสําหรับการ
คํานวณคาระยะทางดวยวิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูล
ใหเปนบรรทัดฐาน และสําหรับฟงกชัน normRP ( , , )C m l  เปนฟงกชันที่ใชสําหรับการหดหรือยืด
ขนาดของขอมูลสวนตนของอนุกรมเวลา C ความยาว l ไปที่ความยาว m น่ันคือ ความยาวของ
ขอมูลสอบถาม พรอมทั้งทําขอมูลดังกลาวใหเปนบรรทัดฐานดวยคะแนน Z กอนที่จะคํานวณ
ระยะทางดวยวิธี ไดนามิกไทมวอรปปง 1 lcK  และ 1SD( )lcK  คือ คาเฉลี่ยและคาเบี่ยงเบน
มาตรฐานของขอมูลสวนตนของขอมูลที่จะนํามาใชในการเปรียบเทียบที่ขนาด l  

สําหรับการแปลงฟงกชันที่นําเสนอนั้นใหรองรับกับการแปลงขอมูลใหเปน
บรรทัดฐานดวยคาเฉลี่ย สามารถทําไดโดยการละในสวนของการหารคาเบี่ยงเบนมาตรฐานใน

สมการที่ ( 3.2) อยางไรก็ตาม เพ่ือใหการคนหาขอมูลสามารถทําไดอยางมีประสิทธิภาพ ฟงกชัน
ขอบเขตลางของวิธีที่นําเสนอนั้น ถือเปนสิ่งจําเปนเพ่ือที่จะหลีกเลี่ยงการคํานวณคาระยะทางจริง
ดวยวิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน 
กับขอมูลในฐานขอมูลทุกตัว 

3.3.2 ฟงกชันขอบเขตลางของการปรับขนาดเอกรูปและไดนามิกไทมวอรปปง
ที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน 

สําหรับวิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูล
ใหเปนบรรทัดฐานนั้น ฟงกชันขอบเขตลางที่นําเสนอในงานวิจัยของ Fu และคนอื่น ๆ [2] ไม

สามารถทํางานไดอยางถูกตองในกรณีดังกลาว ซ่ึงสามารถแสดงไดดังรูปที่  3.3 น่ันคือ กรณีที่
ตัดขอมูลในสวนตนของขอมูลอนุกรมเวลาและทําการยืดขนาดของขอมูลน้ันไปที่ความยาว 1.2 
เทาของความยาวเดิม และกําหนดใหขอมูลอนุกรมเวลาในสวนตนนั้นเปนขอมูลสอบถาม ดัง
แสดงในรูปที่  3.3 ก) จากนั้นจึงนําขอมูลดังกลาวและขอมูลอนุกรมเวลาเดิม มาทําใหเปนบรรทัด
ฐานโดยใชคะแนน Z ที่ความยาวของขอมูลสอบถาม (การที่นําขอมูลอนุกรมเวลาเดิมมาทําให
เปนบรรทัดฐานที่ความยาวของขอมูลสอบถามนั้น ก็เพ่ือใหขอมูลอนุกรมเวลาเดิมอยูในระดับ
อางอิงที่ใกลเคียงกับขอมูลสอบถามมากที่สุด) และเมื่อนําขอมูลดังกลาวมาคิดคาฟงกชัน
ขอบเขตลางของวิธีในงานวิจัยเดิมที่เสนอวิธีปรับขนาดกับไทมวอรปปง โดยกําหนดใหสามารถ
รองรับการหดและยืดขนาดของขอมูลที่ความยาว 0.7 ถึง 1.3 เทาของความยาวขอมูลสอบถาม 
ดังรูปที่  3.3 ข) และ ค) โดยในรูปที่  3.3 ข) น้ันไดกําหนดให ความกวางของเงื่อนไขบังคับ

โดยรวมแบบซาโก-ชิบะเทากับ 0% และในรูปที่  3.3 ค) เทากับ 5% จากรูปจะเห็นไดชัดวา คา
ระยะทางที่ไดจากฟงกชันขอบเขตลางดังกลาว มีคาไมเทากับศูนย ทั้ง ๆ ที่ ถาหากนําขอมูล
สอบถามนี้ไปคิดคาระยะทางกับฟงกชันปรับขนาดเอกรูปและไทมวอรปปงโดยเพิ่มในสวนของ
การแปลงขอมูลใหเปนบรรทัดฐานทุกครั้ง กอนการคํานวณระยะทางดวยวิธีไดนามิกไทมวอรป-
ปง จะไดคาระยะทางเทากับศูนย ซ่ึงหมายความวาฟงกชันขอบเขตลางดังกลาวไมมีคุณสมบัติ
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ของฟงกชันขอบเขตลาง สําหรับกรณีที่ตองมีการแปลงขอมูลใหเปนบรรทัดฐานทุกครั้งหลังจาก
มีการปรับขนาดเอกรูป เน่ืองจากคาระยะที่ไดจากฟงกชันขอบเขตลางดังกลาวมีคามากกวาคา
ระยะทางที่ไดจากการคํานวณจากฟงกชันปรับขนาดกับไทมวอรปปงที่มีการแปลงขอมูลใหเปน
บรรทัดฐาน 

C = Candidate sequence
Q = Query sequence
U = Upper envelope
L  = Lower envelope
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รูปที่  3.3 การคํานวณคาระยะทางขอบเขตลางในงานวิจัยของ Fu และคนอ่ืน ๆ สําหรับกรณีที่มี
การแปลงขอมูลใหเปนบรรทัดฐานทุกครั้งกอนการคํานวณคาระยะทาง ก) คอนทัวรระดับเสียง
ของเพลงแฮปปเบิรดเดยที่มีจังหวะไมเทากัน โดยคอนทัวรระดับเสียงที่เปนขอมูลสอบถาม Q 
จะมีจังหวะที่ชากวาจังหวะของคอนทัวรระดับเสียง C อยู 1.2 เทา ข) และ ค) แสดงถึงคอนทัวร
ระดับเสียงของขอมูลสอบถาม Q และขอมูลเพลง C ที่ถูกทําใหเปนบรรทัดฐานดวยคะแนน Z ที่
ความยาวของขอมูลสอบถาม พรอมกับฟงกชันขอบเขตลางของวิธีปรับขนาดกับไทมวอรปปงที่
นําเสนอในงานวิจัยของ Fu และคนอื่น ๆ [2] โดยที่กําหนดให sfmin และ sfmax เทากับ 0.7 
และ 1.3 ตามลําดับ โดยที่ในรูป ข) มีคา r = 0% และในรูป ค) มีคา r = 5%  

สําหรับงานวิจัยน้ี จะนําเสนอฟงกชันขอบเขตลางสําหรับวิธีการปรับขนาดเอก-
รูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน โดยแนวคิดในการ
พัฒนาคือ จะมีการสรางเสนขอบเขตบนและเสนขอบเขตลางที่สามารถครอบคลุมทุกกรณีที่
เปนไปไดในการหดและยืดขนาดของขอมูลที่จะใชในการเปรียบเทียบ และมีการแปลงขอมูล
ดังกลาวใหเปนบรรทัดฐานในทุกครั้งที่มีการหดหรือยืดขนาด จากนั้นเม่ือไดเสนขอบเขตบนและ

ก) 

ข) ค) 
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เสนขอบเขตลางเปนที่เรียบรอยแลว จึงจะนําขอมูลสอบถามมาคิดคาระยะทางขอบเขตลางกับ
เสนขอบเขตบนและเสนขอบเขตลางดังกลาว 

C = Candidate sequence
Q = Query sequence
U = Upper envelope
L  = Lower envelope
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รูปที่  3.4 ฟงกชันขอบเขตลางของวิธีที่นําเสนอ ก) คอนทัวรระดับเสียงของขอมูลสอบถาม Q 
และขอมูลเพลง C ที่ถูกทําใหเปนบรรทัดฐานดวยคะแนน Z ที่ความยาวของขอมูลสอบถาม Q 
ข) คอนทัวรระดับเสียงของขอมูลเพลงบางสวน ที่มีการหดและยืดขนาดพรอมทั้งทําขอมูลใหเปน
บรรทัดฐาน ค) แสดงเสนขอบเขตบนและเสนขอบเขตลางที่ครอบคลุมทุกกรณีที่เปนไปไดในการ
หดและยืดขนาดของขอมูลเพลงในฐานขอมูล ที่ขนาดตั้งแต 0.7 เทา ถึง 1.3 เทา พรอมทั้งทํา
ขอมูลใหเปนบรรทัดฐาน โดยที่คา r = 0% ง) และ จ) แสดงถึงฟงกชันขอบเขตลางของวิธีที่
นําเสนอที่สามารถหดและยืดขนาดไดตั้งแต 0.7 เทา ถึง 1.3 เทา โดยที่ ง) มีคา r = 0% และ จ) 
มีคา r = 5% 

ก)

ข) ค) 

ง) จ) 
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โดยแนวคิดของฟงกชันขอบเขตลางสําหรับวิธีที่นําเสนอนั้น สามารถแสดงได
ดังรูปที่  3.4 ซ่ึงในรูปที่  3.4 ก) แสดงถึงคอนทัวรระดับเสียงของขอมูลสอบถาม Q และคอนทัวร

ระดับเสียงของขอมูลเพลง C ที่ถูกทําใหเปนบรรทัดฐานดวยคะแนน Z และในรูปที่  3.4 ข) แสดง
ใหเห็นวา ถาพยายามที่จะยืดขนาดของขอมูลสอบถาม Q ออกไป เพ่ือใชสําหรับวัดระยะทาง จะ
มีผลเชนเดียวกันกับการตัดแบงขอมูลในสวนตนของอนุกรมเวลา C ที่มีความยาวเทากับขอมูล
สอบถามที่ถูกยืดออกไป หดกลับมาที่ความยาวของขอมูลสอบถามเดิม จากนั้นจึงแปลงขอมูล
เพลงดังกลาวใหเปนบรรทัดฐาน แลวจึงนํามาใชในการวัดระยะทางตอไป อยางไรก็ตาม มี
ขอสังเกตวา การที่นําขอมูลสวนตนของอนุกรมเวลา C ที่ขนาดตาง ๆ มาแปลงขอมูลใหเปน

บรรทัดฐาน ขอมูลอนุกรมเวลาที่ไดจะมีการเลื่อนในแนวแกน y ดังแสดงในรูปที่  3.4 ข) ซ่ึงเปน
สาเหตุใหฟงกชันขอบเขตลางของวิธีที่เสนอในงานวิจัยของ Fu และคนอื่น ๆ [2] ไมสามารถ
ทํางานไดอยางถูกตองในการวัดระยะทางสําหรับกรณีน้ี และในรูปที่  3.4 ค) แสดงใหเห็นถึงการ
สรางเสนขอบเขตบนและเสนขอบเขตลางที่สามารถครอบคลุมทุกกรณีที่เปนไปไดในการหดและ
ยืดขนาดของคอนทัวรระดับเสียง Q ที่ 0.7 เทา ถึง 1.3 เทา โดยที่คาความกวางของเงื่อนไข
บังคับโดยรวมแบบซาโก-ชิบะเปน 0% และในรูปที่  3.4 ง) แสดงถึงการนําเสนขอบเขตบนและ
เสนขอบเขตลางที่ไดไปคํานวณคาฟงกชันขอบเขตลางกับคอนทัวรระดับเสียง Q ซ่ึงเปนขอมูล
สอบถาม และสําหรับรูปที่  3.4 จ) แสดงถึงการคํานวณฟงกชันขอบเขตลางที่นําเสนอ สําหรับ
กรณีที่คาความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะเทากับ 5% โดยเสนขอบเขตบน
และเสนขอบเขตลางในกรณีที่คา r เทากับ 5% น้ัน สามารถหาไดโดยประยุกตใชฟงกชัน
ขอบเขตลางของวิธีไดนามิกไทมวอรปปงเขากับเสนขอบเขตบนและเสนขอบที่นําเสนอในรูปที่ 
 3.4 ง) นอกจากนี้ ในรูปที่  3.4 ง) และรูปที่  3.4 จ) จะเห็นไดชัดวาคาระยะทางที่ไดจากฟงกชัน
ขอบเขตลางที่นําเสนอนั้น มีคาเทากับศูนย ซ่ึงถูกตองตามขอกําหนดของฟงกชันขอบเขตลาง 

สําหรับฟงกชันขอบเขตลางของวิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปง 

ที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน สามารถนิยามไดดังสมการที่ ( 3.3) โดยให 

normLB ( , )Q C′ คือ ฟงกชันขอบเขตลางของการปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่
รองรับการแปลงขอมูลใหเปนบรรทัดฐาน ระหวางขอมูลอนุกรมเวลา Q′  และ C โดยที่ Q′  คือ
ขอมูลสอบถามที่ผานการแปลงขอมูลใหเปนบรรทัดฐานดวยคะแนน Z และ C คือขอมูลที่ใชใน
การเปรียบเทียบ และให U ′  และ L′  คือเสนขอบเขตบนและเสนขอบเขตลางตามลําดับ ซ่ึง

สามารถแสดงไดดังสมการที่ ( 3.4) และ ( 3.5)  

2

2
norm

1

( ) if
LB ( , ) ( ) if

0 otherwise

i i i im

i i i i
i

q U q U
Q C q L q L

=

′ ′⎧ − >
⎪′ ′ ′= − <⎨
⎪
⎩

∑  ( 3.3) 
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 ( 3.5) 

โดยที่ UZ ′  และ LZ ′  คือเสนขอบเขตบนและเสนขอบเขตลางสําหรับกรณีที่
ความกวางเง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะมีคาเทากับ 0 และ 1 sfmin mc ∗K  คือคาเฉลี่ยของ
ขอมูลที่จะใชในการเปรียบเทียบตั้งแตตัวแรกถึงตัวที่ sfmin m∗  และ 1SD( )sfmin mc ∗K  คือคา

เบี่ยงเบนมาตรฐานของขอมูลตั้งแตตัวแรกถึงตัวที่ sfmin* m  น่ันคือ 1

1SD( )
sfmin i sfmin m

sfmin m

c c
c

∗ ∗

∗

− K

K

 คือ คา

ของขอมูลที่จะนํามาใชในการเปรียบเทียบตัวที่ sfmin i∗  ที่ผานการแปลงใหเปนบรรทัดฐาน
ดวยคะแนน Z สําหรับในกรณีที่ตองการนําฟงกชันขอบเขตลางที่นําเสนอนั้น ไปใชกับกรณีที่มี
การแปลงขอมูลใหเปนบรรทัดฐานโดยใชคาเฉลี่ย จะสามารถทําไดโดยการละในสวนของการ

หารคาเบี่ยงเบนมาตรฐานในสมการที่ ( 3.4) และ ( 3.5)  

เพ่ือยืนยันความถูกตองของฟงกชันขอบเขตลางที่ของการปรับขนาดเอกรูปและ
ไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน จากนี้จะเปนสวนของบทพิสูจน
ความเปนฟงกชันขอบเขตลางของวิธีที่นําเสนอ ซ่ึงจะเริ่มตนนําเสนอจากกรณีที่ความกวางของ
เง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะมีคาเทากับ 0 จากนั้นจึงจะเริ่มพิสูจนในสวนที่ความกวาง
ของเง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะมีขนาดใด ๆ 
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ทฤษฎีบทที่ 1 ความเปนฟงกชันขอบเขตลางของฟงกชัน normLB ( , )Q C′  ในกรณีที่ความ
กวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะมีคาเทากับ 0% สําหรับขอมูลอนุกรมเวลา Q′  

และ C ใด ๆ ที่มีขนาด m และ n ตามลําดับ และ msfmaxn ∗≥  โดยที่ Q′  คือขอมูลสอบถาม
ที่ผานการแปลงขอมูลใหเปนบรรทัดฐานดวยคะแนน Z และ C คือขอมูลที่ใชในการเปรียบเทียบ 
รวมทั้งใหขอมูลสอบถาม Q′  สามารถยืดหรือหดขนาดไดในชวง sfmin m∗  ถึง sfmax m∗  
โดยที่ 0 1sfmin< ≤  และ 1sfmax ≥  

พิสูจน 

การพิสูจนทฤษฎีบทที่ 1 จะเปนการพิสูจนเพ่ือแสดงใหเห็นวาคาระยะทางที่ได
จากฟงกชันขอบเขตลางที่นําเสนอจะมีคานอยกวาหรือเทากับคาระยะทางที่ไดจากฟงกชันการ 
ปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐานเสมอ น่ัน
คือ การพิสูจนวา norm normLB ( , ) SWM ( , , , ,0)Q C Q C sfmin sfmax′ ′≤  เปนจริง 

ถาขอมูลสอบถามถูกหดหรือยืดขนาดไปที่ความยาว sf m∗  โดยที่ sf คือ
อัตราสวนการหดหรือการยืดขนาด ดังน้ันขอมูลที่จะนํามาใชในการเปรียบเทียบในสวนตน จะถกู
ตัดแบงขนาดที่ความยาว sf m∗  พรอมทั้งทําการแปลงขอมูลดังกลาวใหเปนบรรทัดฐานดวย
คะแนน Z ดังสมการที่ ( 3.6) 

1

1

where 1
SD( )

j sf m
j

sf m

c c
c j m

c
∗

∗

−
′ = ≤ ≤K

K

 ( 3.6) 

สําหรับกรณีที่ความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะมีคาเทากับ 
0 เสนขอบเขตบนและเสนขอบเขตลางของวิธีที่นําเสนอ ณ ตัวที่ i ในสมการที่ ( 3.4) และ ( 3.5) 
จะมีคาเทากับ iUZ ′  และ iLZ ′  ตามลําดับ ซ่ึงจะไดวา 

1 1

1 1

, ,
SD( ) SD( )
sfmin i sfmin m sfmax i sfmax m

i i
sfmin m sfmax m

c c c c
UZ LZ

c c
∗ ∗ ∗ ∗

∗ ∗

− −
′ ′≥ … ≥K K

K K

  

น่ันคือ 

1

1

where
SD( )
sf i sf m

i i
sf m

c c
UZ LZ sfmin sf sfmax

c
∗ ∗

∗

−
′ ′≥ ≥ ≤ ≤K

K

  

ให sf i k∗ =  จะได 

wherei k iUZ c LZ sfmin i k sfmax i′ ′ ′≥ ≥ ∗ ≤ ≤ ∗   
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ดังน้ัน จะไดวา 

2 2

2 2

( ) ( ) if

( ) ( ) if
0

i i i k i i

i i i k i i

q UZ q c q UZ

q LZ q c q LZ
otherwise

′ ′ ′− < − >

′ ′ ′− < − <   

พิจารณา 2( )i kq c′−  โดยที่ sfmin i k sfmax i∗ ≤ ≤ ∗  จะไดวา 2( )i kq c′−  ก็คือ การนําขอมูล
สอบถามตัวที่ i มาคิดคาระยะทางกับขอมูลที่จะใชในการเปรียบเทียบตัวที่ sfmin i∗  ถึงตัวที่ 
sfmax i∗  ซ่ึงถูกแปลงใหเปนบรรทัดฐานแลวทั้งหมด ซ่ึงก็คือ การคํานวณคาระยะทางสําหรับ
กรณีที่ขอมูลสอบถามมีการหดและยืดขนาดตั้งแต sfmin ถึง sfmax น้ันเอง ดังน้ันจะไดวา 

norm normLB ( , ) SWM ( , , , ,0)Q C Q C sfmin sfmax′ ′≤  � 

จากการพิสูจนทฤษฎีบทที่ 1 จะไดวา คาระยะทางที่ไดจากฟงกชันขอบเขตลาง
ที่นําเสนอในกรณีที่ความกวางเง่ือนไขบังคับแบบซาโก-ชิบะมีคาเปน 0 จะมีคานอยกวาหรือ
เทากับคาระยะทางที่ไดจากฟงกชันการปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการ
แปลงขอมูลใหเปนบรรทัดฐานเสมอ 

ทฤษฎีบทที่ 2 ความเปนฟงกชันขอบเขตลางของฟงกชัน normLB ( , )Q C′  ในกรณีที่ความ
กวางของเงื่อนไขบังคับแบบซาโก-ชิบะมีคาใด ๆ 

พิสูจน 

การพิสูจนทฤษฎีบทที่ 2 จะเปนการนําฟงกชันขอบเขตลางของไดนามิกไทม-
วอรปปงมาประยุกตใชกับฟงกชันขอบเขตลางที่นําเสนอไปสําหรับกรณีที่ความกวางของเงื่อนไข
บังคับโดยรวมแบบซาโก-ชิบะมีคาเทากับ 0 แลวคาระยะทางที่ไดจากฟงกชันขอบเขตลางที่
นําเสนอจะมีคานอยกวาหรือเทากับคาระยะทางที่ไดจากฟงกชันการปรับขนาดเอกรูปและ 
ไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐานเสมอ 

จากฟงกชันขอบเขตลางของวิธีไดนามิกไทมวอรปปงในสมการที่ ( 2.5) จะเห็น
วามีการสรางเสนขอบเขตบนและเสนขอบเขตลางจากขอมูลสอบถาม Q ที่มีขนาด m เพ่ือที่จะ
นํามาคิดคาระยะทางกับขอมูลที่จะนํามาใชในการเปรียบเทียบ C อยางไรก็ตาม ในกรณีที่มีการ
สรางเสนขอบเขตบนและเสนขอบเขตลางจากขอมูลที่จะนํามาใชในการเปรียบเทียบ C ทีมี่ขนาด
เทากันคือ m แลวนํามาคิดคาระยะทางกับขอมูลสอบถาม Q ก็จะไดคาระยะทางขอบเขตลาง
ของวิธีไดนามิกไทมวอรปปงเชนกัน ดังสมการตอไปน้ี 
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LBX( , ) ( ) if

0 otherwise
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=
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min(1, ) max( , )max( , , )i i r i r nUX c c− += …  

min(1, ) max( , )min( , , )i i r i r nLX c c− += …  
( 3.8) 

สําหรับกรณีของการปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่นําเสนอ 
ขอมูลที่นํามาใชในการเปรียบเทียบทุกตัวที่อัตราสวนการหดหรือยืดขนาดตาง ๆ จะถูกปรับ
ขนาดเอกรูปมาที่ความยาว m ซ่ึงก็คือ ความยาวของขอมูลสอบถาม ดังนั้นคาความกวางของ
เง่ือนไขบังคับโดยแบบซาโก-ชิบะของขอมูลที่จะนํามาใชในการเปรียบเทียบทุกตัวจะมีคาเทากัน
คือ r ดังน้ันถาใหเสนขอบเขตบนและเสนขอบเขตลางของวิธีที่นําเสนอเปนดังสมการที่ ( 3.9) 
โดยที่ iUZ ′  และ iLZ ′  เปนเสนขอบเขตบนและเสนขอบเขตลางของวิธีที่นําเสนอ ในกรณีที่  
r = 0 

max(1, ) min( , )max( , , )i i r i r mU   UZ UZ− +′ ′ ′= …  

max(1, ) min( , )min( , , )i i r i r mL   LZ LZ− +′ ′ ′= …  
( 3.9) 

ก็จะไดวา 

norm normLB ( , ) SWM ( , , , , )Q C Q C sfmin sfmax r′ ′≤  � 

จากการพิสูจนทฤษฎีบทที่ 2 จะไดวา คาระยะทางที่ไดจากการคํานวณ
ระยะทางดวยฟงกชันขอบเขตลางที่นําเสนอในกรณีที่ความกวางเง่ือนไขบังคับแบบซาโก-ชิบะมี
ขนาดใด ๆ จะมีคาระยะทางนอยกวาหรือเทากับคาระยะทางที่ไดจากฟงกชันการปรับขนาดเอก-
รูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐานเสมอ 

ในปจจุบันไดมีวิธีการคนหาขอมูลอนุกรมเวลาที่มีประสิทธิภาพตาง ๆ ที่นํา
ฟงกชันขอบเขตลางมาประยุกตใช ซ่ึงไดแก วิธีการคนหาขอมูลแบบดัชนี [10, 16, 19, 20] ซ่ึง
จะชวยใหสามารถคนหาขอมูลอนุกรมเวลาจากฐานขอมูลที่มีขนาดใหญไดอยางมีประสิทธิภาพ 
และวิธีการคนหาขอมูลแบบตามลําดับที่นําเสนอในงานวิจัยของ Sakurai และคนอื่น ๆ [3] ที่อาง
วาสามารถคนหาขอมูลไดเร็วกวาวิธีการคนหาขอมูลแบบดัชนีถึง 222 เทา สําหรับในงานวิจัยน้ี
จะมีการนําวิธีที่เสนอในงานวิจัยของ Sakurai และคนอื่น ๆ [3] มาประยุกตใชกับการคนหาเพลง
โดยการรองทํานอง ซ่ึงจะมีการนําเสนอในลําดับถัดไป 
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3.3.3 การคนหาเพลงในฐานขอมูลอนุกรมเวลาที่มีขนาดใหญ 

การคนหาเพลงในฐานขอมูลอนุกรมเวลาที่มีขนาดใหญน้ัน งานวิจัยน้ีไดเลือกใช
วิธีการปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน 
รวมทั้งใชฟงกชันขอบเขตลางที่นําเสนอ เพ่ือใหสามารถคนหาเพลงไดอยางรวดเร็ว และเพื่อทีจ่ะ
แสดงใหเห็นวาฟงกชันขอบเขตลางที่นําเสนอนั้น สามารถนําไปประยุกตใชกับเทคนิคในการ
คนหาขอมูลอนุกรมเวลาแบบอื่น ๆ ที่มีประสิทธิภาพได ดังนั้นในงานวิจัยน้ีจึงมีการประยุกตใช
เทคนิคการคนหาขอมูลแบบตามลําดับที่เสนอในงานวิจัยของ Sakurai และคนอ่ืน ๆ [3] ในการ
คนหาเพลงจากเสียงรองทํานอง ซ่ึงงานวิจัยดังกลาวไดอางวาสามารถคนหาขอมูลไดรวดเร็วกวา
การคนหาขอมูลแบบดัชนีที่นําเสนอในงานวิจัยของ Zhu และ Shasha [10] ซ่ึงเปนวิธีในการ
คนหาขอมูลอนุกรมเวลาที่เร็วที่สุด ณ ขณะน้ัน ถึง 222 เทา โดยผลลัพธในการคนหาเพลง ก็คือ 
รายการเพลงที่มีคุณลักษณะใกลเคียงกับเสียงรองทํานองของผูใชมากที่สุด 10 ลําดับแรก 

สําหรับวิธีการคนหาเพลงในฐานขอมูลอนุกรมเวลา ที่จะนําเสนอในงานวิจัยน้ี
ประกอบดวยขั้นตอนหลัก ๆ 2 ขั้นตอนดวยกัน ซ่ึงสามารถอธิบายโดยสังเขปไดดังน้ี 

1. การใหคาเริ่มตนกับรายการเพลง 10 ลําดับแรกที่มีคุณลักษณะใกลเคียงกับ
เสียงรองทํานองมากที่สุด ในขั้นตอนนี้มีไวเพ่ือที่จะนําคา best_so_far ซ่ึงเปน
ตัวแปรที่เก็บคาระยะทางสูงสุดในรายการเพลง 10 ลําดับแรก มาใชในการลด
ภาระการคํานวณคาระยะทางจริงดวยวิธีที่นําเสนอในขั้นตอนที่ 2 สําหรับขั้น
ตอนน้ี จะเร่ิมจากการพิจารณาคาระยะทางขอบเขตลางระหวางขอมูลสอบถาม
ที่ถูกลดมิติลงเหลือขนาด 16 มิติ กับเสนขอบเขตบนและเสนขอบเขตลางของ
ขอมูลเพลงที่ถูกลดมิติลงเหลือขนาด 16 มิติทุกตัว เพ่ือที่จะหารายการเพลงที่มี
คาระยะทางขอบเขตลางต่ําสุด 10 เพลงแรก จากนั้นจึงนํารายการเพลง
ดังกลาวไปหาคาระยะทางจริง พรอมทั้งนําขอมูลที่ไดไปใหคาเริ่มตนกับรายการ
เพลง 10 ลําดับแรกที่มีคุณลักษณะใกลเคียงกับเสียงรองทํานองมากที่สุด 

2. การคนหาขอมูลตามลําดับโดยใชฟงกชันขอบเขตลาง ในขั้นตอนนี้จะเปนการ
คนหาขอมูลแบบตามลําดับของขอมูลเพลงที่เก็บอยูในฐานขอมูลทีละตัว โดย
เริ่มจากการพิจารณาคาระยะทางขอบเขตลางของวิธีที่นําเสนอ ระหวางขอมูล
สอบถามและขอมูลเพลงในฐานขอมูลที่ขนาด 32 มิติ ถาคาระยะทางขอบเขต
ลางที่ไดมีคานอยกวาคาพารามิเตอร best_so_far ก็จะมีการปรับขนาดเอกรูป
กับขอมูลเพลงที่จะใชในการเปรียบเทียบตามอัตราสวนการหดและยืดขนาดที่
กําหนด โดยขอมูลน้ีจะเปนขอมูลที่ยังไมถูกลดมิติ พรอมทั้งแปลงขอมูลดังกลาว
ใหเปนบรรทัดฐาน จากนั้นจึงคํานวณคาระยะทางขอบเขตลางของวิธีไดนามิก
ไทมวอรปปงกับขอมูลเพลงที่ถูกปรับขนาดเอกรูปดังกลาว ซ่ึงถาคาระยะทาง
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ขอบเขตลางที่ไดยังคงมีคานอยกวาคาพารามิเตอร best_so_far ก็จะมีการ
คํานวณคาระยะทางจริงดวยวิธีไดนามิกไทมวอรปปงตอไป 

สําหรับรายละเอียดของวิธีการคนหาเพลงในฐานขอมูลอนุกรมเวลาทั้งสอง
ขั้นตอนนี้ จะนําเสนอในลําดับถัดไป รวมทั้งโครงสรางของฐานขอมูลที่รองรับวิธีการคนหา
ดังกลาว 

3.3.3.1 การใหคาเริ่มตนกับรายการเพลง 10 ลําดับแรกที่มีคุณลักษณะใกลเคียงกับ
เสียงรองทํานองมากที่สุด 

อยางที่กลาวไวในขางตน ขั้นตอนนี้มีไวเพ่ือที่จะสามารถนําคาพารามิเตอร 
best_so_far มาใชในการลดภาระการคํานวณคาระยะทางจริงดวยวิธีที่นําเสนอในขั้นตอนที่ 2 
ซ่ึงเปนปจจัยที่สําคัญอยางยิ่งในการเพิ่มความเร็วในการประมวลผล เน่ืองจากในขั้นตอนที่ 2 น้ัน 
จะเปนการคนหาขอมูลที่ใชฟงกชันขอบเขตลางในการประมาณคาระยะทางระหวางขอมูลเสียง
รองทํานองของผูใชกับคุณลักษณะของเพลงที่จะใชในการเปรียบเทียบ โดยถาคาระยะทาง
ขอบเขตลางดังกลาวมีคามากกวาคา best_so_far น่ันแสดงวาคุณลักษณะของเพลงที่ใชในการ
เปรียบเทียบนั้น ไมไดมีลักษณะคลายคลึงกับเสียงรองทํานองของผูใชมากที่สุดใน 10 ลําดับ
เพลงแรก ทําใหสามารถที่จะลดภาระการคํานวณคาระยะทางจริงระหวางขอมูลทั้งสองลงได ซ่ึง
จะชวยใหการเปรียบเทียบความคลายคลึงกันระหวางขอมูลดังกลาวสามารถทํางานไดอยางมี
ประสิทธิภาพมากยิ่งขึ้น 

อยางไรก็ตาม ในการคนหาเพลง k ลําดับแรกที่มีคุณลักษณะใกลเคียงกับเสียง
รองทํานองของผูใชมากที่สุดนั้น จะมีขอแตกตางจากการคนหาขอมูลที่ใกลเคียงกับขอมูล
สอบถาม k ลําดับแรกโดยทั่วไป (K-Nearest Neighbor) ก็คือ ในการคนหาขอมูลที่ใกลเคียงกับ
ขอมูลสอบถามโดยทั่วไปนั้น จะไมสนใจวาผลลัพธที่ใกลเคียง k ลําดับแรกนั้น จะเปนเพลงที่
ใกลเคียง k ลําดับแรกดวยหรือไม เน่ืองจากในบางกรณีผลลัพธที่ใกลเคียงกับขอมูลสอบถาม k 
ลําดับแรก อาจมีขอมูลมากกวา 1 ตัวที่เปนเพลงเดียวกันปรากฏอยูก็ได ทําใหโดยสรุปผลลัพธที่
ไดจะมีจํานวนเพลงนอยกวา k เพลงดังที่ตองการ ดังในงานวิจัยน้ีจะมีการปรับเปลี่ยนแนวคิด
การคนหาขอมูลใกลเคียงกับขอมูลสอบถาม k ลําดับแรก ใหสามารถนํามาใชกับการคนหาเพลง 
k ลําดับแรกที่มีคุณลักษณะใกลเคียงกับเสียงรองทํานองของผูใชมากที่สุด ซ่ึงจะทําใหการ
พิจารณาคา best_so_far มีลักษณะที่แตกตางจากการคนหาขอมูลที่ใกลเคียงแบบทั่วไปดวย  

สําหรับหลักในการพิจารณาคา best_so_far เพ่ือใชในการเปรียบเทียบคา
ระยะทางในงานวิจัยน้ี จะมีอยูดวยกัน 4 กรณี คือ  
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1. ถาขอมูลในรายการเพลงยังมีจํานวนไมครบตามตองการ และในรายการเพลง
ไมมีเพลงเดียวกันกับขอมูลที่ใชในการพิจารณา คา best_so_far จะมีคาเปน
อนันต  

2. ถาขอมูลในรายการเพลงยังมีจํานวนไมครบตามตองการ แตในรายการเพลงมี
เพลงเดียวกันกับขอมูลที่ใชในการพิจารณา คา best_so_far จะมีคาเทากับคา
ระยะทางของขอมูลเพลงในรายการเพลงที่ตรงกันกับขอมูลที่จะนํามาใชในการ
พิจารณา 

3. ถาขอมูลในรายการเพลงมีจํานวนครบตามตองการ แตในรายการเพลงไมมี
เพลงเดียวกันกับขอมูลที่ใชในการพิจารณา คา best_so_far จะมีคาเทากับคา
ระยะทางสูงสุดในรายการเพลงนั้น  

4. ถาขอมูลในรายการเพลงมีจํานวนครบตามตองการ และในรายการเพลงมีเพลง
เดียวกันกับขอมูลที่ใชในการพิจารณา คา best_so_far จะมีคาเทากับคา
ระยะทางของขอมูลเพลงในรายการเพลงที่ตรงกันกับขอมูลที่จะนํามาใชในการ
พิจารณา 

สําหรับวิธีการใหคาเริ่มตนกับรายการเพลง 10 ลําดับแรกที่มีคุณลักษณะ
ใกลเคียงกับเสียงรองทํานองมากที่สุดนั้น สามารถแสดงเปนรหัสเทียม (Pseudo Code) ไดดังน้ี 

  

Algorithm 1 : Initialize_ResultList(Q)  
1: Q_16 ← reduceDimensionality(Q,16) 
2:  
3: Foreach C ∈ DATABASE do 
4:  C_envelope_16 ← DATABASE 
5:  dlb_16[C] ← LBPAA(Q_16,C_envelope_16) 
6:  If dlb_16[C] ≤  best_so_far_tmp then 
7:   TempList ← C,dlb_16[C] 
8:  EndIf 
9: EndFor 
10:  
11: Foreach C ∈ TempList do 
12:  C ← DATABASE 
13:  dist ← SWMnorm(Q,C,sfmin,sfmax,r) 
14:  ResultList ← C,dist 
15: EndFor 

รูปที่  3.5 รหัสเทียมสําหรับวิธีการใหคาเริ่มตนกับรายการเพลง 10 ลําดับแรก 

ในบรรทัดที่ 1 จะเปนการลดมิติขอมูลสอบถาม Q จากขนาด 128 มิติ ใหเหลือ
ขนาด 16 มิติ ซ่ึงจะไดขอมูลสอบถาม Q_16 และในบรรทัดที่ 3 ถึง 9 จะเปนสวนของการคนหา
ขอมูลที่มีคาระยะทางขอบเขตลางต่ําสุด 10 เพลงแรก โดยในบรรทัดที่ 3 ถึง 4 จะเปนการดึง
ขอมูลเสนขอบเขตบนและเสนขอบเขตลาง C_envelope_16 ที่ถูกลดมิติลงเหลือขนาด 16 
มิติของขอมูลที่จะใชในการเปรียบเทียบจากฐานขอมูลทีละตัว บรรทัดที่ 5 จะเปนการคิดคา
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ระยะทางขอบเขตลางระหวาขอมูลสอบถาม Q_16 กับเสนขอบเขตบนและเสนขอบเขตลาง 
C_envelope_16 ที่ไดจากบรรทัดที่ 4 ในบรรทัดที่ 6 7 และ 8 จะเปนการพิจารณาวา ขอมูล
ที่จะใชในการเปรียบเทียบดังกลาวสามารถที่จะเพ่ิมเขาไปในรายการเพลงชั่วคราว TempList 
ไดหรือไม โดยพิจารณาจาก ถาคาระยะทางขอบเขตลางที่ไดมีคานอยกวาหรือเทากับคา 
best_so_far_tmp ของรายการเพลงชั่วคราวน้ัน ก็จะสามารถเพิ่มขอมูลดังกลาวเขาไปใน
รายการได อยางไรก็ตามถาในรายการเพลงชั่วคราวมีเพลงเดียวกันกับขอมูลที่จะเพ่ิมเขาไป ก็
ใหปรับปรุงขอมูลในของเพลงที่ตรงกับกับขอมูลที่จะเพ่ิมในรายการเพลงชั่วคราวดวยขอมูลใหม 

จากนั้นในบรรทัดที่ 11 ถึง 15 จะเปนการนําขอมูลเพลงทั้งหมดในรายการเพลง
ชั่วคราวไปหาคาระยะทางจริงดวยวิธีการปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับ
การแปลงขอมูลใหเปนบรรทัดฐาน โดยงานวิจัยน้ีจะมีการกําหนดอัตราการหดและยืดขนาดมาก
ที่สุดไวที่ 0.6 เทาและ 1.6 เทา และความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะไวที่ 
5% ของความยาวขอมูลสอบถาม จากนั้นในบรรทัดที่ 14 จะเปนการเพิ่มขอมูลที่คํานวณคา
ระยะทางจริงแลวเขาสูรายการเพลงผลลัพธ ResultList ซ่ึงการเพิ่มขอมูลที่มีแนวโนมที่จะมี
คาระยะทางต่ํา ๆ ที่ไดจากการพิจารณาคาระยะทางขอบเขตลาง เขาไปในรายการเพลง 
ResultList จนเต็มรายการนี้เอง จะทําใหคา best_so_far ที่ไดมีคานอย ซ่ึงจะทําใหการ
ลดภาระการคํานวณขั้นตอนที่ 2 น้ัน สามารถทําไดอยางมีประสิทธิภาพ 

3.3.3.2 การคนหาขอมูลตามลําดับโดยใชฟงกชันขอบเขตลาง 

ขั้นตอนนี้จะเปนการคนหาขอมูลแบบตามลําดับของขอมูลเพลงที่เก็บอยูใน
ฐานขอมูลทีละตัว โดยเริ่มจากการพิจารณาคาระยะทางขอบเขตลางของวิธีที่นําเสนอ ระหวาง
ขอมูลสอบถามและขอมูลเพลงในฐานขอมูลที่ขนาด 32 มิติ โดยจะมีการแบงขนาดการหดหรือ
ยืดขนาดออกเปนสองชวง คือ การหดและยืดขนาดตั้งแต 0.6 เทาถึง 1 เทา และ 1.2 เทาถึง 1.6 
เทา ทั้งนี้เพ่ือใหการพิจารณาคาระยะทางขอบเขตลางมีความแมนยํามากยิ่งขึ้น และถาคา
ระยะทางขอบเขตลางที่ไดมีคานอยกวาคาพารามิเตอร best_so_far ก็จะมีการปรับขนาดเอกรูป
กับคุณลักษณะของเพลงที่จะใชในการเปรียบเทียบตามอัตราสวนการหดหรือยืดขนาดที่กําหนด
ไว โดยขอมูลเหลานี้จะเปนขอมูลที่ยังไมถูกลดมิติ พรอมทั้งแปลงขอมูลดังกลาวใหเปนบรรทัด
ฐาน จากนั้นจึงคํานวณคาระยะทางขอบเขตลางของไดนามิกไทมวอรปปงกับขอมูลเพลงที่ถูก
ปรับขนาดเอกรูปดังกลาว ซ่ึงถาคาระยะทางขอบเขตลางที่ไดยังคงมีคานอยกวาคาพารามิเตอร 
best_so_far ก็จะมีการคํานวณคาระยะทางจริงดวยวิธีไดนามิกไทมวอรปปงตอไป 

เพ่ือใหการคํานวณฟงกชันขอบเขตลางมีประสิทธิภาพมากยิ่งขึ้น ในงานวิจัยน้ี
จะมีการนําวิธีการหยุดคํานวณในตอนตน (Early Abandon) มาใชในการคํานวณหาคาระยะทาง
ขอบเขตลาง โดยมีแนวคิดคือ ถาคาระยะทางสะสมในการคํานวณคาระยะทางขอบเขตลางมีคา
มากกวาคา best_so_far แลว ใหหยุดการคํานวณระยะทางดังกลาวทันที เพราะวาแมจะมีการ
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คํานวณคาระยะทางขอบเขตลางดังกลาวตอไปจนจบการคํานวณ คาระยะทางที่ไดก็จะมากกวา
คา best_so_far เสมอ ซ่ึงก็คือ ขอมูลที่จะใชในการเปรียบเทียบดังกลาว ไมไดมีความคลายคลึง
กันกับขอมูลเสียงรองทํานองมากที่สุดใน 10 ลําดับแรก สําหรับแนวคิดนี้สามารถแสดงไดดัง 

รูปที่  3.6 

C

Q
LX

C = Candidate sequence
Q = Query sequence
UX = Upper envelope
LX  = Lower envelope

UX

accumulative_distance > best_so_far

 

รูปที่  3.6 วิธีการหยุดคํานวณในตอนตนของฟงกชันขอบเขตลาง 

นอกจากที่จะสามารถนําวิธีหยุดการคํานวณในตอนตนมาใชในการคํานวณ
ฟงกชันขอบเขตลางแลว วิธีไดนามิกไทมวอรปปงน้ันก็สามารถนําวิธีดังกลาวมาประยุกตใชเพ่ือ
เพ่ิมประสิทธิภาพในการคํานวณไดเชนกัน โดยการคํานวณระยะทางดวยวิธีไดนามิกไทม- 
วอรปปงจะสามารถหยุดการคํานวณไดทันที ถาคาระยะทางสะสมนอยสุดในแถวมีคามากกวาคา 
best_so_far เน่ืองจากแมจะมีการคํานวณระยะทางตอไป คาระยะทางที่ไดก็จะมีคามากกวาคา 

best_so_far เสมอ ซ่ึงแนวคิดดังกลาวสามารถแสดงไดดังรูปที่  3.7 
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C

Q

C

Q

minimum_distance > best_so_far  

รูปที่  3.7 วิธีการหยุดคํานวณในตอนตนของวิธีไดนามิกไทมวอรปปง ถาคาระยะทางนอยสุดใน
แถวมีคามากกวาคา best_so_far ใหหยุดการคํานวณระยะทางดังกลาวทันที 

สําหรับวิธีการคนหาขอมูลตามลําดับโดยใชฟงกชันขอบเขตลางสามารถแสดง
เปนรหัสเทียมไดดังรูปที่  3.8  

ในบรรทัดที่ 1 จะเปนการลดมิติของขอมูลสอบถามจากขนาด 128 มิติ ลงเหลือ
ขนาด 32 มิติ และในบรรทัดที่ 2 จะเปนสวนของการหาเสนขอบเขตบนและเสนขอบเขตลางของ
ขอมูลสอบถาม เพ่ือที่จะนําไปใชในการหาคาระยะทางขอบเขตลางตอไป ในบรรทัดที่ 4 ถึง 39 
น้ันจะเปนวิธีการคนหาขอมูลแบบตามลําดับทุกตัวในฐานขอมูลโดยใชวิธีการปรับขนาดเอกรูป
และไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐาน รวมทั้งใชฟงกชันขอบเขต
ลางในการเพิ่มประสิทธิภาพในการทํางาน บรรทัดที่ 5 มีไวเพ่ือตรวจสอบวาคาระยะทาง
ขอบเขตลางของขอมูลที่จะใชในการเปรียบเทียบที่ขนาด 16 มิติ ซ่ึงคํานวณไดจากขั้นตอนที่ 1 
มีคานอยกวาหรือเทากับคา best_so_far หรือไม และขอมูลที่จะใชในการเปรียบเทียบไม
เปนสมาชิกของ TempList หรือไม ถาประพจนดังกลาวเปนจริง จึงจะคํานวณคาระยะทาง
ตอไป ซ่ึงในบรรทัดที่ 6 จะเปนการดึงขอมูลเสนขอบเขตบนและเสนขอบเขตลางของขอมูลที่จะ
ใชในการเปรียบเทียบในกรณีที่ขอมูลมีการยืดหดตั้งแต 0.6 เทาถึง 1 เทา โดยขอมูลดังกลาวจะ
ถูกนําไปคํานวณหาคาระยะทางขอบเขตลางในบรรทัดที่ 7 สําหรับบรรทัดที่ 8 จะเปนการ
พิจารณาวาคาระยะทางขอบเขตลางที่ได มีคานอยกวาหรือเทากับคา best_so_far หรือไม 
ถาใช ก็ใหดึงขอมูลที่จะใชในการเปรียบเทียบจากฐานขอมูลออกมา  
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Algorithm 2 : Sequential_Search(Q)  
1: Q_32 ← reduceDimension(Q,32) 
2: Q_envelope_128 ← get_DTW_Envelope(Q,r) 
3:  
4: Foreach C ∈ DATABASE do 
5:  If dlb_16[C] ≤  best_so_far AND C ∉ TempList then 
6:   C_envelope_32_L ← DATABASE 
7:   dist ← LBPAAEARLY(Q_32,C_envelope_32_L) 
8:   If dist ≤  best_so_far then 
9:    C ← DATABASE 
10:    Foreach sf ∈ [0.6,0.8,1.0] 
11:     Csf ← RPnorm(C,sf) 
12:     dist ← LBDTWEARLY(Q_envelope_128,Csf) 
13:     If dist ≤  best_so_far then 
14:      dist ← DTW_EARLY(Q,Csf) 
15:      If dist ≤  best_so_far then 
16:       ResultList ← C,dist 
17:      EndIf 
18:     EndIf 
19:    EndFor 
20:   EndIf 
21:   C_envelope_32_H ← DATABASE 
22:   dist ← LBPAAEARLY(Q_32,C_envelope_32_H) 
23:   If dist ≤  best_so_far then 
24:    C ← DATABASE 
25:    Foreach sf ∈ [1.2,1.4,1.6] 
26:     Csf ← RPnorm(C,sf) 
27:     dist ← LBDTWEARLY(Q_envelope_128,Csf) 
28:     If dist ≤  best_so_far then 
29:      dist ← DTW_EARLY(Q,Csf) 
30:      If dist ≤  best_so_far then 
31:       ResultList ← C,dist 
32:      EndIf 
33:     EndIf 
34:    EndFor 
35:   EndIf 
36:  EndIf 
37: EndFor 
39: Return ResultList 

รูปที่  3.8 รหัสเทียมสําหรับวิธีการคนหาขอมูลตามลําดับโดยใชฟงกชันขอบเขตลาง 

จากนั้นในสวนของบรรทัดที่ 10 ถึง 19 จะเปนการคํานวณหาคาระยะทางจริง
ดวยวิธีการปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัด
ฐาน ซ่ึงจะเริ่มจากอัตราสวนการหดหรือยืดขนาดที่ 0.6  0.8 และ 1 เทา สําหรับในบรรทัดที่ 11 
จะเปนนําขอมูลในสวนตนของขอมูลที่จะใชในการเปรียบเทียบที่ขนาดของขอมูลสอบถามคูณ
ดวยอัตราสวนการหดหรือยืดขนาดที่ใช จากนั้นจึงแปลงขอมูลดังกลาวใหเปนบรรทัดฐานและหด
ขนาดของขอมูลน้ันใหเทากับขนาดของขอมูลสอบถาม ในบรรทัดที่ 12 จะเปนการคํานวณหา
ระยะทางขอบเขตลางของวิธีไดนามิกไทมวอรปปงระหวางเสนขอบเขตบนและเสนขอบเขตลาง
ของขอมูลสอบถามกับขอมูลที่จะใชในการเปรียบเทียบที่ไดจากบรรทัดที่ 11 และในบรรทัดที่ 13 
จะเปนเง่ือนไขในการพิจารณาคาระยะทางขอบเขตลางนั้น ในบรรทัดที่ 14 จึงจะเปนการ
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คํานวณคาระยะทางจริงดวยไดนามิกไทมวอรปปง ซ่ึงคาระยะทางจริงที่ไดจะถูกพิจารณาตอใน
บรรทัดที่ 15 และนําไปเพิ่มใหกับรายการเพลงที่จะเปนคําตอบ ResultList ในบรรทัดที่ 16 
ตอไป สําหรับบรรทัดที่ 21 ถึง 35 ก็จะมีลักษณะเชนเดียวกันกับรหัสเทียมในบรรทัดที่ 9 ถึง 20 
สุดทายผลลัพธของขั้นตอนวิธีน้ีก็คือ รายการเพลงที่ใกลเคียงกับเสียงรองทํานองมากที่สุด 10 
ลําดับแรก 

อยางไรก็ตาม สําหรับวิธีการคนหาขอมูลที่ไดนําเสนอไปนั้น นอกจากจะมี
ขั้นตอนในการคนหาขอมูลอยูดวยกัน 2 ขั้นตอนแลว สิ่งสําคัญอีกประการหนึ่งก็คือ การจัดการ
โครงสรางของฐานขอมูล เพ่ือใหวิธีการคนหาขอมูลที่นําเสนอ สามารถทํางานไดอยางมี
ประสิทธิภาพ 

3.3.3.3 โครงสรางของฐานขอมูล 

จากวิธีการคนหาขอมูลที่นําเสนอนั้น จะมีการคนหาขอมูลแบบตามลําดับจาก
หนวยเก็บขอมูลแบบทุติยภูมิจํานวน 2 ครั้งดวยกัน ก็คือในขั้นตอนที่ 1 และข้ันตอนที่ 2 โดยใน
ขั้นตอนที่ 1 จะเปนการดึงขอมูลเสนขอบเขตบนและเสนขอบเขตลางของขอมูลเพลงที่ถูกลดมิติ
ลงเหลือขนาด 16 มิติ และในขั้นตอนที่ 2 จะเปนการดึงขอมูลเสนขอบเขตบนและเสนขอบเขต
ลางสําหรับชวงการหดหรือยืดขนาดของขอมูล 2 ชวงที่ถูกลดมิติลงเหลือขนาด 32 มิติ พรอมทั้ง
ดึงขอมูลอนุกรมเวลาที่เปนคุณลักษณะของเพลงที่จะใชในการเปรียบเทียบ  

ดังนั้นในการออกแบบโครงสรางของฐานขอมูลในงานวิจัยน้ี จะมีการสรางแฟม
ฐานขอมูลอยูดวยกัน 2 แฟม เพ่ือรองรับการคนหาขอมูลทั้งสองขั้นตอน โดยในแฟมฐานขอมูล
แรก จะเก็บขอมูลที่จะมีการเรียกใชจากขั้นตอนที่ 1 ซ่ึงก็คือ รหัสคุณลักษณะของเพลง และ 
ขอมูลเสนขอบเขตบนและเสนขอบเขตลางที่ถูกลดมิติลงเหลือขนาด 16 มิติ สําหรับแฟม
ฐานขอมูลที่สอง จะเก็บขอมูลที่จะมีการเรียกใชจากขั้นตอนที่ 2 ซ่ึงก็คือ รหัสคุณลักษณะของ
เพลง ขอมูลเสนขอบเขตบนและเสนขอบเขตลางที่ถูกลดมิติลงเหลือขนาด 32 มิติ จํานวน 2 ชุด 
และขอมูลคุณลักษณะของเพลงที่จะใชในการเปรียบเทียบ 

สําหรับในบทน้ีไดมีการนําเสนอวิธีการพัฒนาระบบคนหาเพลงโดยการรอง
ทํานองซึ่งจะประกอบไปดวยองคประกอบ 3 สวนหลัก ๆ คือ การสกัดคุณลักษณะจากเสียงรอง
ทํานอง การสกัดคุณลักษณะจากเพลงในฐานขอมูล และวิธีการคนหาเพลงจากเสียงรองทํานอง 
ซ่ึงในงานวิจัยน้ีไดใชวิธีการปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูล
ใหเปนบรรทัดฐาน รวมทั้งยังไดนําเสนอฟงกชันขอบเขตลางของวิธีดังกลาวเพ่ือใหสามารถ
คนหาขอมูลไดอยางมีประสิทธิภาพมากยิ่งขึ้น พรอมทั้งนําเสนอวิธีคนหาขอมูลเพลงภายใต
ฐานขอมูลที่ มีขนาดใหญโดยใชฟงกชันขอบเขตลาง อยางไรก็ตามการทดลองในเรื่อง
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ประสิทธิภาพทั้งในดานความแมนยําและความเร็วของวิธีที่นําเสนอนั้น จะมีการนําเสนอในลําดับ
ถัดไป 
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บทที่  4 

การทดลองและวิเคราะหผล 

สําหรับงานวิจัยน้ี เพ่ือที่จะสามารถประเมินคุณภาพและประสิทธิภาพของวิธีที่
นําเสนอไดอยางครบถวน ดังน้ันจะแบงการทดลองออกเปนสองสวนหลัก ๆ ดวยกัน คือ  
1. การทดลองเพื่อวิเคราะหคุณภาพฟงกชันขอบเขตลางของวิธีปรับขนาดเอกรูปและไดนามิก-
ไทมวอรปปงที่รองรับวิธีการแปลงขอมูลใหเปนบรรทัดฐาน และ 2. การทดลองเกี่ยวกับ
ประสิทธิภาพ ทั้งในดานความแมนยําและความเร็วในการคนหาเพลงโดยการรองทํานองจากวิธี
ที่นําเสนอ 

4.1 การทดลองเพื่อวิเคราะหคุณภาพฟงกชันขอบเขตลางที่นําเสนอ 

ในการคํานวณหาคาระยะทางจริงดวยวิธีปรับขนาดเอกรูปและไดนามิกไทม-
วอรปปงที่รองรับการแปลงขอมูลใหเปนบรรทัดฐานนั้น จะใชระยะเวลาในการประมวลผลนาน 
ทําใหไมสามารถคนหาขอมูลภายใตฐานขอมูลที่มีขนาดใหญไดอยางรวดเร็วและมีประสิทธิภาพ 
ดังนั้นจึงตองมีฟงกชันขอบเขตลางที่สามารถประมวลผลไดอยางรวดเร็ว รวมทั้งสามารถลด
ปริมาณขอมูลที่จะตองคํานวณหาคาระยะทางจริงไดเปนจํานวนมาก มาใชในการคนหาขอมูล 
อยางไรก็ตามการวัดคุณภาพของฟงกชันขอบเขตลางโดยทั่วไปนั้นจะสามารถวัดไดหลากหลาย
วิธี แตหน่ึงในวิธีที่ไดรับความนิยมมากที่สุดก็คือ การวัดความสามารถในการลดปริมาณขอมูลที่
จะตองคํานวณคาระยะทางจริง (Pruning Power) [2] ซ่ึงก็คือ อัตราสวนของจํานวนขอมูลที่ไม
ตองคํานวณคาระยะทางจริง หารดวยจํานวนขอมูลทั้งหมด ดังแสดงในสมการที่ ( 4.1) โดยใน
งานวิจัยน้ี จะมีการนําวิธีดังกลาวมาใชวัดคุณภาพของฟงกชันขอบเขตลางที่นําเสนอ 

Number of pruned candidatesPruning Power
Total number of candidate sequences

=  ( 4.1) 

ดังน้ันเพ่ือที่จะวัดคุณภาพฟงกชันขอบเขตลางของวิธีที่นําเสนอ ในการทดลอง
น้ีจะพัฒนาระบบคนหาเพลงโดยการรองทํานองอยางงาย มาใชในการวัดคุณภาพของฟงกชัน
ขอบเขตลางดังกลาว โดยระบบคนหาเพลงโดยการรองทํานองอยางงายนั้น จะเปนการคนหา
เพลงที่มีคุณลักษณะใกลเคียงกับเสียงรองทํานองมากที่สุดเพยีงเพลงเดียว 

ฐานขอมูลเพลงที่ใชในการทดลองนี้จะใชแฟมขอมูลมิดิ โดยจะมีขนาดตั้งแต 
100 เพลง ไปจนถึง 2,000 เพลง และสําหรับการสกัดคุณลักษณะของเพลงนั้น สามารถทําได
โดยใชวิธีการเลื่อนหนาตาง เพ่ือที่จะตัดแบงขอมูลคอนทัวรระดับเสียงที่ความยาว sfmax∗150 
มิติ โดยที่ sfmax คือ อัตราสวนการยืดขนาดสูงสุด ซ่ึงในการทดลองนี้ กําหนดให sfmax มีคา
เทากับ 1.4 และใหขอมูลเสียงรองทํานองมีความยาวสูงสุดที่ 150 มิติ สําหรับขอมูลเสียงรอง
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ทํานองในการทดลองนี้ ไดสุมเก็บตัวอยางเสียงรองทํานองจํานวน 55 ตัวอยาง จากผูรองจํานวน 
12 คน ซ่ึงไมมีพ้ืนฐานในการรองเพลง 

เพ่ือที่จะประเมินคุณภาพของฟงกชันขอบเขตลางที่ นําเสนอไปไดอยาง
ครบถวน งานวิจัยน้ีจะแบงการทดลองออกเปน 3 การทดลองยอย ๆ เพ่ือพิจารณาถึงปจจัยตาง 
ๆ ที่มีผลกระทบตอคุณภาพของฟงกชันขอบเขตลาง ซ่ึงก็คือ ความยาวของขอมูลสอบถาม 
อัตราสวนการหดและยืดขนาดสูงสุด ความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะ และ
ขนาดของฐานขอมูล 

การทดลองแรกจะพิจารณาปจจัยเกี่ยวกับความยาวของขอมูลสอบถาม และ
อัตราสวนการหดและยืดขนาดสูงสุด ที่จะมีผลตอความสามารถในการลดปริมาณขอมูลที่จะตอง
คํานวณคาระยะทางจริง โดยจะมีการทดลองกับขอมูลสอบถามที่ความยาว 75 100 125 และ 
150 มิติ รวมทั้งมีการปรับอัตราสวนการหดและยืดขนาดสูงสุดที่อัตราสวนตาง ๆ อยางไรก็ตาม 
ในการทดลองนี้ จะทดลองภายใตฐานขอมูลอนุกรมเวลาขนาด 22,441 อนุกรม ซ่ึงสกัดจาก
เพลงจํานวน 100 เพลง และกําหนดใหความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะไวที่ 

4% โดยผลการทดลองนี้ สามารถแสดงเปนกราฟดังรูปที่  4.1 
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รูปที่  4.1 ความสามารถในการลดปริมาณขอมูลที่จะตองคํานวณคาระยะทางจริงของขอมูล
สอบถามที่ความยาวและอัตราสวนการหดและยืดขนาดตาง ๆ 
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จากผลการทดลองในรูปที่  4.1 จะเห็นไดวาฟงกชันขอบเขตลางที่นําเสนอนั้น 
สามารถลดปริมาณขอมูลที่จะตองคํานวณคาระยะทางจริงไดเปนจํานวนมาก ทําใหมีขอมูลเพียง
สวนนอยเทานั้นที่จะตองคํานวณคาระยะทางจริง อยางไรก็ตามปจจัยเรื่องความยาวของขอมูล
สอบถามนั้น เม่ือขอมูลสอบถามมีความยาวมากขึ้น แนวโนมความสามารถในการลดปริมาณ
ขอมูลที่จะตองคํานวณคาระยะทางจริงก็จะลดลง ซ่ึงสอดคลองกับอัตราสวนการหดและยืดขนาด
สูงสุด ที่ความสามารถในการลดปริมาณขอมูลน้ันจะลดลง เม่ืออัตราสวนการหดและยืดขนาด
สูงสุดมีขนาดกวางขึ้น 

สําหรับการทดลองที่สอง จะพิจารณาปจจัยเกี่ยวกับความยาวของขอมูล
สอบถาม และความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะ โดยจะมีการทดลองกับ
ขอมูลสอบถามที่ความยาว 75 100 125 และ 150 มิติ รวมทั้งมีการปรับความกวางของเงื่อนไข
บังคับโดยรวมแบบซาโก-ชิบะที่ขนาด 0% 2% 4% 6% 8% และ 10% ของความยาวขอมูล
สอบถาม อยางไรก็ตาม ในการทดลองนี้ จะทดลองภายใตฐานขอมูลอนุกรมเวลาขนาด 22,441 
อนุกรม ซ่ึงสกัดจากเพลงจํานวน 100 เพลง และกําหนดใหอัตราสวนการหดและยืดขนาดสูงสุด

ไวที่ 0.8 ถึง 1.2 เทา โดยผลการทดลองสามารถแสดงเปนกราฟดังรูปที่  4.2  
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รูปที่  4.2 ความสามารถในการลดปริมาณขอมูลที่จะตองคํานวณคาระยะทางจริงของขอมูล
สอบถามที่ความยาว และความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะที่ขนาดตาง ๆ 

ผลการทดลองในรูปที่  4.2 จะสอดคลองกับผลการทดลองในรูปที่  4.1 ที่วาเม่ือ
ขอมูลสอบถามมีความยาวมากขึ้น ความสามารถในการลดปริมาณขอมูลที่จะตองคํานวณคา
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ระยะทางจริงก็จะมีแนวโนมที่ลดลง อยางไรก็ตามปจจัยในเรื่องของความกวางของเงื่อนไขบังคับ
โดยรวมแบบซาโก-ชิบะนั้น ดูเหมือนจะสงผลกระทบกับความสามารถในการลดปริมาณขอมูลที่
จะตองคํานวณคาระยะทางจริงนอย แตก็มีแนวโนมที่จะลดลงเม่ือความกวางของเงื่อนไขบังคับ
โดยรวมมีขนาดใหญขึ้น 

สําหรับการทดลองสุดทาย จะทดสอบในเรื่องขนาดของฐานขอมูลที่จะสงผล
กระทบกับความสามารถในการลดปริมาณขอมูลที่จะตองคํานวณคาระยะทางจริง โดยจะทดลอง
กับฐานขอมูลขนาด 22,441  55,595  107,993  220,378 และ 442,366 อนุกรม ซ่ึงสกัดจาก
เพลงจํานวณ 100  250  500  1,000 และ 2,000 เพลงตามลําดับ โดยที่กําหนดใหความยาว
ของขอมูลสอบถามเทากับ 100 มิติ อัตราสวนการหดหรือยืดขนาดสูงสุดที่ 0.8 ถึง 1.2 เทา และ
ความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะเทากับ 4% โดยผลการทดลองสามารถ
แสดงเปนกราฟดังรูปที่  4.3  
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รูปที่  4.3 ความสามารถในการลดปริมาณขอมูลที่จะตองคํานวณคาระยะทางจริง เม่ือฐานขอมูลมี
ขนาดตาง ๆ 

จากผลการทดลองในรูปที่  4.3 จะเห็นไดชัดวาความสามารถในการลดปริมาณ
ขอมูลที่จะตองคํานวณคาระยะทางจริงนั้น มีคาสูงขึ้นตามขนาดของฐานขอมูลที่มีขนาดใหญขึ้น 
ซ่ึงคุณลักษณะนี้จะเปนคุณลักษณะที่ตองการ เน่ืองจากเมื่อฐานขอมูลมีขนาดใหญขึ้น สัดสวน
ของปริมาณขอมูลที่จะตองคํานวณคาระยะทางจริงจะมีปริมาณลดลง ดังนั้นความเร็วในการ
คนหาก็จะไมเพ่ิมขึ้นเปนฟงกชันเชิงเสนเม่ือเปรียบเทียบกับปริมาณขอมูลที่เพ่ิมขึ้น แตจะมี
อัตราในการเพิ่มขึ้นนอยกวาฟงกชันเชิงเสน 
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โดยสรุป จากผลการทดลองทั้งหมดนั้น จะเห็นไดวาฟงกชันขอบเขตลางที่
นําเสนอสามารถลดปริมาณขอมูลที่จะตองคํานวณหาคาระยะทางจริงไดเปนจํานวนมาก ซ่ึงจะ
ชวยใหการคนหาขอมูลสามารถทํางานไดอยางรวดเร็วและมีประสิทธิภาพมากยิ่งขึ้น อยางไรก็
ตามปจจัยตาง ๆ ที่จะทําใหระยะหางระหวางเสนขอบเขตบนและเสนขอบเขตลางมีขนาดใหญ
ขึ้น ก็จะสงผลใหความสามารถในการลดปริมาณขอมูลที่จะตองคํานวณคาระยะทางจริงลดลง 
เน่ืองจากเมื่อระยะหางระหวางเสนขอบเขตบนและเสนขอบเขตลางมีขนาดใหญขึ้น คาระยะทาง
ที่ไดจากการคํานวณฟงกชันขอบเขตลางก็จะมีคานอยลง น่ันคือฟงกชันขอบเขตลางที่ใชในการ
คํานวณจะมีความกระชับลดลง ซ่ึงจะสงผลโดยตรงใหความสามารถในการลดปริมาณขอมูลน้ัน
ลดลงไปดวย อยางไรก็ตามความสามารถในการลดปริมาณขอมูลที่จะตองคํานวณคาระยะทาง
จริงจะสูงขึ้น ถาฐานขอมูลมีขนาดใหญขึ้น ซ่ึงเปนคุณลักษณะที่ดีและเปนที่ตองการอยางยิ่งใน
การนําไปประยุกตใชกับการคนหาขอมูลภายใตฐานขอมูลที่มีขนาดใหญ 

นอกจากนั้น ฟงกชันขอบเขตลางที่นําเสนอไป ยังสามารถที่จะนําไปใชรวมกับ
วิธีการคนหาขอมูลแบบอ่ืน ๆ ที่มีประสิทธิภาพสูงได เชน วิธีการคนหาขอมูลแบบดัชนี หรือ
วิธีการคนหาขอมูลแบบตามลําดับที่นําเสนอในงานวิจัยของ Sakurai และคนอื่น ๆ [3] ซ่ึงใน
งานวิจัยน้ีจะมีการนําวิธีดังกลาวมาประยุกตใช โดยจะมีการนําเสนอผลการทดลองถึง
ประสิทธิภาพของวิธีดังกลาวในลําดับถัดไป 

4.2 การทดลองเกี่ยวกับการวิเคราะหประสิทธิภาพของวิธีการคนหาเพลงโดยการรอง
ทํานองที่นําเสนอ 

สําหรับการทดลองเกี่ยวกับประสิทธิภาพของวิธีการคนหาเพลงโดยการรอง
ทํานองที่นําเสนอนั้น จะแบงการทดลองออกเปน 3 การทดลองหลัก ๆ คือ 1. การทดลองเพื่อ
วิเคราะหประสิทธิภาพของวิธีที่นําเสนอ 2. การทดลองเพื่อวิเคราะหความแมนยําของวิธีที่
นําเสนอเมื่อเปรียบเทียบกับวิธีอ่ืน ๆ และ 3. การทดลองเพื่อวิเคราะหความเร็วในการคนหา
เพลงเม่ือเปรียบเทียบกับวิธีอ่ืน ๆ โดยขอมูลเสียงรองทํานองที่จะมาใชเปนขอมูลสอบถาม
สําหรับระบบคนหาเพลงโดยการรองทํานองในการทดลองตาง ๆ น้ัน ไดสุมเก็บตัวอยางเสียง
รองทํานองจํานวน 100 ตัวอยาง จากผูรองทั้งสิ้น 15 คน เปนชายจํานวน 11 คน และเปนหญิง
จํานวน 4 คน โดยผูรองทุกคนไมเคยไดรับการฝกฝนทักษะการรองเพลงมากอน แตอาจมี
พ้ืนฐานทางดนตรีที่แตกตางกันไป เชน บางคนสามารถเลนเปยโนได บางคนสามารถเลนกีตาร
ได หรือบางคนไมเลนเคร่ืองดนตรีชนิดใดเลย สําหรับขั้นตอนการเก็บตัวอยางเสียงรองทํานอง 
ผูใชจะไดรับคําแนะนําใหรองทํานองอยางเปนธรรมชาติในทอนใดของเพลงในรายการที่กําหนด
ก็ได เปนระยะเวลาประมาณ 7-8 วินาที ซ่ึงสภาพแวดลอมในการทดสอบนั้น จะเปน
สภาพแวดลอมแบบเปด ทําใหอาจมีเสียงอ่ืนที่ไมใชเสียงรองทํานองเล็ดลอดเขาสูการทดลอง 
และในบางครั้งผูรองจะรองเน้ือเพลงแทนการรองทํานอง รวมไปถึงการรองทั้งเนื้อเพลงและ
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ทํานองเพลงปะปนกัน และอาจจะมีเสียงสนทนาของผูรองเล็ดลอดเขามาในแฟมขอมูลที่ใชใน
การทดลองอีกดวย  

สําหรับฐานขอมูลเพลงมิดิที่ใชในการทดสอบนั้น จะเปนเพลงสากลทั้งใน
ประเทศและตางประเทศ โดยในแตละการทดลองจะทดลองกับฐานขอมูลที่มีขนาดแตกตางกัน
ตั้งแต 100 เพลง ไปจนถึง 2,500 เพลง อยางไรก็ตามฐานขอมูลจริงที่จะถูกนํามาใชในการ
เปรียบเทียบความคลายคลึงกันกับเสียงรองทํานองก็คือ คอนทัวรระดับเสียงของแตละเพลง ซ่ึง
เปนคุณลักษณะที่สกัดไดจากแฟมขอมูลมิดิ โดยจะสกัดออกมาในรูปของขอมูลอนุกรมเวลา 
สําหรับจํานวนของคอนทัวรระดับเสียงในฐานขอมูลที่ขนาดตาง ๆ น้ัน สามารถแสดงไดดัง

ตารางที่  4.1  

ตารางที่  4.1 จํานวนของคอนทัวรระดับเสียงที่สกัดจากเพลงมิดิที่ฐานขอมูลขนาดตาง ๆ 

จํานวนเพลง 

(เพลง) 

จํานวนขอมูลอนุกรมเวลา 

(ขอมูล) 
100 20,567 
250 53,397 
500 99,468 
750 153,206 

1,000 203,461 
1,500 303,432 
2,000 391,823 
2,500 472,349 

 

นอกจากเสียงรองทํานองของผูใชและฐานขอมูลเพลงแลว สิ่งสําคัญอีกประการ
หน่ึงในการทําการทดลองนี้ก็คือ ระบบที่ใชในการทดลอง สําหรับระบบที่ใชในการทดลองนั้นใช
เครื่องโนตบุกคอมพิวเตอร Fujitsu รุน A6030 โดยมี Intel® Core™2 Duo Processor T7300 
ความเร็ว 2.0 GHz เปนซีพียูในการประมวลผล แรมขนาด 2 GB DDR2 ความเร็ว 667 MHz 
และจานบันทึกแบบแข็งขนาด 120 GB เชื่อมตอแบบ SATA ความเร็ว 5,400 รอบตอนาที 

ในสวนถัดไปจะเปนสวนของการทดลอง ผลการทดลอง และการวิเคราะหผล
ของการทดลองตาง ๆ 

4.2.1 การทดลองเพื่อวิเคราะหประสิทธิภาพของวิธีที่นําเสนอ 
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สําหรับการทดลองนี้ มีจุดประสงคเพ่ือที่จะวิเคราะหหาคาพารามิเตอรตาง ๆ ที่
สามารถรองรับความแปรผันที่เกิดจากการรองทํานองของผูใชไดอยางเหมาะสม รวมไปถึง
วิเคราะหความแมนยําและความเร็วของวิธีที่นําเสนอเมื่อฐานขอมูลมีขนาดตาง ๆ ดังนั้นในการ
ทดลองนี้จะแบงเปนการทดลองยอย ๆ ดวยกัน 4 การทดลอง คือ 1. การวิเคราะหหาอัตราสวน
การหดและยืดขนาดสูงสุดที่เหมาะสมสําหรับระบบคนหาเพลงโดยการรองทํานอง 2. การ
วิเคราะหหาคาความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะที่เหมาะสม 3. การวิเคราะห
ความแมนยําของวิธีที่นําเสนอเมื่อฐานขอมูลมีขนาดตาง ๆ 4. การวิเคราะหความเร็วของวิธีที่
นําเสนอเมื่อฐานขอมูลมีขนาดตาง ๆ 

4.2.1.1 การวิเคราะหหาอัตราสวนการหดและยืดขนาดสูงสุดที่เหมาะสมสําหรับระบบ
คนหาเพลงโดยการรองทํานอง 

การวิเคราะหหาอัตราสวนการหดและยืดขนาดสูงสุดที่เหมาะสมนั้น เพ่ือที่จะหา
อัตราสวนการหดและยืดขนาดที่เหมาะสมที่จะสามารถรองรับความแปรผันในเรื่องการรองชา
หรือการรองเร็วของผูใชได ซึ่งการวิเคราะหดังกลาวสามารถทําไดโดยการนําระบบคนหาเพลง
โดยการรองทํานองที่นําเสนอ มาทดลองภายใตฐานขอมูลเพลงขนาด 1,000 เพลง โดยมีการ
ปรับแกใหมีอัตราสวนการหดและยืดขนาดสูงสุดที่ 0.5 ถึง 2 เทา ซ่ึงมาจากแนวคิดในงานวิจัย
ตาง ๆ [4, 10] ที่วา ผูใชโดยทั่วไปมีโอกาสที่จะรองทํานองชาหรือเร็วกวาจังหวะของเพลงใน
ฐานขอมูลถึง 2 เทา และกําหนดใหมีการปรับอัตราสวนในการหดและยืดขนาดเพิ่มครั้งละ 0.1 
เทา น่ันคือ จะมีการหดและยืดขนาดที่อัตราสวน 0.5 0.6 0.7 ไปเรื่อย ๆ จนถึง 2.0 เทา
ตามลําดับและกําหนดใหความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะมีขนาดเทากับ 
5% โดยผลการทดลองนั้นสามารถแสดงไดดังรูปที่  4.4 

จากผลการทดลองจะเห็นไดชัดวาผูใชโดยสวนใหญ มีแนวโนมที่จะรองทํานอง
เร็วกวาจังหวะของเพลงในฐานขอมูล ทําใหจะตองมีการยืดขนาดของขอมูลสอบถามกอนที่จะวัด
คาระยะทาง อยางไรก็ตามอัตราสวนของการหดและยืดขนาดสูงสุดที่ไดจากการทดลองนี้จะมี
ขนาดเพียง 0.6 ถึง 1.7 เทา เทานั้น ซ่ึงเปนเหตุผลใหในงานวิจัยน้ีจะมีการกําหนดใหคา
อัตราสวนของการหดและยืดขนาดสูงสุดเทากับ 0.6 ถึง 1.6 เทา แทนที่จะกําหนดใหอัตราสวน
การหดและยืดขนาดสูงสุดที่ 0.5 ถึง 2.0 เทาเชนเดียวกับงานวิจัยอ่ืน ๆ โดยที่จะมีการปรับ
อัตราสวนการหดและยืดขนาดเพิ่มครั้งละ 0.2 เทา เพ่ือใหสามารถทํางานไดอยางถูกตองและ
รวดเร็ว อยางไรก็ตามแมวาการปรับอัตราสวนการหดและยืดขนาดใหเพ่ิมขึ้นครั้งละ 0.2 เทานั้น 
จะทําใหไมสามารถครอบคลุมชวง 0.6 ถึง 1.7 ไดอยางสมบูรณ แตจากการทดลองพบวา การ
ปรับอัตราสวนการหดและยืดขนาดที่ความละเอียดสูงกวานี้และกวางกวานี้ จะไมชวยใหความ
แมนยําเพิ่มขึ้นมากนัก 
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รูปที่  4.4 การกระจายตัวของเสียงรองทํานองที่มีจังหวะชาหรือเร็วกวาจังหวะเพลงในฐานขอมูล 
ที่อัตราสวนการหดและยืดขนาดตาง ๆ 

4.2.1.2 การวิเคราะหหาความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะที่
เหมาะสม 

สําหรับการวิเคราะหหาความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะที่
เหมาะสม จะมีการเปรียบเทียบความแมนยําในการคนหาขอมูล เม่ือความกวางของเงื่อนไข
บังคับโดยรวมแบบซาโก-ชิบะมีขนาดตาง ๆ คือ มีขนาดเทากับ 0% 5% และ 10% ของขนาด
ขอมูลสอบถาม โดยจะมีการทดลองกับฐานขอมูลขนาด 1,000 เพลง และอัตราสวนการหดและ
ยืดขนาดสูงสุดที่ 0.6 ถึง 1.6 เทา อยางไรก็ตาม ในการเปรียบเทียบความแมนยําของการคนหา
เพลงโดยการรองทํานองนั้น จะสามารถวัดไดโดยวัดความแมนยําในการคนหาเพลง 10 ลําดับ
แรก ซ่ึงผลการทดลองดังกลาวจะสามารถแสดงไดดังรูปที่  4.5 อยางไรก็ตามการวัดความแมนยํา
ในลักษณะนี้ อาจจะไมสะทอนถึงคุณภาพของคําตอบไดอยางชัดเจน เน่ืองจากไมไดพิจารณาถึง
ลําดับของคําตอบในรายการเพลงผลลัพธ ดังน้ันเพ่ือที่จะวิเคราะหคุณภาพของคําตอบไดอยาง
เหมาะสม ในการทดลองนี้จะมีการพิจารณาคาเฉลี่ยลําดับสวนกลับ (Mean Reciprocal Rank 
หรือ MRR) ในการวัดคาความแมนยํา ซ่ึงสามารถคํานวณไดดังน้ีสมการที่ ( 4.2) โดยที่ ranki 
คือ ลําดับของคําตอบในรายการเพลงผลลัพธของขอมูลสอบถามตัวที่ i และ n คือ จํานวนของ
ขอมูลสอบถาม 
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อยางไรก็ตาม ถาเพลงที่ตองการนั้นไมปรากฏอยูในรายการเพลงผลลัพธ จะ
กําหนดใหคาลําดับสวนกลับของขอมูลดังกลาวมีคาเทากับ 0 น่ันคือ ถาเพลงที่ตองการไมเคย
ปรากฏอยูในรายการเพลงผลลัพธ คาเฉลี่ยลําดับสวนกลับที่ไดก็จะมีคาเทากับ 0 ในทางกลับกัน 
ถาเพลงที่ตองการปรากฏอยูในรายการเพลงผลลัพธในลําดับที่ 1 เสมอ คาเฉลี่ยลําดับสวนกลบัก็
จะมีคาเทากับ 1 แสดงวาถาคาเฉลี่ยลําดับสวนกลับมีคาเขาใกล 1 มากเทาไร คุณภาพของ
คําตอบที่ไดก็จะมีคาสูงมากขึ้นเทานั้น ซ่ึงผลการทดลองเรื่องความแมนยําที่ใชคาเฉลี่ยลําดับ
สวนกลับในการพิจารณานั้น จะสามารถแสดงไดดังรูปที่  4.6 
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รูปที่  4.5 เปรียบเทียบความแมนยําในการคนหาเพลง 10 ลําดับแรก เม่ือความกวางของเงื่อนไข
บังคับโดยรวมแบบซาโก-ชบิะมีขนาดตาง ๆ  
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รูปที่  4.6 เปรียบเทียบคาเฉลี่ยลําดับสวนกลับในการคนหาเพลง เม่ือความกวางของเงื่อนไข
บังคับโดยรวมแบบซาโก-ชบิะมีขนาดตาง ๆ 

จากผลการทดลองในรูปที่  4.5 จะไดวา เม่ือคาความกวางของเงื่อนไขบังคับ
โดยรวมแบบซาโก-ชิบะมีขนาดเทากับ 5% และ 10% ความแมนยําในการคนหาขอมูลจะมีคาสูง
กวาเม่ือความกวางของเงื่อนไขบังคับดังกลาวมีขนาดเทากับ 0% อยางไรก็ตาม เม่ือคาความ
กวางของเงื่อนไขบังคับโดยรวมมีขนาดเทากับ 5% และ 10% น้ัน ความแมนยําในการคนหา
ขอมูลจะมีคาเทากัน แตเม่ือพิจารณาผลการทดลองในรูปที่  4.6 ประกอบ ซ่ึงจะเปนการวัด
คุณภาพของคําตอบที่ได จะเห็นไดชัดวาความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะที่
มีขนาดเทากับ 5% คุณภาพของผลลัพธในการคนหาขอมูลจะสูงกวาเม่ือความกวางของเงื่อนไข
บังคับดังกลาวมีขนาดเทากับ 10% ดังนั้นในงานวิจัยน้ีจึงกําหนดใหความกวางของเงื่อนไข
บังคับโดยรวมแบบซาโก-ชิบะในการทดลองอื่น ๆ มีคาเทากับ 5% ของความยาวขอมูลสอบถาม 

4.2.1.3 การวิเคราะหความแมนยําของวิธีที่นําเสนอเมื่อฐานขอมูลมีขนาดตาง ๆ 

สวนนี้จะเปนการวิเคราะหความแมนยําของวิธีการคนหาเพลงโดยการรอง
ทํานองที่นําเสนอ เม่ือฐานขอมูลมีขนาดตาง ๆ ตั้งแตขนาด 100 เพลง ไปจนถึงขนาด 2,500 
เพลง โดยจะมีการวัดความแมนยําในการคนหาเพลงโดยการรองทํานองใน 10 ลําดับแรก ซ่ึงผล
การทดลองจะแสดงในรูปที่  4.7 รวมทั้งจะมีการวัดคุณภาพของคําตอบที่ใชคาเฉลี่ยลําดับสวน

กลับในการวัดผล ดังแสดงในรูปที่  4.8 
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รูปที่  4.7 เปรียบเทียบความแมนยําในการคนหาเพลง 10 ลําดับแรกเม่ือฐานขอมูลมีขนาดตาง 
ๆ 
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รูปที่  4.8 เปรียบเทียบคาเฉลี่ยลําดับสวนกลับในการคนหาเพลง เม่ือฐานขอมูลมีขนาดตาง ๆ 
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จากผลการทดลองในรูปที่  4.7 และรูปที่  4.8 จะเห็นไดวา เม่ือฐานขอมูลมีขนาด
ใหญขึ้น แนวโนมทั้งความแมนยําและคุณภาพของคําตอบจะมีทิศทางที่ลดลง อยางไรก็ตาม 
อัตราในการลดลงของทั้งความแมนยําและคุณภาพของคําตอบนั้นจะลดลงอยางตอเน่ือง 
จนกระทั่งในชวงที่ฐานขอมูลมีขนาด 1,500 เพลง ถึง 2,500 เพลง ความแมนยําในการคนหา
ขอมูลแทบจะคงที่ น่ันคือ อยูในชวง 74% ถึง 73% ซ่ึงถาพิจารณาคุณภาพของคําตอบที่แสดง
ในรูปที่  4.8 ประกอบ ก็จะเห็นไดวาคาเฉลี่ยลําดับสวนกลับในการคนหาขอมูลน้ันก็จะลดลงอยู
ในชวงแคบ ๆ คือ 0.6108 ถึง 0.5637 น่ันแสดงวา ถาฐานขอมูลมีขนาดใหญขึ้น ควาแมนยําของ
วิธีที่นําเสนอนั้นก็จะมีแนวโนมที่ลดลงในอัตราที่ลดลง ซ่ึงสอดคลองกับคุณภาพของคําตอบที่ได 
โดยคุณสมบัติน้ีถือเปนคุณสมบัติที่ตองการเปนอยางยิ่งในการพัฒนาวิธีการคนหาเพลงโดยการ
รองทํานอง รวมไปถึงระบบคนหาขอมูลแบบอ่ืน ๆ 

ถาวิเคราะหลึกลงไปถึงสัดสวนของลําดับเพลงที่ตองการ ในการคนหาขอมูล
ภายใตฐานขอมูลขนาด 1,000 เพลง ดังแสดงในรูปที่  4.9 จะเห็นวาวิธีคนหาเพลงโดยการรอง
ทํานองที่นําเสนอนั้นสามารถคนหาเพลงไดอยางถูกตองแมนยําและไดคําตอบที่มีคุณภาพสูง
มาก โดยที่ 59% ของเสียงรองทํานองที่ใชในการทดสอบทั้งหมด จะสามารถคนหาเพลงที่
ถูกตองไดในลําดับที่ 1 และ 18% ตอมาจะสามารถคนหาเพลงที่ถูกตองในลําดับที่ 2 ถึง 10 น่ัน
คือวิธีการคนหาเพลงโดยการรองทํานองที่นําเสนอ สามารถคนหาเพลงไดอยางถูกตองถึง 77% 
ภายใตฐานขอมูลขนาด 1,000 เพลง และโดยสวนใหญเพลงในอันดับแรกของรายการเพลง
ผลลัพธจะเปนเพลงที่ตองการ 
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รูปที่  4.9 สัดสวนของลําดับเพลงที่ตองการในการคนหาขอมูลภายใตฐานขอมูลเพลงขนาด 
1,000 เพลง 
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อยางไรก็ตาม ถาวิธีที่นําเสนอนั้นสามารถคนหาเพลงจากเสียงรองทํานองได
อยางแมนยํา แตไมสามารถทํางานไดอยางรวดเร็ว วิธีที่นําเสนอก็อาจจะไมสามารถนําไป
ประยุกตใชไดจริงกับระบบคนหาเพลงโดยการรองทํานอง ดังนั้นความเร็วในการคนหาขอมูลจึง
เปนสิ่งสําคัญอีกประการหนึ่งของระบบคนหาเพลงโดยการรองทํานอง ซ่ึงในงานวิจัยน้ีจะมีการ
วิเคราะหความเร็วของวิธีที่นําเสนอเมื่อฐานขอมูลมีขนาดตาง ๆ เพ่ือแสดงใหเห็นวาวิธีที่
นําเสนอนั้น สามารถคนหาขอมูลไดอยางรวดเร็วภายใตฐานขอมูลขนาดใหญ 

4.2.1.4 การวิเคราะหความเร็วของวิธีที่นําเสนอเมื่อฐานขอมูลมีขนาดตาง ๆ 

ในการวิเคราะหความเร็วของวิธีที่นําเสนอนั้น จะมีการนําแฟมขอมูลเสียงรอง
ทํานองประมาณ 5 ถึง 10 แฟม มาใชในการคนหาเพลงกอนทําการทดลอง เพ่ือที่จะปรับ
สภาพแวดลอมที่ใชในการทดสอบใหคงที่ จากนั้นจึงจะเร่ิมจับเวลาที่ใชในการคนหาเพลงจาก
แฟมขอมูลเสียงรองทํานองแตละแฟมและหาคาเฉลี่ยของระยะเวลาดังกลาว สุดทายจึงนํา
ผลลัพธที่ไดไปวิเคราะหตอไป อยางไรก็ตาม แมวาในระบบคนหาเพลงโดยการรองทํานองนั้น 
การคนหาขอมูลแตละคร้ังจะตองมีการสกัดคุณลักษณะเกี่ยวกับคอนทัวรระดับเสียงออกจาก
เสียงรองทาํนอง แตในงานวิจัยน้ี สนใจเฉพาะสวนของการคนหาเพลงเทานั้น ดังน้ันระยะเวลาที่
ได จะวัดเฉพาะขั้นตอนการคนหาขอมูลเทานั้น ผลการทดลองเกี่ยวกับการวิเคราะหความเร็ว

ของวิธีที่นําเสนอเมื่อฐานขอมูลมีขนาดตาง ๆ น้ัน สามารถแสดงไดดังรูปที่  4.10 
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รูปที่  4.10 เปรียบเทียบความเร็วในการคนหาเพลง เม่ือฐานขอมูลมีขนาดตาง ๆ 
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จากผลการทดลองจะเห็นไดวาสําหรับฐานขอมูลขนาด 1,000 เพลง ซ่ึง
ประกอบไปดวยขอมูลคอนทัวรระดับเสียงของเพลงจํานวน 203,461 ขอมูล วิธีการคนหาเพลง
โดยการรองทํานองที่นําเสนอนั้น สามารถคนหาขอมูลโดยใชระยะเวลาในการคนหาขอมูลเฉลี่ย
เพียง 9.22 วินาที อยางไรก็ตามแนวโนมระยะเวลาที่ใชในการคนหาเพลงนั้นจะมีคาสูงขึ้นตาม
ขนาดของฐานขอมูลที่ใช โดยในชวง 100 เพลงไปจนถึง 2,000 เพลง จะเห็นวาแนวโนม
ระยะเวลาที่ใชในการคนหานั้น จะมีคาต่ํากวาฟงกชันเชิงเสนกับขนาดของฐานขอมูล ซ่ึงอาจเปน
ผลมาจากฟงกชันขอบเขตลางที่นําเสนอนั้น จะมีคุณสมบัติที่เม่ือฐานขอมูลมีขนาดใหญขึ้น 
ความสามารถในการลดปริมาณขอมูลที่จะตองคํานวณคาระยะทางจริงก็จะมีคาสูงขึ้น อยางไรก็
ตาม เม่ือขนาดของฐานขอมูลเพ่ิมขึ้นไปจนถึง 2,500 เพลง ซ่ึงประกอบไปดวยขอมูลอนุกรม
เวลาจํานวน 472,349 ขอมูล ระยะเวลาที่ใชในการคนหากลับเพ่ิมสูงขึ้นอยางรวดเร็ว สําหรับ
ประเด็นปญหานี้ อาจเกิดมาจากฐานขอมูลขนาด 2,500 เพลงนั้น ไมสามารถที่จะจัดเก็บอยูบน
แรมไดอยางครบถวนตั้งแตในขั้นตอนการปรับสภาพแวดลอมของระบบ ทําใหจะตองมีการ
เขาถึงขอมูลบนจานบันทึกแบบแข็งในกรณีที่ขอมูลที่ตองการยังไมถูกจัดเก็บอยูบนแรม ซ่ึงจะ
สงผลใหการคนหาขอมูลโดยรวมทั้งหมดชาลง 
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รูปที่  4.11 การกระจายตัวของระยะเวลาในการคนหาเพลงจากเสียงรองทํานองภายใตฐานขอมูล
ขนาด 1,000 เพลง 

อยางไรก็ตาม ถามีการวิเคราะหลึกลงไปถึงการกระจายตัวของระยะเวลาที่ใชใน
การคนหาเพลงจากเสียงรองทํานองภายใตฐานขอมูลระดับ 1,000 เพลงดังแสดงในรูปที่  4.11 
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จะเห็นไดวาเกินกึ่งหน่ึงของขอมูลสอบถามจะใชระยะเวลาในการคนหาขอมูลไมถึง 10 วินาที 
และระยะเวลาในการคนหาขอมูลที่เร็วที่สุดจะอยูที่ 4.63 วินาที สวนระยะเวลาในการคนหา
ขอมูลที่นานที่สุดในการทดลองนี้จะอยูที่ 17.24 วินาที 

จากการทดลองเพื่อวิเคราะหประสิทธิภาพของวิธีที่นําเสนอไปนั้น จะเห็นไดวา
วิธีที่นําเสนอสามารถคนหาขอมูลเพลงไดอยางถูกตองแมนยําและรวดเร็ว ภายใตฐานขอมูล
ขนาดใหญ อยางไรก็ตาม เพ่ือที่จะแสดงใหเห็นวาวิธีที่นําเสนอนั้นสามารถคนหาเพลงไดอยางมี
ประสิทธิภาพเม่ือเทียบกับวิธีที่ใชในระบบคนหาเพลงโดยการรองทํานองโดยทั่วไป ดังน้ันใน
งานวิจัยน้ีจึงจะมีการทําการทดลองเพื่อเปรียบเทียบความแมนยําและความเร็วของวิธีที่นําเสนอ
กับวิธีการคนหาแบบตาง ๆ 

4.2.2 การทดลองเพื่อวิเคราะหความแมนยําของวิธีที่นําเสนอเมื่อเปรียบเทียบ
กับวิธีอ่ืน ๆ 

สําหรับการทดลองในเรื่องความแมนยําของวิธีที่นําเสนอเมื่อเปรียบเทียบกับวิธี
อ่ืน ๆ น้ัน งานวิจัยน้ีจะนําวิธีที่นําเสนอมาเปรียบเทียบกับวิธีไดนามิกไทมวอรปปง ซ่ึงเปนวิธีที่
นิยมนํามาประยุกตใชกับระบบคนหาเพลงในการรองทํานอง เน่ืองจากมีความแมนยําสูง [4, 6, 
11, 28, 29] โดยวิธีไดนามิกไทมวอรปปงที่นํามาใชในการทดลองนั้น จะมีอยูดวยกัน 2 แบบ คือ 
วิธีไดนามิกไทมวอรปปงที่ไมมีการนําเงื่อนไขบังคับโดยรวมมาใชในการคํานวณ และวิธีไดนา-
มิกไทมวอรปปงที่ใชเง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะที่ขนาด 10% รวมทั้งนําวิธีปรับขนาด
กับไทมวอรปปง [2] ซ่ึงเปนวิธีที่ชวยใหวิธีไดนามิกไทมวอรปปงสามารถวัดระยะทางของขอมูลที่
มีการหดหรือยืดขนาดไดอยางเหมาะสมมากยิ่งขึ้น สําหรับรายละเอียดของวิธีที่จะนํามาใชใน
การเปรียบเทียบนั้น จะสามารถแสดงไดดังตอไปน้ี 

1. วิธีไดนามิกไทมวอรปปงที่ไมมีการนําเงื่อนไขบังคับโดยรวมมาใชในการ
คํานวณ โดยในการนําวิธีดังกลาวมาใชน้ัน จะใชแนวคิดการคนหาแบบการ
เปรียบเทียบขอมูลทั้งลําดับ ซ่ึงเปนวิธีเดียวกับวิธีที่นํามาใชในงานวิจัยน้ี 
รวมทั้งมีการตัดแบงขอมูลคอนทัวรระดับเสียงออกจากแฟมขอมูลมิดิ แปลง
ขอมูลอนุกรมเวลาที่ไดใหเปนบรรทัดฐานดวยคาเฉลี่ย และการสกัดคุณลักษณะ
ออกจากเสียงรองทํานอง ซ่ึงทั้งหมดนั้นจะเปนวิธีเดียวกันกับวิธีที่นําเสนอ ทั้งน้ี
เพ่ือที่จะสามารถเปรียบเทียบความแมนยําของวิธีการตาง ๆ ไดอยางเหมาะสม 
รวมทั้งจะมีการเปรียบเทียบขอมูลที่มีการหดและยืดขนาดที่ความยาว 0.5 เทา 
1 เทา และ 2 เทาตามลําดับ ซ่ึงเปนขั้นตอนที่มักจะนํามาประยุกตใชในงานวิจัย
ตาง ๆ เพ่ือใหวิธีไดนามิกไทมวอรปปงสามารถรองรับความแปรผันของผูใชได
อยางสมบูรณมากยิ่งขึ้น 
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2. วิธีไดนามิกไทมวอรปปงที่ใชเ ง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะ โดย
กําหนดใหความกวางของเงื่อนไขขอบังคับโดยรวมมีขนาดเทากับ 10% สําหรับ
การนําวิธีดังกลาวมาใชในการทดลองนั้น จะมีการจัดเตรียมฐานขอมูล การสกัด
คุณลักษณะจากเสียงรองทํานอง และการหดหรือยืดขนาดเชนเดียวกันกับใน
การทดลองที่ใชวิธีไดนามิกไทมวอรปปงที่ไมมีการนําเงื่อนไขบังคับมาใชในการ
คํานวณ อยางไรก็ตามในงานวิจัยของ Ratanamahatana และ Keogh [15] ได
แสดงใหเห็นวาความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะนั้น จะ
สงผลกระทบตอความแมนยําในการคนหา ดังนั้นการทดลองในงานวิจัยน้ี ไดมี
การเปรียบเทียบความแมนยําในการคนหาขอมูลเม่ือความกวางของเงื่อนไข
บังคับดังกลาวมีขนาดตาง ๆ ทั้งนี้ เพ่ือที่จะหาความกวางของเงื่อนไขบังคับ
โดยรวมที่จะใหความแมนยําในการคนหาขอมูลสูงสุด ซ่ึงผลลัพธที่ไดก็คือ 
ความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะที่ขนาด 10% จะใหความ
แมนยําสูงสุด ซ่ึงสอดคลองกับผลการทดลองในงานวิจัยกอนหนานี้ [10] รวมทั้ง
มีการนําฟงกชันขอบเขตลางของวิธีไดนามิกไทมวอรปปงมาใชในการคนหา
ดวย เพ่ือที่จะสามารถคนหาขอมูลไดอยางรวดเร็วมากยิ่งขึ้น 

3. วิธีปรับขนาดกับไทมวอรปปง วิธีดังกลาวเปนวิธีที่เสนอในงานวิจัยของ Fu และ
คนอ่ืน ๆ [2] ซ่ึงเปนวิธีที่ชวยใหวิธีไดนามิกไทมวอรปปงสามารถวัดระยะทาง
ของขอมูลที่มีการหดหรือยืดขนาดไดอยางเหมาะสมมากยิ่งขึ้น อยางไรก็ตาม 
เน่ืองจากงานวิจัยดังกลาวไมไดมีวัตถุประสงคเพ่ือที่จะวิจัยระบบคนหาเพลง
โดยการรองทํานองเปนหลัก รวมทั้งแนวคิดในงานวิจัยน้ี เร่ิมตนมาจากงานวิจัย
ดังกลาว ดังน้ันการกําหนดคาพารามิเตอรตาง ๆ สําหรับวิธีดังกลาว จะใชคา
เดียวกันกับวิธีที่นําเสนอ น่ันคือ กําหนดใหใหอัตราสวนการหดและยืดขนาด
สูงสุดเทากับ 0.6 ถึง 1.6 เทา โดยจะมีการปรับอัตราสวนการหดและยืดขนาด
ครั้งละ 0.2 เทา ความกวางของเงื่อนไขบังคับโดยรวมแบบซาโก-ชิบะเทากับ 
5% นอกจากนี้จะมีการแปลงขอมูลอนุกรมเวลาในฐานขอมูลดังกลาวใหเปน
บรรทัดฐานดวยคาเฉลี่ย เพ่ือที่จะใหวิธีปรับขนาดกับไทมวอรปปงสามารถวัด
คาระยะทางไดอยางถูกตองแมนยํามากยิ่งขึ้น รวมทั้งการนําฟงกชันขอบเขต
ลางของวิธีดังกลาวมาประยุกตใชเพ่ือใหสามารถคนหาขอมูลไดอยางรวดเร็ว 

เพ่ือใหการเปรียบเทียบความแมนยําของวิธีที่ตาง ๆ สามารถทําไดอยาง
ครบถวน ดังน้ันในงานวิจัยน้ี จะมีการเปรียบเทียบความแมนยําในการคนหาเพลงที่ใกลเคียงกับ
เสียงรองทํานองมากที่สุด 10 อันดับแรก และเปรียบเทียบคุณภาพของคําตอบที่ไดจากการ
คนหาดวยคาเฉลี่ยลําดับสวนกลับ โดยผลการทดลองดังกลาวสามารถแสดงไดดังรูปที่  4.12 และ

รูปที่  4.13 ตามลําดับ 
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จากผลการทดลองในรูปที่  4.12 และรูปที่  4.13 จะเห็นไดชัดวาวิธีที่นําเสนอนั้น 
สามารถคนหาขอมูลไดอยางถูกตองแมนยํามากกวาวิธีตาง ๆ ที่เคยนํามาประยุกตใชกับระบบ
คนหาเพลงโดยการรองทํานองทั้งหมด ตัวอยางเชน ภายใตฐานขอมูลเพลงขนาด 1,000 เพลง 
วิธีที่นําเสนอนั้นสามารถคนหาเพลงไดถูกตองถึง 77% เม่ือเปรียบเทียบกับวิธีปรับขนาดกับไทม
วอรปปงที่สามารถคนหาเพลงไดถูกตองเพียง 59% ซ่ึงเปนวิธีที่มีความแมนยํารองลองมา ถัดมา
จะเปนวิธีไดนามิกไทมวอรปปงที่ใชเง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะที่ขนาด 10% ซ่ึงมี
ความถูกตอง 57% และวิธีที่มีความแมนยํานอยที่สุดในการทดลองนี้ก็คือ วิธีไดนามิกไทม- 
วอรปปงที่ไมใชเง่ือนไขบังคับโดยรวมในการคํานวณ ซ่ึงจะมีความถูกตองอยูที่ 47% และเม่ือ
พิจารณาในสวนของคุณภาพของคําตอบที่ไดน้ัน วิธีที่นําเสนอก็ยังคงใหคําตอบที่มีคุณภาพสูง
สุด คือมีคาเฉลี่ยลําดับสวนกลับอยูที่ 0.6512 และวิธีที่มีคุณภาพรองลงมาก็คือวิธีไดนามิกไทม-
วอรปปงที่ใชเง่ือนไขบังคับที่ขนาด 10% ซ่ึงจะมีคาเฉลี่ยลําดับสวนกลับอยูที่ 0.4494 ซ่ึงจะมี
คุณภาพใกลเคียงกับวิธีปรับขนาดกับไทมวอรปปงที่มีคาเฉลี่ยลําดับสวนกลับอยูที่ 0.4390 และ
วิธีที่ใหคําตอบที่มีคุณภาพต่ําที่สุดก็คือ วิธีไดนามิกไทมวอรปปงที่ไมใชเง่ือนไขบังคับในการ
คํานวณหาคาระยะทาง ซึ่งจะมีคาเฉลี่ยลําดับสวนกลับอยูที่ 0.2923 

แมวาวิธีการที่นําเสนอนั้นจะสามารถคนหาขอมูลไดอยางถูกตองแมนยํามาก
ที่สุด แตถาพิจารณาแนวโนนความแมนยําของวิธีตาง ๆ น้ัน จะเห็นไดวาทุกวิธี มีแนวโนมที่จะ
คนหาขอมูลไดถกูตองแมนยําลดลง เม่ือฐานขอมูลมีขนาดใหญขึ้น ซ่ึงอัตราในการลดลงดังกลาว 
จะมีคาใกลเคียงกันหมดสําหรับทุกวิธีที่นํามาใชในการเปรียบเทียบ น่ันแสดงวา ถามีการทดลอง
กับฐานขอมูลที่มีขนาดใหญขึ้น วิธีที่นําเสนอนั้นนาจะยังคงมีความแมนยําในการคนหาขอมูลสูง
ที่สุด  

สําหรับเหตุผลหลัก ๆ ที่ทําใหวิธีที่นําเสนอนั้น สามารถคนหาขอมูลไดถูกตอง
แมนยํากวาวิธีอ่ืน ๆ น่ันก็คือ การหดหรือยืดขนาดกอนการคํานวณระยะทาง และการแปลง
ขอมูลใหเปนบรรทัดฐานทุกครั้งที่มีการปรับขนาด ซ่ึงจากการทดลองจะเห็นวาวิธีที่นําเสนอ ซ่ึง
เปนวิธีที่มีการหดและยืดขนาดกอนการคํานวณนั้นจะใหคาความแมนยําสูงกวาวิธีไดนามิกไทม-
วอรปปงที่มีการหดและยืดขนาดเพียง 3 ระดับ ซ่ึงการหดและยืดขนาดนี้จะชวยใหขอมูลถูกหด
หรือยืดขนาดไปในอัตราสวนที่เหมาะสมกอนที่จะคํานวณคาระยะทาง ทําใหคาระยะทางระหวาง
ขอมูลสอบถามกับขอมูลที่มีลักษณะใกลเคียงกับขอมูลสอบถามนั้นมากที่สุดมีคาใกลกันมากขึ้น 
อยางไรก็ตาม แมวาวิธีปรับขนาดกับไทมวอรปปงจะมีการปรับขนาดเอกรูปที่ระดับตาง ๆ 
เชนกัน แตการที่ไมไดตระหนักถึงผลกระทบของการปรับขนาดวา เม่ือมีการหดหรือยืดขนาด
ของขอมูลออกไป ขอมูลที่จะใชในการเปรียบเทียบนั้นอาจจะไมอยูในระดับเดียวกันกับขอมูล
สอบถาม ทําใหเม่ือวัดคาระยะทางระหวางขอมูลทั้งสอง คาระยะทางที่ไดจะมีคามาก ซ่ึง
หมายถึงขอมูลทั้งสองมีความแตกตางกันมากนั่นเอง ดังน้ันการแปลงขอมูลใหเปนบรรทัดฐานจึง
มีความสําคัญอยางยิ่ง ดังแสดงในผลการทดลองจะเห็นไดวา ทั้ง ๆ ที่วิธีที่นําเสนอกับวิธีปรับ
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ขนาดกับไทมวอรปปง จริง ๆ แลวจะแตกตางในสวนของการแปลงขอมูลใหเปนบรรทัดฐาน แต
วิธีที่นําเสนอนั้น กลับสามารถคนหาขอมูลไดแมนยํามากกวาถึง 18% ภายใตฐานขอมูลขนาด 
1,000 เพลง  

อยางไรก็ตาม มีขอสังเกตวาวิธีไดนามิกไทมวอรปปงที่ไมมีการนําเงื่อนไข
ขอบังคับโดยรวมมาใชในการคํานวณ จะเปนวิธีที่ใกลเคียงกับวิธีที่ใชเปรียบเทียบในงานวิจัย
ของ Dannenberg และคนอื่น ๆ [4] ที่แสดงใหเห็นวาวิธีไดนามิกไทมวอรปปงน้ัน มีความ
แมนยําสูงกวาวิธีการเปรียบเทียบสายอักขระแบบทั่วไป รวมทั้งวิธีเปรียบเทียบสายอักขระที่ใช
แบบจําลองฮิดเดนมารคอฟ ซ่ึงจากผลการทดลองจะเห็นวาวิธีที่นําเสนอนั้นสามารถคนหาขอมูล
ไดแมนยํามากกวาวิธีดังกลาวถึง 30% ภายใตฐานขอมูลขนาด 1,000 เพลง ดังน้ัน จึงสามารถ
กลาวเปนนัยไดวา วิธีที่นําเสนอนั้น สามารถคนหาขอมูลไดอยางแมนยํามากกวาวิธีการ
เปรียบเทียบสายอักขระทั้งสองดวย 

4.2.3 การทดลองเพื่อวิเคราะหความเร็วในการคนหาเพลงเมื่อเปรียบเทียบกับ
วิธีอ่ืน ๆ 

แมวาวิธีที่นําเสนอนั้นจะสามารถคนหาขอมูลไดอยางแมนยํา แตถาความ
แมนยําที่เพ่ิมขึ้น กลับสรางภาระในการคํานวณอยางมหาศาล วิธีที่นําเสนอก็อาจจะไมสามารถ
นําไปประยุกตใชกับระบบคนหาเพลงโดยการรองทํานองไดจริง สําหรับการทดลองเพื่อวิเคราะห
ความเร็วในการคนหาเพลงเมื่อเปรียบเทียบกับวิธีอ่ืน ๆ น้ี มีจุดประสงคเพ่ือที่จะแสดงใหเห็นวา
วิธีที่นําเสนอ ซ่ึงจะเปนการนําฟงกชันขอบเขตลางที่เสนอในงานวิจัยน้ี ไปประยุกตใชกับวิธีการ
คนหาขอมูลที่มีประสิทธิภาพ แลวจะสามารถคนหาขอมูลไดอยางรวดเร็ว เม่ือเปรียบเทียบกับวิธี
คนหาขอมูลโดยทั่วไป สําหรับวิธีที่จะนํามาใชในการเปรียบเทียบนั้นจะเปนวิธีเดียวกันกับวิธีที่
ใชเปรียบเทียบในการทดลองเรื่องความแมนยําที่ผานมา โดยในขั้นตอนการทดลองนั้น จะมีการ
นําขอมูลสอบถามจํานวนประมาณ 5 ถึง 10 ขอมูล มาใชในการคนหาขอมูลกอนการจับเวลาใน
การทดลอง เพ่ือที่จะปรับสภาพแวดลอมในการทดลองใหคงที่ โดยผลการทดลองนั้น สามารถ
แสดงไดดังรูปที่  4.14 

จากผลการทดลองในรูปที่  4.14 จะเห็นวาวิธีที่นําเสนอนั้นสามารถคนหาขอมูล
ไดอยางรวดเร็วภายใตฐานขอมูลขนาดใหญ แมวาภายใตฐานขอมูลขนาดถึง 1,000 เพลง ที่
ประกอบไปดวยขอมูลอนุกรมเวลาจํานวนทั้งสิ้น 203,461 ขอมูล ซ่ึงถาคํานวณเปนจํานวนครั้งที่
จะตองนํามาใชหาคาระยะทางดวยวิธีไดนามิกไทมวอรปปงก็จะเทากับ 1,220,766 ครั้ง แตเม่ือ
ใชฟงกชันขอบเขตลางที่นําเสนอรวมกับวิธีการคนหาที่มีประสิทธิภาพที่ไดรับการปรับปรุงให
เหมาะสมกับฟงกชันขอบเขตลางที่นําเสนอแลว วิธีที่นําเสนอก็จะสามารถคนหาเพลงโดยใช
เวลาเพียง 9.22 วินาที ซ่ึงเม่ือเปรียบเทียบกับวิธีไดนามิกไทมวอรปปงที่ไมมีการนําเงื่อนไข
บังคับมาใชในการคนหาที่ใชเวลาถึง 164.4 วินาที ซ่ึงวิธีดังกลาวไมมีการนําฟงกชันขอบเขตลาง
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มาประยุกตใชในการคนหา หรือแมแตวิธีปรับขนาดกับไทมวอรปปงที่ใชเวลาคนหาเทากับ 
38.03 วินาที ซ่ึงวิธีดังกลาวเปนวิธีที่มีลักษณะใกลเคียงกับงานวิจัยที่เสนอมากที่สุด แตไมไดมี
การนําวิธีการคนหาที่มีประสิทธิภาพมาประยุกตใช ทําใหความเร็วในการคนหาขอมูลน้ันจะชา
กวาวิธีที่นําเสนอ และวิธีไดนามิกไทมวอรปปงที่ใชเง่ือนไขบังคับโดยรวมแบบซาโก-ชิบะที่ขนาด 
10% จะใชเวลาในการคนหาขอมูลเทากับ 21.74 วินาที 
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รูปที่  4.14 เปรียบเทียบระยะเวลาในการคนหาเพลงของวิธีการคนหาแบบตาง ๆ 

ซ่ึงจากผลการทดลองนี้ พอจะสรุปไดวาฟงกชันขอบเขตลางที่นําเสนอนั้น
สามารถที่จะนํามาประยุกตใชกับวิธีคนหาขอมูลที่มีประสิทธิภาพสูง แลวจะชวยใหสามารถ
คนหาขอมูลไดอยางรวดเร็วภายใตฐานขอมูลขนาดใหญ แมวาจะมีการหดและยืดขนาดถึง 6 
ระดับดวยกัน 

จากผลการทดลองตาง ๆ ที่ไดนําเสนอไปนั้น จะเห็นไดวาวิธีคนหาเพลงโดย
การรองทํานองที่นําเสนอ สามารถคนหาเพลงจากเสียงรองทํานองไดอยางแมนยําและรวดเร็ว 
ซ่ึงในเรื่องความแมนยํานั้น วิธีที่นําเสนอจะมีความแมนยําสูงกวาวิธีอ่ืน ๆ ที่นํามาใชในการ
ทดลองทั้งหมด ซ่ึงแตละวิธีลวนเปนวิธีที่ไดรับการยอมรับจากนักวิจัยเปนจํานวนมากวามีความ
แมนยําสูง รวมทั้งในเรื่องความเร็วในการคนหา จากผลการทดลองจะเห็นไดวา วิธีนําเสนอนั้น
สามารถคนหาขอมูลไดอยางรวดเร็วภายใตฐานขอมูลที่มีขนาดใหญ 
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บทที่  5 

สรุปผลการวิจัย อภิปรายผล และขอเสนอแนะ 

งานวิจัยน้ี ไดนําเสนอวิธีการคนหาเพลงโดยการรองทํานองที่มีการประยุกตใช
เทคนิค การปรับขนาดเอกรูป ไดนามิกไทมวอรปปง และฟงกชันขอบเขตลางเขาไวดวยกัน 
เพ่ือที่จะใหวิธีการที่นําเสนอ สามารถคนหาเพลงไดอยางถูกตองแมนยําและรวดเร็ว โดยไดมี
การทําการทดลองและวิเคราะหผลไวอยางละเอียดดังที่นําเสนอในบทที่ 4 ซ่ึงจะเห็นไดวาวิธีที่
นําเสนอนั้นสามารถคนหาขอมูลไดอยางแมนยําและรวดเร็ว โดยผลจากการวิจัยทั้งหมดที่ได
นําเสนอไปนั้น สามารถสรุปไดดังน้ี 

5.1 สรุปผลการวิจัย 

1. วิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปน
บรรทัดฐาน สามารถที่จะนํามาประยุกตใชในระบบคนหาเพลงโดยการรองทํานอง และชวยให
การคนหาเพลงจากเสียงรองทํานองนั้นมีความแมนยําสูงถึง 77% ภายใตฐานขอมูลขนาด 1,000 
เพลง รวมทั้งคุณภาพของรายการเพลงผลลัพธที่ไดก็จะมีคุณภาพสูง ซ่ึงสวนใหญเพลงที่อยูใน
ลําดับที่ 1 ของรายการเพลงผลลัพธ จะเปนเพลงที่ตองการ โดยทั้งความแมนยําในการคนหา
เพลงและคุณภาพของรายการเพลงผลลัพธที่ไดจะมีคาสูงกวาวิธี อ่ืน ๆ ที่นํามาใชในการ
เปรียบเทียบทั้งหมด 

2. ฟงกชันขอบเขตลางที่นําเสนอ สามารถลดปริมาณขอมูลที่จะตองคํานวณคา
ระยะทางจริงไดเปนจํานวนมาก ทําใหมีขอมูลเพียงจํานวนนอยเทานั้นที่จะตองคํานวณคา
ระยะทางจริงดวยวิธีปรับขนาดเอกรูปและไดนามิกไทมวอรปปงที่รองรับการแปลงขอมูลใหเปน
บรรทัดฐาน โดยฟงกชันขอบเขตลางที่นําเสนอนั้น จะเปนปจจัยหลักที่จะชวยใหกระบวนการ
เปรียบเทียบความคลายคลึงกันของขอมูลสามารถทํางานไดอยางรวดเร็ว 

3. ฟงกชันขอบเขตลางที่นําเสนอสามารถที่จะนําไปประยุกตใชกับวิธีคนหาขอมูล
ที่มีประสิทธิภาพได ซ่ึงจะชวยใหสามารถคนหาขอมูลไดอยางรวดเร็วภายใตฐานขอมูลขนาด
ใหญ แมวาจะมีการหดและยืดขนาดของขอมูลที่อัตราสวนตาง ๆ โดยจากผลการทดลองจะเห็น
ไดวา ภายใตฐานขอมูลขนาด 1,000 เพลง วิธีที่นําเสนอนั้นสามารถคนหาขอมูลไดอยางรวดเร็ว 
โดยใชระยะเวลาในการคนหาขอมูลเฉลี่ยเพียง 9.22 วินาที 
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5.2 ขอเสนอแนะ 

จากวิธีที่นําเสนอนั้นจะเห็นวา แมวาวิธีที่นําเสนอจะสามารถคนหาขอมูลใน
ระดับ 1,000 เพลงไดอยางรวดเร็ว แตเม่ือฐานขอมูลมีขนาดใหญขึ้นจนถึงในระดับ 2,500 เพลง 
ซ่ึงเปนขนาดของฐานขอมูลที่ใหญที่สุดที่ไดมีการทดลอง จะใชระยะเวลาในการคนหาขอมูลเฉลี่ย
ถึง 30.71 วินาที และมีแนวโนมที่จะใชระยะเวลาในการคนหาขอมูลมากขึ้นเม่ือฐานขอมูลมี
ขนาดใหญขึ้น อยางไรก็ตามถาตองการที่จะคนหาขอมูลในระดับ 10,000 เพลงขึ้นไป วิธีที่
นําเสนอทั้งหมดนั้น อาจจะไมสามารถคนหาเพลงไดอยางรวดเร็ว อยางไรก็ตาม มีขอสังเกตวา
ฐานขอมูลที่นํามาใชในการทดลองนั้น แมวาจะมีขนาด 1,000 เพลง แตปริมาณขอมูลที่จะใชใน
การเปรียบเทียบจริงกลับสูงถึง 203,461 ขอมูล น่ันแสดงวาใน 1 เพลง จะมีการสกัดคุณลักษณะ
ตาง ๆ ของเพลงนั้นออกมาถึงประมาณ 200 คุณลักษณะ ซ่ึงถือวาปริมาณขอมูลที่ใชในงานวิจัย
นี้มากกวาปริมาณขอมูลที่ใชงานวิจัยอ่ืน ๆ มาก เน่ืองจากในงานวิจัยอ่ืน ๆ มักจะสกัด
คุณลักษณะเฉพาะของทอนสรอยในเพลงออกมาเทานั้น ดังตัวอยางเชน งานวิจัยของ 
Dannenberg และคนอื่น ๆ [4, 7] จะมีการทดสอบกับขอมูลสองชุด โดยขอมูลในชุดแรก 
ฐานขอมูลเพลงที่ใชน้ันจะมีขนาด 258 เพลง ซ่ึงจะมีการสกัดคุณลักษณะของเพลงเฉพาะใน
ทอนสรอยออกมาได 2,844 คุณลักษณะ และในขอมูลชุดที่สอง ฐานขอมูลเพลงจะมีขนาด 868 
เพลง ซ่ึงจะมีการสกัดคุณลักษณะออกมาได 8,926 คุณลักษณะ ซ่ึงจะเห็นไดชัดวาขอมูลเพลง 1 
เพลงที่ใชน้ัน จะมีการสกัดคุณลักษณะออกมาเพียงประมาณ 10 คุณลักษณะ ซ่ึงมีปริมาณขอมูล
นอยกวาที่ใชในการทดลองของงานวิจัยน้ีถึง 20 เทา และในงานวิจัยของ Wang [28] ฐานขอมูล
เพลงจะมีขนาด 1,400 เพลง และสกัดคุณลักษณะออกมาจํานวน 40,891 คุณลักษณะ ซ่ึงจะเห็น
ไดชัดวาขนาดของฐานขอมูลที่ใชในงานวิจัยดังกลาวแมวาจะมีจํานวนเพลงมากกวา 1,000 
เพลง แตจํานวนคุณลักษณะที่ใชในการเปรียบเทียบนั้น กลับนอยกวาคุณลักษณะในฐานขอมูล
ขนาด 1,000 เพลงของงานวิจัยน้ีถึง 5 เทา ดังน้ันถาในงานวิจัยน้ีมีการทดลองโดยใชการสกัด
คุณลักษณะของเพลงเฉพาะทอนสรอยดังเชนในงานวิจัยอ่ืน ๆ วิธีที่คนหาเพลงโดยการรอง
ทํานองที่นําเสนอไปนั้น ก็นาจะสามารถคนหาขอมูลเพลงจากเสียงรองทํานองภายใตฐานขอมูล
ในระดับสูงกวา 10,000 เพลงไดอยางแมนยําและรวดเร็ว อยางไรก็ตามการสกัดคุณลักษณะ
เฉพาะทอนสรอยของเพลงออกมาเพื่อใชในการเปรียบเทียบนั้น อาจทําใหความแมนยําในการ
คนหาเพลงลดลง เน่ืองจากผูใชไมจําเปนที่จะตองรองทํานองในทอนสรอยเทานั้น ในบางเพลง
ผูใชอาจจะรองทํานองในชวงตนหรือชวงทายของเพลงก็เปนได 

นอกจากนี้งานวิจัยน้ี จะกําหนดใหผูใชตองรองทํานองเปนระยะเวลา 7-8 วินาที 
แลวจึงนําขอมูลดังกลาวมาตัดแบงใหไดขนาดที่ตองการคือประมาณ 6 วินาที แตถามีการ
กําหนดใหผูรองตองรองทํานองนานขึ้น ความแมนยําในการคนหาขอมูลก็จะมีแนวโนมที่สูงขึ้น 
เน่ืองจากเมื่อผูใชรองทํานองนานขึ้น ขอมูลที่ไดก็จะมีคุณลักษณะตาง ๆ มากขึ้น ทําใหในการ
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คนหาขอมูลน้ันก็จะสามารถคนหาขอมูลไดอยางถูกตองมากยิ่งขึ้น ซ่ึงในบางงานวิจัย [4, 7] จะ
กําหนดใหผูใชรองทํานองเพลงเฉลี่ย 9 ถึง 10 วินาที อยางไรก็ตามวิธีที่นําเสนอนั้นยังมีขอจํากัด
ในเรื่องระยะเวลาในการรองทํานอง น่ันคือ ผูใชจะตองรองทํานองในระยะเวลาที่กําหนดเทานั้น 
ทั้งน้ีก็เพ่ือที่จะสามารถคนหาขอมูลไดอยางรวดเร็ว 

สําหรับการนําวิธีที่เสนอในงานวิจัยอ่ืนมาประยุกตใชกับวิธีที่นําเสนอในงานวิจัย
น้ีสามารถทําได เชน การนําวิธีจับคูขอมูลอนุกรมเวลาโดยใชตัวกรองหลายระดับ (Time Series 
Matching : a Multi-filter Approach) ที่เสนอในงานวิจัยของ Wang [28] ซ่ึงเปนการนําคาทาง
สถิติตาง ๆ มาใชเปนตัวกรองกอนที่จะวัดคาระยะทางดวยวิธีไดนามิกไทมวอรปปง อันจะชวย
ใหการคนหาขอมูลสามารถทํางานไดอยางรวดเร็วมากยิ่งขึ้น รวมทั้งการนําวิธีคนหาขอมูลแบบมี
ประสิทธิภาพอ่ืน ๆ เชน วิธีคนหาขอมูลแบบดัชนี ที่รองรับขอมูลที่มีจํานวนมิติสูง ๆ ได 

นอกจากนี้วิธีที่นําเสนอนั้น มีความเปนไปไดที่จะนําไปประยุกตใชกับงานวิจัย
ในแขนงอ่ืน ๆ ได [17] เชน การคนหาขอมูลภาพเคลื่อนไหว การคนหาขอมูลยีน เปนตน 
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