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Abstract

The aim of this project is to theoretically and numerically study the performance
improvement of two-dimensional principal component analysis (2DPCA) and its variants by
employing super-resolution techniques and variable selection methods. This study will
mainly focus on face and automatic target recognition applications using standard
databases as Yale, AR, ORL and MSTAR. 2DPCA has been successfully applied to

various two-dimensional pattern recognition problems, especially in image understandings.

In this study, we derive directional 2DPCA from diagonal 2DPCA. Furthermore, we
introduce crossed-2DPCA by modifying the PCA covariance matrix heuristically. We also
investigate and find out that both directional and crossed-2DPCA are biological plausible.
There are quite a number of explainable reasons that 2DPCA use be used to imitate our
vision systems. In particular, cell in major vertebrate retina and visual pathways as well as
our proposed 2DPCA are directionally selective. Multiple classifier systems has been
proposed to use based on the fact that all ganglion are working irregularly and
independently. This way, several ensemble-based classification methods have been
investigated, such as random subspace method and feature selective combining. The

criteria used for our feature selective combining is Kullback-Leibler distance.

Another issue that will be included in this study is to study the property of the
directional selectivity of natural image. Here, the new 2D cross-covariance matrices can be
constructed from 1-D covariance matrix using directional wavelet. This way, we can get
new directional 2DPCA to replace the above directional and crossed-2DPCA. Our
extensive study posed many open research problems that should be investigated in the

future.
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