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บทคัดยอ 

วัตถุประสงคของโครงการวิจัยนี้ เพ่ือศึกษาการปรับปรุงสมรรถนะของ การวิเคราะห
สวนประกอบมุขสําคัญสองมิติ (two-dimensional principal component analysis :2DPCA) และ
สวนขยาย ทัง้ในทางทฤษฏี และ การคํานวณเชิงเลข โดยเทคนิคการสรางคืนความละเอียดสูงยวด
ยิ่ง และ การคัดเลือกตวัแปร      การศึกษานี้จะเนนการประยุกตใชในการรูจําภาพใบหนาและ
เปาหมายทางทหาร โดยการใชฐานขอมูลมาตรฐาน เชน Yale, AR, ORL และ MSTAR
 2DPCA ประสบความสําเร็จในการประยุกตใชงานกับปญหาการรูจํารูปแบบสองมิติ 
โดยเฉพาะการเขาใจภาพ  

ในการศึกษานี้ เราไดผัน 2DPCA แบบระบุทศิจาก 2DPCA แนวขวาง   นอกจากน้ัน เรา
ไดนําเสนอ 2DPCA ไขว ที่ไดจากการปรับปรุง เมทริกซความแปรปรวนรวมเก่ียวของ PCA อยาง
มีแบบแผน  เรายังไดพบวา ทั้ง 2DPCA แบบระบุทศิ และ ไขว ตางก็มีความเปนไปได
ทางชีวภาพของการมองเห็น          ดวยเหตุผลหลายประการที่สามารถอธิบายได วา 2DPCA 
นาจะทํางานคลายกับระบบมองเห็นของเรา โดยเฉพาะมีการพบวา เซลในจอประสาทตาและ
ทางเดินของการมองเห็นของสัตวลี้ยงลูกดวยนมสวนใหญ  มีลักษณะที่ออนไหวตอทิศ  ระบบ
จําแนกแบบหลายตวัไดถูกนําเสนอเน่ืองมาจากเหตุผลที่วา ปมประสาท โดยสวนใหญทํางานแบบ
ไมสมมาตร และ เปนอิสระตอกัน  ดังนั้น วิธีจําแนกเชิงองคคณะหลายวธิจึีงไดถูกศึกษา เชน วิธี
ปริภูมิสุม (random subspace method) หรือ การรวมแบบคัดเลือกตัวบงตาง     เง่ือนไขที่ใช
ในการรวมแบบคัดเลือกตวับงตาง ไดแก ระยะหาง Kullback-Leibler 

อีกแงหน่ึงที่รวมอยูในการศกึษาครั้งนี้ ไดแก การศึกษาถึงคุณสมบัติการเลือกสรรท่ีขึ้นกับ
ทิศของภาพธรรมชาติ  ในที่นี้ เราอาจสราง เมทริกซความแปรปรวนรวมเก่ียวไขวสองมิต ิ จาก  
เมทริกซความแปรปรวนรวมเก่ียวหนึ่งมิติ โดยการใชเวฟเลตระบทุิศ  ดวยวิธีนี ้เราจะสามารถสราง 
2DPCA แบบใหม เพ่ือแทนที่ 2DPCA แบบระบุทิศ และ ไขว ที่กลาวมากอนหนาน้ี  ผลของ
การศึกษาอยางกวางขวางของเรากอใหเกิดปญหาวิจัยเปดมากมายที่นาจะศึกษาตอไปในอนาคต 



เอกสารปกปด หามเผยแผกอนไดรับอนุณาต 

MRG5080427 หนา 4/90 21 กรกฎาคม 2554 
 

 

Abstract 

The aim of this project is to theoretically and numerically study the performance 
improvement of two-dimensional principal component analysis (2DPCA) and its variants by 
employing super-resolution techniques and variable selection methods. This study will 
mainly focus on face and automatic target recognition applications using standard 
databases as Yale, AR, ORL and MSTAR. 2DPCA has been successfully applied to 
various two-dimensional pattern recognition problems, especially in image understandings. 

In this study, we derive directional 2DPCA from diagonal 2DPCA. Furthermore, we 
introduce crossed-2DPCA by modifying the PCA covariance matrix heuristically. We also 
investigate and find out that both directional and crossed-2DPCA are biological plausible. 
There are quite a number of explainable reasons that 2DPCA use be used to imitate our 
vision systems. In particular, cell in major vertebrate retina and visual pathways as well as 
our proposed 2DPCA are directionally selective. Multiple classifier systems has been 
proposed to use based on the fact that all ganglion are working irregularly and 
independently. This way, several ensemble-based classification methods have been 
investigated, such as random subspace method and feature selective combining. The 
criteria used for our feature selective combining is Kullback-Leibler distance.  

Another issue that will be included in this study is to study the property of the 
directional selectivity of natural image. Here, the new 2D cross-covariance matrices can be 
constructed from 1-D covariance matrix using directional wavelet. This way, we can get 
new directional 2DPCA to replace the above directional and crossed-2DPCA. Our 
extensive study posed many open research problems that should be investigated in the 
future. 
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รูปที่ 2.13 แถบความถีย่อย 8 แถบที่ถูกแบงแบบมีทศิทาง 36 
รูปที่ 2.14 รายละเอียดภาพและสเปกตรัมที่หนาแนนเปนแนวเสนตรง 36 
รูปที่ 2.15 ผลตอบสนองทางความถี่ จากซายไปขวา ผลการแปลงเวฟเลต  
  bandelets (รุนที่ 1) และ Curvelet 36 
รูปที่ 2.16 ผลตอบสนองทางความถี่ 4 แบบ ของผลการแปลงเวฟเลตระบทุิศทาง 37 
รูปที่ 2.17 เวฟเลตระบุทศิทาง ชนิดจํานวนจริง (Selesnick, n.d.) 38 
รูปที่ 2.18 เวฟเลตระบุทศิทาง ชนิดจํานวนเชิงซอน (Selesnick, n.d.) 38 
รูปที่ 3.1  ความแปรปรวนรวมเก่ียว PCA ด้ังเดิม ระนาบราบ ระนาบดิ่ง และ รุนถัดมา 41 
รูปที่ 3.2  ความแปรปรวนรวมเก่ียวไขว สองมิติ และเมทริกซ B ที่ใชในการแปลง 43  
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ภาพประกอบ                                                                                                                     หนา 

รูปที่ 3.3  การประมาณเต็มหนวยสําหรับฟงกชันเกาส 45 
รูปที่ 3.4  แกนสังวัตนาการหนึ่งมิติ เพ่ิมความเร็วในการคํานวณการสังวัตนาการสองมิติ 46  
รูปที่ 4.1  เวฟเลตทีใ่ชใน ผลการแปลงเวฟเลตเต็มหนวย รูป (a) แสดงเวฟเลต    

ที่อยูในปริภูมิตําแหนงของแถบความถี่ยอย LH HL และ HH รูป (b) แสดง 
ผลตอบสนองทางความถี่ มีจุดศุนยกลางอยูที่กลางภาพ และ HH มีสิ่งแปลกปน 51 

รูปที่ 4.2  Dual-tree wavelet จํานวนจริงสองมิติ รูป (a) แสดงเวฟเลต  
ที่อยูในปริภูมิตําแหนงของแถบความถี่ยอย รูป (b) แสดง 
ผลตอบสนองทางความถี่ฟูเรียร  54 

รูปที่ 4.3  ชุดคําส่ัง MATLAB สําหรับคํานวณผลการแปลงเวฟเลต dual-tree จํานวนจริง 54 
รูปที่ 5.1  ภาพตัวอยางของบุคคลหนีง่ในฐานขอมูล FERET สําหรับบุคคลน้ี  
 ชุดที่ถายซํ้าที ่1 (duplicate I) จะถายหลงั fa หนึ่งป เชนเดียวกบั  
 ชุดที่ถายซํ้าชดุที่ 2 และ ภาพ fb 57 
รูปที่ 5.2  ภาพตัวอยางของบุคคลหนีง่ในฐานขอมูล Yale 57 
รูปที่ 5.3  ภาพตัวอยางของบุคคลหนีง่ในฐานขอมูล AR 57 
รูปที่ 5.4  ตัวอยางรูปภาพ SAR ของฐานขอมูล MSTAR: แถวดานบนคือ BMP2 APCs   
 แถวตรงกลางคือ BTR70 APCs และแถวลางเปนถัง T72 58 
รูปที่ 5.5  สมรรถนะการรูจําใบหนาระหวาง 2DPCA แนวระนาบราบ กับ  
 แนวขวางบนฐานขอมูล Yale 60 
รูปที่ 5.6  ความแมนยําในการรูจําของ 2DPCA แนวขวางกับวิธปีรภูิมิยอยสุม  
 บนฐานขอมูล Yale 61 
รูปที่ 5.7  สมรรถนะการรูจําใบหนาบนฐานขอมูล Yale ที่ทดสอบกับ 2DPCA ไขวที ่ith 62 
รูปที่ 5.8  สมรรถนะการรูจําใบหนาบนฐานขอมูล ORL ที่ทดสอบกับ 2DPCA ไขวที ่ith 62 
รูปที่ 5.9  ภาพใบหนาทีถู่กแปลงไขว ที่ใหความแมนยําใน 
 การรูจําที่ดีที่สุด ของฐานขอมูล Yale 63 
รูปที่ 5.10  ภาพใบหนาทีถู่กแปลงไขว ที่ใหความแมนยําใน 
           การรูจําที่ดีที่สุด ของฐานขอมูล ORL 63 
รูปที่ 5.11  ภาพตัวอยางของการสรางคืนความละเอียดสูงยวดยิ่งภาพในระดับพิกเซล 68 
รูปที่ 5.12  ภาพตัวอยางของการสรางคืนความละเอียดสูงยวดยิ่งภาพในระดับ 
 เวกเตอรเฉพาะ 68 
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1. บทนํา 

1.1 ความเปนมาและความสําคัญของปญหา 

ในชวงเวลาประมาณ 10-20 ป ที่ผานมา ไดมีการคิดคนระเบียบวิธตีางๆมากมายเพื่อ
แกปญหาในการรูจําใบหนา    การรูจําใบหนาเปนหนึ่งในปญหาที่สําคัญใน การรูจํารูปแบบ 
(pattern recognition)     ความนิยมของการรูจําใบหนาเปนผลมาจากประโยชนที่ไดจากสถาน 
การณจริงที่เกิดขึ้นตั้งแต การอินเทอรเฟสระหวางคนกับคอมพิวเตอร ไปจนถึง การพิสูจนตน 
(authentication) และ การตรวจการณ (surveillance)      ในอีกดานหนึ่ง การรูจําเปาหมาย
อัตโนมัติ นั้นเปนปญหาการรูจํารูปแบบที่มีความซบัซอน ซึ่งนักวิจัยทางดานนี้ใหความสนใจ
คนควาเปนจํานวนมาก โดยเฉพาะทางดานการทหาร เชน การแบงคลาสยานพาหนะที่ใชใน
สงคราม การแยกชนิด เพ่ือนหรือศัตร ู ดวยภาพถายที่มองจากอากาศยานไรนกับิน (Unmanned 
Aerial Vehicle: UAV) หรือ เรดารชองเปดเชิงสังเคราะห (Synthetic Aperture Radar: SAR) หรือ 
ภาพเปาหมายอินฟาเรด (FLIR) 

ลาสุด ระเบียบวธิี การสรางคืนความละเอียดสูงยวดยิ่ง (super-resolution reconstruction: 
SRR) สําหรับ ปริภูมิยอยใบหนา (face subspace) ที่มีขนาดมิติเล็ก ไดถูกเสนอสําหรับการรูจํา
ใบหนา    ปริภูมิยอยใบหนาน้ี หรือที่เรียกวา ใบหนาเฉพาะ (eigenface) ถูกสกัดเปนโดยใช การ
วิเคราะหสวนประกอบมุขหลัก (principal component analysis: PCA) อยางไรก็ดี  หนึ่งในขอเสีย
ของ ตัวบงตาง (feature) ที่สรางคืนใหมีความละเอียดสูงยวดยิ่ง จาก ปริภูมิยอยใบหนา คือ
ขาวสารทีส่ําคญัตอ การจําแนกคลาส (classification) ไดสูญเสียไปเนื่องจาก PCA  

โดยทั่วไป คณุภาพของขอมูล, การสกัดคุณลักษณะ (feature extraction), การวิเคราะห
ความสามารถในการแบงแยก (discriminant analysis) และกฎในการจัดประเภท (classification 
rule) เปนสี่องคประกอบพ้ืนฐานที่สําคัญในระบบจดจําใบหนาและเปาหมาย    หนึ่งในสิ่งที่กอให
สมรรถภาพระบบรูจําดีขึ้น คือการเพ่ิมคุณภาพของภาพ โดยอาจเนนไปที่การปรับปรุงอุปกรณรับ
ภาพ เพ่ือใหคุณภาพของภาพ ตอสัญญาณรบกวน ความพรา และ ความละเอียดที่ต่ํา ดีขึ้น 

ในสวนทีเ่ก่ียวกับ คุณภาพของขอมูล เม่ือความละเอียดของภาพที่ไดจากการอุปกรณรับภาพ
มีขนาดเล็กเกินไป คุณภาพของรายละเอียดหรือขาวสารก็จะจํากัดเกินไปสําหรับการรูจํา  เปนผล
ใหการตัดสินใจมีคุณภาพต่ําอยางรุนแรงในทุกระบบของระบบการรูจําที่มีอยู อยางไรก็ดี เปน
เพราะเรามี อัลกอริทึมในการสรางคืนความละเอียดสูงยวดยิ่ง (Park et al., 2003) ดังที่ทราบดีแลว
วา   เราสามารถสรางคืนภาพความละเอียดสูง (High Resolution: HR) จากชุดลําดับภาพที่มี การ
ชักตวัอยางนอยเกินไป (undersampling)   โดยภาพที่มีความละเอียดต่ําเหลาน้ีแตละภาพจะมี
เหลือมกันของพิกเซลเกิดขึน้ เน่ืองจากเซนเซอรรับภาพจากภาพสถานที่จริง      ภาพ HR นี้
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สามารถนํามาใชปอนเขาระบบรูจําเพ่ือปรับปรุงประสิทธิภาพการจําแนกได ในความเปนจริง       
ทั้งน้ี ความละเอียดสูงยวดยิ่ง สามารถถูกจัดใหอยูในหมวดคณิตศาสตร ดานการคํานวณเชิงตวัเลข 
และ เรกูลาไรเซชัน (regularization) ของปญหาขนาดใหญที่มี เง่ือนไขเลว (ill-condition) ที่ใชใน
การอธิบายความสัมพันธระหวาง พิกเซลของภาพความละเอียดต่ํา (LR) และ สูง (HR) ตามลาํดับ 
ได (Nguyen et al., 2001)  

อีกดานหนึ่งของเหรียญ การสกัดคุณลักษณะมีเปาประสงคในการลดขนาดมิติของภาพ
ใบหนา หรือ ภาพเปาหมาย โดยให คุณลักษณะที่สกัดไดมีความสามารถในการแทนรูปมากที่สดุ
เทาที่จะมากได จะเห็นไดวา เปาประสงคของการสกัดคุณลักษณะจะเปนไปในทศิทางที่ตางกันคน
ละขัว้กับการสรางคืนความละเอียดสูงยวดยิ่ง  ซึ่งเนนการสรางคืนภาพใหมีขนาดมิติเพ่ิมขึ้นจากชุด
ลําดับภาพความละเอียดต่ํา การสรางคืนความละเอียดสูงยวดยิ่งในระดับพิกเซลไดถูกนํามาใชใน
การรูจํา (Lin et al., 2005; Wagner et al., 2004) ซึ่งใหสมรรถนะในการรูจําที่ดีขึ้น     อยางไรก็ดี 
ในแงของการปรับปรุงความซับซอนในการตัดสินใจ และ ความคงทนตอการความผิดพลาดใน การ
ลงทะเบียนภาพ (registration)       งานวจัิยสวนใหญ (Gunturk et al., 2003; Jia & Gong, 2005; 
Sezer et al., 2006) จึงเนนความสนใจไปยังระเบียบวธิี การสรางคืนความละเอียดสูงยวดยิ่งของ
ภาพเฉพาะ  

เพ่ือตองการเพ่ิมสมรรถนะของระบบรูจําในการรูจําใหถูกตองมากขึน้  โดยการปรับปรุง ตัว
บงตาง มี ความสามารถในการแบงแยก (discriminant) มากขึ้น    ในเบื้องตน คณะผูวิจัยมีความ
สนใจใน การวิเคราะหสวนประกอบหลกัสองมิติ (two-dimensional principal component 
analysis: 2DPCA)  เน่ืองจาก มีหลายงานวิจัย ที่ตีพิมพผลงานแสดงวา ความสามารถในการ
รูจําใบหนาดีขึน้เม่ือใช 2DPCA ในการสกัดตัวบงตาง        แนวความคิดที่สําคัญของความ
ละเอียดยวดยิง่ในระดับฟงกชันเฉพาะโดยการใช ใบหนาเฉพาะสองมิต ิ แทนที ่ ใบหนาเฉพาะหนึ่ง
มิติ แบบด้ังเดิมน้ัน เพ่ือที่จะเอาชนะปญหาที่สําคัญสามประการของระบบรูจําใบหนา นั้นก็คือคํา
สาบของมิต ิ การคํานวณทีไ่มเหมาะในทางปฏิบัตขิองการแยกยอยคาเอกฐานในกรณีที่ภาพใบหนา
เปนภาพขนาดใหญ หรือ มีคุณภาพสูง         สุดทาย คือการทําลายโครงสรางทางธรรมชาต ิซึ่งจะ
ทําใหสหสัมพันธบางอยางที่มีอยูในภาพใหเสียหายไป 

ดวยเหตุนี้ คณะผูวิจัยสนใจระเบียบวิธใหม  ที่ยึดหลักการสรางคืนความละเอียดสูงยวดยิ่งใน
ระดับปริภูมิยอยสําหรับวัตถุโดยการแทนที่ PCA ดวย 2DPCA   แตพบปญหาที่เปนอุปสรรคหลัก
ของการสรางคืนความละเอียดสูงยวดยิ่งสําหรับ 2DPCA  ซึ่งอยูที่การสรางแบบจําลองทาง
คณิตศาสตรเพ่ือใชในการสรางสมการเพ่ือหาคําตอบ การสรางคืนความละเอียดสูงยวดยิ่งสําหรับ 
2DPCA จึงเปนปญหาทางคณิตศาสตรทีน่าสนใจ ที่ยังไมมีนักวิจัยคนใดสนใจศึกษามากอน   ผล
การทดลองบนฐานขอมูลใบหนา Yale AR และ ORL ใหผลดีเปนที่นาพอใจ  นอกจากน้ี เรายังได
ทําการทดสอบกับฐานขอมูลเปาหมาย MSTAR ซึ่งเปนยานพาหนะทางทหาร 

ดังที่ ศาสตราจารย ทางวิศวกรรมไฟฟา Martin Vetterli นักวิจัยชั้นนําทางดานผลการแปลง
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เวฟเลต ไดกลาวไววา “กอนจะทําการบบีอัด เราจะตองขยายกอน (To compress, we must first 
expand)”  สวนงานวิจัยที่เรากําลังศึกษาในขณะนี ้ เราจะใชวลทีี่สวนทางกบัวลขีางตน คือ 
“กอนจะทําการสรางคืนความละเอียดสูงยวดยิ่งเพ่ือการรูจํา เราจะตองลดขนาดของมิติกอน” อน่ึง 
การสรางคืนความละเอียดสงูยวดยิ่งของภาพเฉพาะ ที่นักวิจัยสวนใหญสนใจกันอยูนั้นยังอยูในขั้น
แรกของการพัฒนา เน่ืองจากระเบียบวธิีดังกลาว เปนการประมวลผลแบบสองขั้นตอน (two-stage 
method) ที่วาเปน การประมวลผลแบบสองขั้นตอน เพราะวาในขัน้แรก เราตองทําการหาปริภูมิ
ยอยของ PCA กอน    เสร็จแลวในขั้นที่สอง เราจึงทําการสรางคืนความละเอียดสูงยวดยิ่ง
 อยางไรก็ตาม ในอนาคตงานวิจัยควรจะดําเนินไปในทศิทางของการประมวลผลทัง้การหา
ปริภูมิยอยของ PCA และการสรางคืนความละเอียดสงูยวดยิ่งไปพรอมกันเลย หรือ ในหัวขอวจัิย
ใหมในชื่อวา การประมวลผลการทาํใหความละเอียดสูงขึ้นและการลดขนาดมิติรวม (joint 
dimensionality reduction-resolution enhancement processing) 

งานวิจัยของเราไดรับแรงบนัดาลใจจากงานวิจัยเก่ียวกบั ความเปนไปไดทางชีวภาพ (bio-
logical plausible) ของ การมอง (vision)   มีงานวิจัยที่คลายคลงึกับการรูจําใบหนาดวย PCA 
(Werblin, 2007) ที่วิจัยวา จอประสาทตา (retina) ประมวลผลขาวสารโดยการสงวิดีทัศนจํานวน
มากไปยังสมอง ทั้งเปนในลักษณะเชิงพ้ืนที่ หรือ เชิงเวลา    นอกจากนี้ ในงานวจัิยที่เก่ียวของยังมี
การคนพบวา สมรรถนะการเลือกแบบไขว (crossed selectivity) เกิดขึ้นหลายระดับในจอประสาท
ตาของกระตาย อีกดวย   ซึ่งงานวิจัยเหลาน้ีคลองจองกับงานวิจัยนี้ ทั้งในสวนของ การแทนรูป
สัญญาณที่ไดรับจากจอประสาทตาผานปมประสาทไปยังสวนประมวลผลของสมอง และ ผลรวม
ของการแทนรูปภาพใบหนาที่สงสัญญาณไปสูสมองในเชิงเวลา ซึ่งคณะ ผูวิจัยรูสึกภาคภูมิใจใน
หัวขอที่ทําวิจัยนี้เปนอยางมาก ทั้งน้ีเน่ืองมาจากวา สมองของมนุษยเปนระบบรูจําที่ดีที่สุดในโลก  
ดวยความคาดหวังที่วาหากเราสามารถทําความเขาใจการทํางานของจอประสาทตาและสมองได
อยางลึกซ้ึง จะเปดโอกาสใหเราเขาใจกระบวนการในการรูจําไดดีขึ้น ซึ่งจะทําใหเราสามารถสราง
ระบบรูจําที่ดีทีสุดขึ้นไดในอนาคตอันใกลนี้  

ในบทที่ 2 เราจะกลาวถึงทฤษฏคีณิตศาสตรพ้ืนฐานทีใ่ชในงานวิจัยน้ีอยางยอ   สวนในบทที่ 
3 รายละเอียดของระเบียบวิธีทีเ่รานําเสนอในการสรางคืนปริภูมิยอย 2DPCA ความละเอียดสงูยวด
ยิ่ง จะไดถูกนํามากลาวถึง      สวนรายละเอียดของระเบียบวิธีในการใช 2DPCA รุนถัดมา 
เชน diagonal 2DPCA และ 2DPCA แบบไขว     ในการรูจําใบหนาและเปาหมาย อัตโนมติ จะถูก
นํามาแสดงในบทที่ 4    ซึ่งในบทนี้เราจะกลาวถึง การคัดเลอืก 2DPCA รุนถัดมา เฉพาะ
สวนประกอบมุขสําคัญที่มีลกัษณะพิเศษ เพ่ือมาสรางเปน ระบบจําแนกแบบหลายตวั (multiple 
classifier system)    ในบทท่ี 5 ผลการทดลองบนฐานขอมูล FERET, Yale, ORL, AR และ 
MSTAR จะถูกนําเสนอ     สวน สรุปและขอเสนอแนะ ปญหาและงานวิจัยในอนาคต จะถูกกลาวถึง
ในบทที่ 6 
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1.2 วัตถุประสงคของการวิจัย 

วัตถุประสงคหลักของโครงการวิจัยนี้ เพ่ือศึกษาทั้งทางทฤษฏีและผลเชิงเลขในการปรับ ปรงุ
สมรรถนะของการวิเคราะหองคประกอบมุขสําคัญ (Principal Component Analysis: PCA) โดยใช
การคัดเลือกตวัแปร และ การสรางคืนความละเอียดสูงยวดยิ่งเพ่ือเลอืก สวนประกอบมุขสําคัญสอง
มิติไขว (cross-two-dimensional principal component analysis: cross- 2DPCA) ที่ดีที่สุด    โดย
มีการสรางความละเอียดสูงยวดยิ่งในระดับ ปริภูมิลักษณะ เฉพาะ (eigen-domain) แทนที่ที่จะทํา
ในระดับพิกเซลซ่ึงทําในกรรมวิธีด้ังเดิม   ทั้งน้ีเพ่ือเปนการลดการคํานวณและในขณะเดียวกันเพ่ิม
สมรรถนะของการรูจําใบหนาและเปาหมายอัตโนมัต ิ

ในการศึกษานี้จะมีการศึกษา คาดัชน้ีหรือคะแนน (measure or score) ที่นํามาใชไดเพ่ือ
เลือก cross-2DPCA ที่ดีที่สุดที่คํานวณจากเมตริกซความแปรปรวนรวมเก่ียวไขวสองมิติ (2D 
cross-covariance matrix) เม่ือนําเวกเตอรเฉพาะ (eigen-vector) หรือ เวกเตอรมุขสําคญั 
(principal vector) ที่คัดเลือกมาคํานวณกับเมตริกซภาพเพ่ือสกัดลักษณ (feature extraction)  
หลังจากการสกัดลักษณเราจะได เมตริกซลักษณ (feature matrix) ที่สามารถนําไปใชเพ่ือการรูจํา
ใบหนาหรือเปาหมายอัตโนมัติ ซึ่งแตกตางจากการคํานวณ PCA แบบด้ังเดิมที่เราจะได เวกเตอร
ลักษณ (ในการคํานวณ PCA แบบด้ังเดิมเมตริกซภาพจะถูกแปลงเปนเวกเตอรซึ่งเม่ือคํานวณ
เวกเตอรภาพที่ถูกแปลงมาแลวกับเซตของเวกเตอรเฉพาะ จะไดเวกเตอรลักษณ)  

ขอไดเปรียบขอหนึ่งของ cross-2DPCA ตอ PCA คือ 2DPCA ที่มีความถูกตองในการ
คํานวณเวกเตอรเฉพาะมากกวาเน่ืองจากเวกเตอรเฉพาะจะมีขนาดเล็กกวามาก    นอกจาก นั้น 
คณะผูวิจัยมีความสนใจ นัยสําคัญสวนประกอบมุขสําคัญสองมิติแบบไขว (generalized 2DPCA)   
คณะผูวิจัยเปนคณะแรกที่สามารถสรางแบบจําลองทางคณิตศาสตรทีส่ามารถอธิบาย นัยทั่วไปของ 
2DPCA ไดครบทุกทศิทาง ซึ่งในที่นี้จะถูกเรียกวา cross-2DPCA  และจากการทดลองจะพบวา 
เวกเตอรเฉพาะบางทิศทางจะมีความถูกตองในการรูจําใบหนามากกวาเวกเตอรเฉพาะในทศิทาง
อ่ืน     ทั้งน้ีผลการทดลองสอดคลองกับ ความเปนไปไดทางชีวภาพ (biological plausible) ของ 
การเห็น (vision) ซึ่งจะมีความไวตอการเปลี่ยนแปลงทางแนวนอนมากกวาทางแนวตั้ง  จากขอ
ไดเปรียบของ 2DPCA แบบไขว ดังกลาว      

คณะผูวิจัยกําลังขยายผลในทางทฤษฏีและการคํานวณเชิงเลข โดยรวมระเบยีบวธิี สกัด
ลักษณความละเอียดสูงยวดยิ่งจากชุดลําดับของลักษณความละเอียดต่ํา (sequence of low-
resolution features) เขากับผลการแปลงเวฟเลตระบทุิศทาง (directional wavelet transform)    

ระเบียบวธิีสรางคืนสําหรับการรูจําใบหนามี 2 วิธ ี ระเบียบวธิีแรก เก่ียวของกับการสราง
คืนภาพความละเอียดสูงยวดยิ่งจากชุดลําดับของภาพความละเอียดต่าํ หรือ อีกนัยหนึ่งเปนการ
สรางคืนความละเอียดสูงยวดยิ่งในระดับพิกเซล หลังจากนั้นนําชุดเรียนรู (training set) ของภาพ
ความละเอียดสูงยวดยิ่งที่สรางคืนเรียบรอย นํามาคํานวณหาคาเวกเตอรเฉพาะ   
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สวนในระเบียบวธิีที่สอง เวกเตอรเฉพาะความละเอียดสูงยวดยิ่งจะถูกสรางคืนโดยตรงจาก 
ชุดเวกเตอรเฉพาะที่คํานวณจากชุดเรียนรู (training set) ของภาพความละเอียดต่ําที่มีตวักระทํา
การแปลงภาพที่เหมือนกัน หรือ อีกนัยหนึ่งคือการสรางคืนเวกเตอรเฉพาะความละเอียดสูงยวดยิ่ง
ในระดับ ปริภูมิเฉพาะ (eigenspace-domain) ซึ่งในที่นี้ เมตริกซความแปรปรวนรวมเก่ียวไขวสอง
มิติ (2D cross-covariance matrix) จะถูกนํามาใชคาํนวณรวมกับสมการความละเอียดสูงยวดยิ่ง
ตามระเบียบวธิีที่ศึกษาและพัฒนาขึ้นน้ี เราจะได N ชุดของ เวกเตอรเฉพาะความละเอียดสูงยวดยิ่ง 
ที่คํานวณจากจํานวน N แบบ ของ 2D cross-covariance matrix ทั้งหมด     เน่ืองจาก เวกเตอร
เฉพาะแตละเวกเตอรจาก N เวกเตอร จะมีความถูกตองในการรูจําที่แตกตางกัน หรืออีกนัยหน่ึง
เวกเตอรเฉพาะบางตวั มีความสามารถในการสกัดลักษณที่เหมาะกับการรูจําใบหนาไดดีกวา
เวกเตอรเฉพาะที่เหลือ (ผลจากตัวบงตางที่อาจออนไหวในทศิทางหนึ่งมากกวาทิศทางอ่ืน)   ดวย
เหตุนี้เราสามารถสรางระบบรูจําใบหนาและเปาหมายอัตโนมัติ จากเวกเตอรเฉพาะท่ีสกัดได เปน 2 
วิธี  

วิธีแรก โดยการหาเวกเตอรเฉพาะที่ดีที่สดุเพียงเวกเตอรเดียวเพ่ือสราง ตัวจําแนกแข็ง แกรง 
(strong classifier) สําหรับรูจําใบหนา หรือ วิธีที่สองใชเวกเตอรเฉพาะมากกวาหน่ึงตัวเพ่ือสราง 
ตัวจําแนกออน (weak classifier) จํานวนหนึ่ง และ รวมผลของการตัดสินเพื่อสราง ระบบตวัจําแนก
แบบหลายตัว (multiple classifier systems)    ซึ่งที่กลาวถงึขางตนทั้งหมดเปนคร่ึงหนึ่งของ
งานวิจัยของโครงการนี้ 

สําหรับอีกคร่ึงหนึ่งของโครงการวิจัยเปนการศึกษา การไขวเฉพาะที่เหมาะสม (cross-
selectivity) ที่คํานวณโดยตรงจาก 1D cross-covariance matrix เพ่ือใหได 2D cross-covariance 
matrix ใหมขึน้    โดยคาํนึงถึงสมาชิกพ้ืนฐานเพ่ือนบาน (neighborhood element) ใหมากขึ้น    
โดยการใชผลการแปลงเวฟเลตระบุทศิทาง (directional wavelet) จะทําใหได 2DPCA แบบไขว      
ในขณะเดียวกันกับที่มีการวิเคราะหแบบหลายระดับความละเอียด  (ราย ละเอียดในสวนนี้จะ
กลาวถึงตอไปในหัวขอยอยตอไป)     อน่ึงเราสามารถทําการสรางคืนเวกเตอรเฉพาะความละเอียด
สูงยวดยิ่งของ cross-2DPCA ชนิดใหมนี้ไดตามระเบียบวธิีที่กลาวมากอนนี้ไดเชนกัน 

1.3 ขอบเขตของการวิจัย 

1. การวิเคราะหปริภูมิยอย 2DPCA สุม 
2. ทดสอบการรูจําใบหนาและเปาหมายอัตโนมัติ ดวยการคัดเลือกตวัแปรที่ดีที่สุด ของ 

2DPCA ไขว   
3. สรางแบบจําลองทางคณิตศาสตรของการสรางคืนลักษณความละเอียดสูงยวดยิ่ง จากชุด

ลําดับของลักษณความละเอียดต่ําดวย 2DPCA ไขว สําหรับการรูจําใบหนาและ
เปาหมายอัตโนมัติ  
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4. ขยายองคความรูดานผลการแปลงเวฟเลตระบทุิศทาง เพ่ือสราง 2DPCA ไขว เพ่ือขยาย
ความใหมีนัยทั่วไป 

5. ศึกษาความเปนไปไดของ การเลือกถวงน้ําหนักเล็งเลศิสําหรับ 2DPCA ไขว และ 2DPCA 
ไขวแบบหลายระดับความละเอียด  

1.4 ประโยชนที่คาดวาจะไดรับ 

1. ฐานขอมูลใบหนาและเปาหมายสําหรับใชทดสอบระเบยีบวธิีขั้นสูงในอนาคต 
2. โปรแกรมรูจําใบหนาและเปาหมายอัตโนมัติโดยระเบียบวธิีปริภูมิยอย 2DPCA แบบไขว 
3. องคความรูดานการวิเคราะหสวนประกอบมุขสําคัญสองมิติไขว และระบบจําแนกหลายตวั 

โดยการถวงน้ําหนักอยางเล็งเลิศ 
4. ระเบียบวธิี การวิเคราะหปริภูมิยอย 2DPCA สุม (random 2DPCA ปริภูมิยอย analysis) 
5. องคความรู และ แบบจําลองทางคณิตศาสตร ของการสรางคืนลักษณความละเอียดสูงยวด

ยิ่งจากชุดลําดับของลักษณความละเอียดต่ําดวย 2DPCA ไขว 
6. องคความรูดานผลการแปลงเวฟเลตระบทุิศทาง 
7. บทความวิชาการเสนอในทีป่ระชุมนานาต ิและ วารสารวิชาการในระดับนานาชาต ิ

1.5 ลําดับขั้นตอนในการวิจัย 

1. การจัดเตรียมฐานขอมูลใบหนาและเปาหมาย (YALE AR ORL และ MSTAR)  
2. นอกจากนี้ยังไดมีการเตรียมฐานขอมูลใบหนาขนาดใหญ (FERET) ที่เพ่ิงไดรับอนุญาต

จาก NIST 
3. ศึกษาลักษณะเฉพาะทศิทางของการวิเคราะหสวนประกอบมุขสําคัญสองมิติไขว 
4. ศึกษาและทดสอบ เกณฑทีใ่ชในการคัดเลือก ชุดของสัมประสิทธิข์อง 2DPCA ไขว 
5. ศึกษาและทดสอบการรูจําใบหนาและเปาหมายอัตโนมัติ ดวยการปรบัปรุงความละเอียดสูง

ยิ่งยวดในระดบัปริภูมิเฉพาะ (eigenspace-domain) ของ 2DPCA ไขว 
6. สรุป เขียน และ นําเสนอ บทความในทีป่ระชุมวชิาการในระดับนานาชาต ิ
7. ศึกษาผลการแปลงเวฟเลตระบุทศิทาง เพ่ือนํามารวมใชกับ 2DPCA 
8. ศึกษาและทดสอบการรูจําใบหนาและเปาหมายอัตโนมัติ ดวยการสรางคืนปริภูมิเฉพาะ

ความละเอียดสูงยิ่งยวด 2DPCA ดวยผลการแปลงเวฟเลตแบบระบทุิศทาง  
9. สรุป เขียน และนําเสนอ บทความในที่ประชุมวิชาการ หรือ วารสารวิชาการ ในระดับ

นานาชาต ิ 
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2. ทฤษฎีคณิตศาสตรพ้ืนฐาน 

บทนี้ บรรยายเก่ียวกบั ทฤษฏีคณิตศาสตรพ้ืนฐานทีเ่ก่ียวของ กับ การรูจําใบหนาและเปา 
หมายอัตโนมัต ิ โดยจะกลาวถึงระเบียบวธิี การสกัดตวับงตาง ดวย การวิเคราะหสวนประกอบมุข
สําคัญ (PCA) เพ่ือใชกับระบบรูจํา   รวมถึงการปรับปรุง ปญหา และอุปสรรคของ PCA เพ่ือ
นําไปสู PCA รุนถัดมา เชน 2DPCA และ 2DPCA แบบไขว เปนตน      นอกจากน้ัน เหตุผลและ 
แรงบันดาลใจในการชี้ชัดวา PCA เปนตวับงตางที่เหมาะสม จะถูกขยายใหเห็นชัดเจนขึ้นผานทาง 
ความสัมพันธระหวาง PCA กับ ความเปนไปไดทางชีวภาพของการมอง จากน้ัน เราจะกลาวถึง
ระเบียบวธิี การสรางคืนความละเอียดสูงยวดยิ่ง    เม่ือเราไดศึกษาถึงรายละเอียดของระเบียบวธิี
ทั้งสองดีแลว เราก็จะกลาวถึง การสกัดตวับงตางความละเอียดสูงยวดยิ่งในระดับของปริภูมิยอย ที่
เหมาะสมมากขึ้นสําหรับการรูจําใบหนาและเปาหมายอัตโนมัต ิ  

และเพราะเราจะนํา 2DPCA แบบไขว มาใชเปนตวับงตาง ซึ่งเราไดพบวา ตัวบงตางที่สกัด
ได เม่ือนํามาใชกับระบบรูจํา  ระบบจะตอบสนองตอทิศทางของ 2DPCA ที่ใช  เราจึงตองใช
การคัดเลือกตวับงตาง โดยคาดหวังวาเม่ือเราเลือกเฉพาะสวนหนึ่งของ 2DPCA ไขวแลว ระบบ
รูจําจะมีความถูกตองในการรูจํามากขึ้น   เหตุผลในการที่เราใชชดุของ 2DPCA แบบไขว เปน
เพราะสมมติฐานตามความเปนไปไดทางชีวภาพทีว่า ปมประสาททีเ่ก่ียวของกับการรูจําน้ันมีความ
ซ้ําซอนของขาวสารกันอยู และ ชวยกันในการรูจํา   สุดทายเราจะกลาวถึง ผลการแปลงเวฟ
เลตแบบระบทุิศทาง ซึ่งมีวตัถุประสงคทีจ่ะนําใชกับ 2DPCA เพ่ือปรับปรุงสมรรถนะในการรูจํา  

2.1 การวิเคราะหสวนประกอบมุขสําคัญ 

 การวิเคราะหสวนประกอบมุขสําคัญ (Principal Component Analysis: PCA)  คือ    
กระบวนการทางคณิตศาสตรที่ใช การแปลงเชิงตั้งฉาก (orthogonal transformation) ในการ
เปลี่ยนชุดของขอมูลสังเกตการณที่อาจเปนตัวแปรสุมที่มี สหสัมพันธ (correlation) ตอกัน ให
เปลี่ยนเปนชดุของตัวแปรสุมที่ไมสหสัมพันธตอกัน ซึ่งถูกเรียกวา สวนประกอบมุขสําคัญ (prin-
cipal component)      ในทางปฏิบัติ จํานวนของสวนประกอบมุขสําคัญจะมี มิติ (dimension) ที่
นอยกวาหรือเทากับมิติด้ังเดิมของตัวแปรตนฉบบั การแปลงนี้ถูกนิยามในลักษณะที่สวน ประกอบ
มุขสําคัญแรกจะมีคาความแปรปรวนสูงทีสุ่ด (นั้นคือ เปนสวนประกอบสําคัญทีมี่การแปรผันของ
ขอมูลมากที่สดุ) และ สวนประกอบถัดไปจะมีความแปรปรวนของขอมูลที่สูงสุดถัดไปทั้งนี้เปนไป
ภายใตขอจํากัดที่วา  สวนประกอบน้ันจะตองตั้งฉากกับสวนประกอบกอนหนาน้ี หรือ อีกนัย
หน่ึง คือไมมีสวนประกอบจะไมมีสหสัมพันธตอกัน   การที่สวนประกอบมุขสําคัญจะเปนอิสระ
ตอกันอยางสมบรูณจะเกิดขึ้น  เฉพาะในกรณีที่ชุดขอมูลมีการแจกแจงเปน 
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รูปที่ 2.1 สวนประกอบมุขสําคัญ ที่ตั้งฉากซ่ึงกันและกัน 

การแจกแจงปกติรวม (joint normal distribution)    ขอดอยของ PCA คือ PCA นั้นมีความ
ออนไหวตอ การสเกลสัมพัทธ (relative scaling) ของตัวแปรตนฉบับ    PCA มีชื่อกันตางกัน
ออกไปขึ้นอยูกับการประยกุตใชงาน เชน ผลการแปลง Karhunen–Loève (KLT), ผลการแปลง 
Hotelling หรือ การแยกยอยเชิงตั้งฉากทีเ่หมาะสม (proper orthogonal decomposition: POD) 

PCA ถูกสรางขึ้นในป ค.ศ. 1901 โดย Karl Pearson    ขณะนี ้PCA สวนใหญจะถูกใชเปน
เคร่ืองมือใน การวิเคราะหขอมูลเชิงวินิจฉยั (exploratory data analysis) และ สําหรับการทํา 
แบบจําลองทาํนาย (predictive model)      PCA สามารถคํานวณ โดย การแยกยอยคา
ลักษณะเฉพาะ (eigenvalue decomposition) ของเมทริกซคาความแปรปรวนรวมเก่ียวของขอมูล 
หรือ การแยกยอยคาเอกฐาน (singular value decomposition: SVD) ของเมทริกซขอมูล ซึ่งโดย
ปกติจะกระทาํหลังจากทําการปรับขอมูลใหมีคาเฉลี่ยเทาศูนยในแตละมิติแลว  

 PCA มักถูกพิจารณาวาเปนเครื่องมือที่สามารถเปดเผยคุณสมบัติภายในของโครงสรางของ
ขอมูล โดยเฉพาะในแงที่สามารถอธิบายความแปรปรวนของขอมูลไดดีที่สุด ในกรณีที่ ขอมูลแบบ
หลายตวัแปร ขอมูลจะถูกมองวาเปนจุดที่อยูใน ชุดพิกัด (set of coordinates) ของปริภูมิขอมูลที่มี 
มิติขนาดใหญมาก (high dimensionality)  ในที่นี้ 1 แกนพิกัดจะเทากับหน่ึงตัวแปร   PCA 
สามารถใหเอาทพุตในรูปแบบที่มี มิตขินาดเล็ก (low dimensionality) ลง  จากรูปที่ 2.1 "เงา" ที่
ปรากฏน้ัน ใหความหมายที่มีประโยชนอยางมาก        ดังจะเห็นไดวา โดยการใชเพียง
สวนประกอบหลักสองสามสวนแรก (สองสามแกนพิกัดใหม) จะไดวา ขนาดมิติของขอมูลที่ถูก
แปลงจะมี ขนาดมิติที่ลดลง 

มุมมองของ PCA ตอไปน้ี เปนการตีความหมายของ PCA เปนกรณีพิเศษ โดยพิจารณา
ขอมูลเปน ตัวแปรสุม (random variable)       ตามทฤษฎีของ กระบวนการสโทรแคสติก 
(stochastic process) แลว     ทฤษฎีบท Karhunen–Loève (ซึ่งไดถูกตั้งชือ่เพ่ือเปนเกียรติตอ 
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Kari Karhunen และ Michel Loève)  คือการแทนรูปกระบวนการสโทรแคสติกดวยผลรวมเชิงเสน
ของ ฟงกชันเชิงตั้งฉาก (orthogonal) จํานวนอนันต     อุปมานเชนเดียวกับการแทนรูปฟงกชนั
ชวงจํากัดดวย อนุกรมฟูริเยร (Fourier Series)       อน่ึงกระบวน การสโทรแคสติก ที่ปรากฏในรูป
ของอนุกรมลําดับอนันตรูปแบบน้ีไดมีการศึกษามากอนหนาน้ีโดย Dharmananda Damodar 
Kosambi     การกระจาย (expansion) กระบวนการสโทรแคสติกมีหลากหลายวธิี   หาก
กระบวนการถูกกําหนดใหอยูในชวง ,a b แลว ฟงกชันฐานหลักเชิงตั้งฉากใดก็ตามที่สามารถแผ
ไดทั่วปริภูมิ   2 ,L a b  ก็สามารถแทนรูปกระบวนการดังที่กลาวมาแลวได    ความ สําคัญของ
ทฤษฎีบท Karhunen–Loève อยูที่วา เราสามารถหาฟงกชันฐานหลักที่ดีที่สดุในความหมายที่วา 
ฟงกชันฐานหลักที่หาไดจะใหคา ความผิดพลาดเฉลี่ยกําลังสอง (mean square error) ที่มีคานอย
ที่สุดได 

อนุกรมฟูริเยรมีสัมประสิทธิข์องการกระจายเปนจํานวนจริง และฟงกชันฐานหลักของการ
กระจายประกอบดวย         ฟงกชันไซนหลากหลายความถี่จํานวนหนึ่ง  (ที่จริงประกอบดวยทั้ง
ฟงกชันไซนและโคไซน)  ในทางตรงกันขาม ตามทฤษฎีบท Karhunen–Loève สัมประสิทธ์ิที่ได
จะเปน ตวัแปรสุม (random variables) และ มีฟงกชันฐานหลักของการกระจายที่ปรับ ตัว
ตามกระบวนการ     ที่จริง ฟงกชันฐานหลักเชิงตั้งฉากที่ใชในการแทนรูปภาพน้ีจะถูกกําหนด
โดย ฟงกชันความแปรปรวนรวมเก่ียว (covariance function) ของกระบวนการ    ในอีกแงหนึ่ง 
ผลการแปลง Karhunen–Loève มีการปรับตวัตามกระบวนการ เพ่ือใหเกิดฟงกชันฐานหลักที่ดี
ที่สุดสําหรับการกระจายกระบวนการ 

ในกรณีที่กระบวนสโทรแคสติกมีศูนยกลางอยูที่พิกัดจุดกําเนิด   ,t t a b
X


ในที่นี้ศูนยกลางที่

พิกัดจุดกําเนิดของกระบวนการ หมายถึง คาความคาดหวัง (expectation)  tE X มีคาเทากับศูนย
ตลอดชวงพารามิเตอรของ t  ใน  ,a b    ดังนั้น tX  จะมีการแยกยอยดังน้ี 

 
 
 

โดยที่ kz เปนตวัแปรสุมที่ไมมีสหสัมพันธตอกัน และ ke เปนฟงกชันตอเนื่องที่มีคาเปนจริงในชวง 
 ,a b และตั้งฉากซึ่งกันและกันใน   2 ,L a b        เปนที่นาสังเกตวา การกระจายนี้ เปนการ
กระจายเชิงตัง้ฉากเชิงทวิ คือ kz  ตั้งฉากกันใน ปริภูมิความนาจะเปน (probability space)  สวน
ฟงกชัน ke  ตัง้ฉากกันใน ปริภูมิเวลา   กรณีทั่วไปของกระบวนการ tX  ที่ศนูยกลางของ
กระบวนการไมอยูที่พิกัดจุดกําเนิด สามารถแปลงกลับมาเปนกระบวนสโทรแคสติกที่มีศูนยกลาง
อยูที่พิกัดจุดกําเนิดไดโดยการคํานวณ  t tX E X   อน่ึง ถากระบวนการเปนแบบเกาสแลว ตัว
แปรสุม kz ก็จะมีการกระจายแบบเกาส และเปนกระบวนการสโทรแคสตกิที่เปนอิสระตอกัน  PCA 
ไดถูกนํามาใชในการสกัดตัวบงตางสําหรับการรูจําใบหนา ซึ่งโดยทั่วไป คาสัมประสิทธของ PCA 
ของภาพใบหนา นิยมถูกตั้งสมมติฐานใหเปนตัวแปรสุมที่มีการกระจายตัวแบบเกาส อยางไรก็ดี     

1

( )t k k
k

X Z e t




 
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โดยนัยทั่วไป คาสัมประสิทธของ PCA ของภาพใบหนาสามารถกระจายตัวแบบอ่ืนๆ ที่มีคาทาง
สถิติอันดับสูงๆ ประกอบอยูดวย  คณะผูวิจัยไดสังเกตเห็นวา ในขณะท่ี คาสัมประสิทธิข์อง PCA 
อันดับแรกๆ จะมีการกระจายตัวเปนแบบเกาส ในขณะที่ คาสมัประสิทธิข์อง การวิเคราะห
สวนประกอบไมสําคัญ (minor component analysis) นาจะเปนตวัแปรสุมที่มีการกระจายตัวเปน
แแบบลาปราส หรือ อาจมีการกระจายตวัเปนแบบอ่ืน ที่มีคาทางสถิติอันดับสาม และ สี ่ไมเทากับ
ศูนย โดยการตั้งสมมติฐานใหมีนยัทั่วไป  ในอนาคตเราจะสามารถคิดงานวิจัยในใหมที่เก่ียวกบั
การสรางคืนความละเอียดสงูยวดยิ่งในระดับปริภูมิยอย PCA 

นอกจากนี้ คําตอบที่ผอนปรนของ การจัดกลุมดวย K-คาเฉลี่ย (K-mean clustering) 
(PCA, n.d.) สามารถหาไดดวยจากสวนประกอบมุขสําคัญ PCA และ ปริภูมิยอย PCA ที่แผตาม
ทิศทางมุขสําคัญจะมีเอกลกัษณ เทากับ ปริภูมิยอยของเซนทอยดกลุมที่ถูกกําหนดดวย เมทริกซ
ระหวางคลาส (between-class matrix)    PCA จะฉายปริภูมิยอย ไปตามแนว คําตอบวง
กวาง (global solution) ของ การจัดกลุมดวย K-คาเฉลี่ย   ดวยเหตุนี้ PCA จะชวยใหเราสามารถ
หาคําตอบใกลเล็งเลิศ (near optimum) ของ การจัดกลุมดวย K-คาเฉลี่ย   

การกระจายขางตนที่ทําใหเกิดตัวแปรสุมที่ไมมีสหสัมพันธกันนี้ เปนที่รูจักกันดีวา คือการ
กระจาย Karhunen–Loève หรือ การแยกยอย Karhunen–Loève     สําหรับรูปแบบเชิงประจักษ 
(empirical version) ของการวิเคราะหสวนประกอบของกระบวนการสโทรแคสติกน้ี สามารถ
คํานวณไดจากตัวอยาง หรือ ตัวอยางประชากร ซึ่งเปนที่รูจักกันดีในชื่อวา คือผลการแปลง 
Karhunen–Loève (KLT) การวิเคราะหสวนประกอบมุขสําคัญ การแยกยอยเชิงตั้งฉากที่เหมาะสม 
(proper orthogonal decomposition) ฟงกชันตั้งฉากเชิงประจักษ (คําที่นิยมใชในอุตุนิยมวิทยา
และธรณีฟสิกส) หรือ ผลการแปลง Hotelling 

2.1.1 มิติเดยีว 

PCA แทนรูปภาพใบหนาดวยผลเฉลี่ยทีมี่การถวงน้ําหนัก ใบหนาลักษณ    เราจะทําการ
แทนรูปชุดภาพใบหนา ดวยเมทริกซขนาด N M  เมทริกซ ประกอบดวยภาพใบหนา ix   ที่ถูก
ทําใหเปนเวกเตอร il


และ วางตอกันในแถวตั้งตอเน่ืองกันไป หรือ 1, , ML l l   

 
       โดย

ที่ N เปนจํานวนพิกเซลทั้งหมดของภาพใบหนา และ M เปนจํานวนตวัอยางที่ใชในการฝกฝน 
ภาพใบหนาเฉลี่ยสามารถคํานวณได ดังนี้ 

1

1
= 

M

M

l i
i

m l

  

(1) 
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โดยการขจัดคาเฉลี่ยของใบหนาออกจากภาพใบหนาแตละหนา เราจะได  
' '

1 1, , , ,l M l ML l m l m l l         
   (2) 

ชุดของเวกเตอรเฉพาะนี้ จะถูกเรียกวา ใบหนาลักษณ   ใบหนาลักษณนี้ คํานวณจาก 
คณะ หรือ เอนเซมเบล (ensemble) ของเมทริกซความแปรปรวนรวมเก่ียว 

  
M

i=1

C= 
T

i l i ll m l m   
(3) 

การคํานวณหา เวกเตอรเฉพาะ จากเมทริกซ C ตรงๆ หรือ ที่เรียกวา การคํานวณจาก ผลคูณ
ภายนอก (outer product) ไมเหมาะสมในทางปฏิบัติ ทั้งน้ีเน่ืองมาจากวา ขนาดของเมทริกซ C จะ
ใหญมาก  ในการแยกสวนประกอบของ PCA เมทริกซ C จะถูกแยกยอยดวย การแยกยอยคาเอก
ฐาน ซึ่งจําเปนตองใชการคํานวณและขนาดหนวยความจําที่ใหญมาก หากเมทริกซมีขนาดใหญ 
การคํานวณจะซับซอนเกินกวาที่จะคํานวณได   ดวยเหตุนี้ จึงไดมีการนําเสนอ (Fukunnaka, 
1991; Turk, 1991)   การคํานวณผลประมาณ เวกเตอรเฉพาะ ดวย ผลคูณภายใน (inner product) 
ของเมทริกซ TR L L ที่มีขนาดเล็กกวามาก  

( )    T
l l lL L V V   (4) 

โดยที่ lV  คือ เมทริกซลักษณ และ l คือ เมทริกซที่มี คาเฉพาะ (eigenvalue)   โดย
การคูณทั้งสองขางของสมการดวย L เราจะได 

( )    T
l l lLL LV LV   (5) 

 
ดังนั้น เมทริกซเชิงตั้งฉาก ของเวกเตอรเฉพาะ  ของ   TC LL  สามารถคํานวณไดดังนี้ 

1

2
t lLV


 Φ  

(6) 
 

สําหรับภาพใบหนาแตละภาพ lx       เวกเตอรน้ําหนัก la  สามารถคํานวณไดจาก การฉาย 
(projecting) ภาพใบหนาที่ถูกแปลงเปนเวกเตอร ลงบนใบหนาลักษณ จํานวน K ใบหนา 

 1, , Ke eΦ   

 l l ll m a Φ


  (7) 

สมการที่ (7) คือ การแทนรูปภาพใบหนาดวย ใบหนาลกัษณ  ภาพใบหนาสามารถสรางคืนได
จาก ใบหนาลกัษณ  

l l lr m Φa   (8) 
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รูปที่ 2.2 ตัวอยางใบหนาลักษณ (eigenface) ที่เรียงตามขนาดของ คาเฉพาะ (eigenvalue)  

เชนเดียวกบัระเบียบวิเคราะห แบบหลายสเกล (multiscale)     PCA แยกยอยภาพใบหนา
ออก เปนหลายแถบความถี ่       ดังแสดงในรูปที่ 2.2 ใบหนาลักษณ ที่มี คาเฉพาะสูง จะมี
ความเหมือนกับภาพใบหนาเดิมและมีลักษณะสมบตัิของสวนประกอบความถีต่่ํา    สวน ใบหนา
ลักษณที่มีคาเฉพาะต่ํา สังเกตแลวจะเหมือนสัญญาณรบกวน    ซึ่งมีลักษณะสมบัติของสวน 
ประกอบความถี่สูง  เน่ืองจาก PCA เปนการแทนรูปภาพใบหนาที่ดีที่สุด   ใบหนาลักษณ K 
ใบหนาที่มีคาเฉพาะมากที่สดุ เปนสวนทีกํ่าลังงานมากที่สุด จึงคงไวซึ่งขาวสารที่สาํคัญที่สูดของชุด
ขอมูลใบหนาภาพ สวนใบหนาลักษณ อันดับที่มากกวา K จะถูกตั้งสมมตฐิานวาเปนสญัญาณ
รบกวน ความเปลี่ยนแปลงของแสงเงา และ อ่ืนๆ ที่นอกเหนือจากโครงสรางใบหนา     เชน 
เดียวกับการประมวลผลภาพแบบหลายสเกล ที่กําลังงานสวนใหญของภาพจะอยูที่แถบความถี่ต่ํา 
สวนแถบความถี่สูงจะแทนรูปขอบของภาพ และ แถบความถี่ทีสู่งมากขึ้นไปจะแทนรูปสัญญาณ
รบกวน      การที่ PCA สามารถดํารงไวซึ่งคุณสมบตัิของแถบความถี่สูงและต่ําของภาพใบหนาได
นั้น     นาจะมาจากเหตุผลที่วา เมทริกซความแปรปรวนรวมเก่ียว เม่ือถูกแปลงฟูเรียรแลวจะใหคา
สเปกตรัมทางความถี่       ดังนั้น จะเห็นไดวา PCA สามารถแบงแยกสวนประกอบทางความถี ่
โดยการประมวลผลในเชิงเวลาและตองใชขอมูลที่ใชในการฝกฝนในการคํานวณ    ในขณะที่การ
วิเคราะหแบบหลายสเกล นิยมใชตวักรองทางความถี ่ หรือ ฟงกชันฐานหลักที่มีผลตอบสนองทาง
ความถี่ ตางๆกัน ในการประมวลผล โดยที่ฟงกชันฐานหลัก ไดมีการกําหนดขึ้นมาลวงหนา ซึ่งไมมี
สวนเกี่ยวของกับจํานวนขอมูลที่ใชฝกฝน 

2.1.2 สองมิติ 

เร็วๆนี้ Yang (Yang et al., 2004) เปนนักวิจัยทีมแรกที่ไดเสนอเทคนิค ทีเ่รียกวาการ 
วิเคราะหสวนประกอบมุขสาํคัญสองมิติ (two-dimensional principal component analysis: 
2DPCA) ที่ซึ่ง เมทริกซความแปรปรวนรวมเก่ียวของภาพใบหนา จะถูกคํานวณโดยตรงจาก เมท
ริกซของภาพ เพ่ือที่จะไดคงไวซึ่งขาวสารทั้งในดานปริภูมิตําแหนงและโครงสรางของภาพใบหนา 
  Yang และคณะ (Yang et al., 2004) ไดทําการทดลองและพบวาสมรรถนะของ 
2DPCA ดีกวา PCA ในการทดลองกับฐานขอมูลใบหนาหลายฐานขอมูล 
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หนึ่งในความไดเปรียบของระเบียบวธิีนี้อยูที่วา ขนาดมิติของเมทริกซความแปรปรวนรวม
เก่ียว ใหมนี้ อาจมีขนาดมิติเทากับ ความกวางของภาพใบหนา หรือ ความสูงของภาพใบหนา (ใน
กรณี ของระเบียบวิธีรุนที่พัฒนาตอจาก 2DPCA)   ซึ่งจะมีผลดีในการหาคา เวกเตอรเฉพาะท่ีจะ
สามารถคํานวณไดรวดเร็วกวามาก  

เปนที่ควรจะจําไวเปนกรณีพิเศษวา ขนาดมิติของ เมทริกซความแปรปรวนรวมเกี่ยวนี้ จะมี
ขนาดเล็กกวา เมทริกซที่ตองใชในการคาํนวณ PCA ตามปกติ ที่คาํนวณดวยผลคูณภายนอก หาก
พิจาณาจากทฤษฏคีวามนาจะเปนแลว เมทริกซความแปรปรวนรวมเก่ียว ที่คํานวณจากภาพ
ใบหนา หรือ เรียกใหถูกตองวา เมทริกซความแปรปรวนรวมเก่ียวเชิงประจักษ (empi-rical 
covariance matrix) นี้ เปนการประมาณ เมทริกซความแปรปรวนรวมเก่ียวทีแ่ทจรงิ (true 
covariance matrix) ของปริภูมิภาพใบหนา  หากเราจะประมาณเมทริกซจริงนี้ใหมีความ
ถูกตอง เราจําเปนจะตองใชภาพใบหนาจํานวนมากในการคํานวณ ซึ่งเปนไปไดยากในทางปฏิบัต ิ
     ในขณะที่เมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA นั้นจะมีขนาดเลก็กวามาก   
ทําใหการประมาณ (estimation) เมทริกซไดเต็ม rank หรือ มีคาใกลเคียงความเปนจริงดีกวา
โดยเฉพาะใชชุดขอมูลฝกฝนที่นอยกวามาก ซึ่งเหมาะสมกับการรูจําใบหนาเปนอยางมาก  ฉะนั้น
เม่ือเราสามารถประมาณไดใกลเคยีงกับความเปนจริงไดมากกวา จะทําใหเราสามารถหลีกเลี่ยง
ปญหาสําคัญในการรูจํา ซ่ึงก็คือปญหา จํานวนฝกฝนนอย (small sample size: SSS)   

นอกจากเหตุผลเกี่ยว SSS ที่กลาวมาขางตนแลว  สมรรถนะที่ดีขึ้นของ 2DPCA สามารถ
อธิบายดวยหลักการที่นาเชือ่ถือกวาไดอีกหลายหลักการ     หนึ่งในหลักการน้ี ไดแก คมมีดของ
ออกแคม (Occam’s razor) ซึ่งตั้งไวเปนเกียรติแก William of Ockham (Occam, n.d.) ที่มีชีวิตอยู
ในชวงป ค.ศ. 1285-1349        หลกัของคมมีดของออกแคมสรุปไดคราวๆ ดังนี้ “สมมติฐาน 
(hypothesis) หรือ คําอธิบายตอปรากฏการณที่พ้ืนฐานที่สุด คือ คําตอบที่มีนาจะถูกตองที่สุด” ซึ่ง
แปลจากภาษาอังกฤษโดยตรง ดังนี้ “The simplest explanation is most likely the correct one” 
หรือ คํานิยามที่นิยมใชกันมากที่วา “Simpler explanations are, other things being equal, 
generally better than more complex ones” หรือ คํากลาวทีใ่กลเคยีงกับแนวความคิดด้ังเดิมที่วา 
“Plurality must never be posited without necessity” โดยที่ ความจําเปนที่แทจริง (truly 
necessary entity) ในที่นี้ หมายถึง พระเจา (God)     ถาใครเคยดูภาพยนตเรื่อง Contact ซึ่ง
แสดงโดย Jodi Foster จะรูวา Occam’s razor เปนแกนสารของภาพยนตเรื่องนี้ 

ซ่ึงหลักคมมีดของออกแคม สามารถอธิบายเพ่ิมเติม ไดดังนี้ ในกรณีของชุดขอมูลสําหรับการ
ฝกฝนที่มีจํานวนนอย  เม่ือนําชุดขอมูลน้ีมาใชในการประมาณ เมทริกซความแปรปรวนรวมเกี่ยว 
(สมมติฐาน) ของ PCA ซึ่งมีขนาดมิติใหมมาก (ความซับซอนสูงมาก) จะทําใหเกิด การกระชับเกิน
สมควร (overfitting)       อันเปนผลเนื่องมาจาก แบบจําลองที่มีความซับซอนมากเกินไปน้ัน จะถูก
รบกวนดวย สญัญาณรบกวนทางสถิติ (statistical noise) ไดงาย      เปนที่นาสังเกตวา 
แบบจําลองทีซ่ับซอน นี้นั้นก็มีการอธิบายใน ทฤษฏี การประมาณฟงกชัน (function 
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approximation) ที่ซึ่งเราแทนรูปฟงกชันใดๆ ดวย ฟงกชันพหุนาม (polynomial function) หลาย
อันดับ แตฟงกชันพหุนามอันดับสูงๆจะคอนขางออนไหวตอสัญญาณรบกวน    ดวยเหตุนี ้ การ
ประมาณ เมทริกซความแปรปรวนรวมเก่ียว ของ 2DPCA ซึ่งมีขนาดมิติเล็กกวามาก (แบบ จําลอง
ที่พ้ืนฐานกวา) นาจะสามารถจับเคาโครงที่สําคัญไดดีกวา   อันจะเปนผลใหสมรรถนะในการ
ทํานายปรากฏการณที่ศึกษาดีกวา 

 ปญหา overfitting นั้นยังเปนที่รูจักกันดีทางทฤษฏคีวามนาจะเปนและการประมาณ และ
การรูจํารูปแบบ โดยเฉพาะในหัวเรื่องที่เก่ียวกับ ทวบิทความเอนเอียงกับความแปรปรวน (bias-
variance dilemma) หรือ การแลกเปลี่ยนระหวางความเอนเอียงกับความแปรปรวน (bias-
variance trade-off)  แตในบริบทที่แตกตางออกไป ในการประมาณฟงกชันที่ใชฟงกชันพหุนามนั้น   
หากระบบทีเ่ราสังเกตเปนระบบเชิงเสน แตเราใชฟงกชันพหุนามที่มีอันดับสูงกวาอันดับสอง มาใช
ในการประมาณระบบ และเรามีขอมูลนอยมากเกินกวาจะสรางสมการเพ่ือแกไขหาคาสัมประสิทธิ์
ของชุดฟงกชันพหุนามทั้งหมดได     ในกรณีนี้จะเกิดการ overfitting หรือ การประมาณที่มี ความ
แปรปรวน (variance) สูง เพราะฟงกชันพหุนามที่ใชมีอันดับสูงกวาระบบ แตเม่ือใชขอมูลในการ
ฝกฝนเยอะขึน้ คาสัมประสิทธิ์ของฟงกชันพหุนามอันดับสูงๆจะมีคาเทาศูนย  คงเหลือเฉพาะคา
สัมประสิทธิข์องฟงกชันพหุนามอันดับตนที่เปนเชิงเสน ทําให overfitting หมดไป ในทางกลับกนั 
หากใชระบบที่ซับซอนมาก ซึ่งตองใชฟงกชันพหุนามอันดับสูงๆมาใชในการประมาณจึงจะมีความ
เหมาะสม แตเราใชชุดฟงกชันพหุนามที่มีอันดับต่ําเกินไป เราจะมีความเปนไปไดที่จะ เอนเอียง 
(bias) ไปยังกลุมขอมูลบางกลุมมากเกินไป  

ในการรูจําใบหนาซ่ึงมีขนาดของมิติใหญมาก หากระบบจําแนกมีความซับซอนมาก 
(เหมือนกับ การใชชุดฟงกชันพหุนามอันดับสูงมาก) มาใชในการตัดสินคลาสของบุคคล ซึ่งเรา
จําเปนจะตองใชตวัอยางในการฝกฝนเปนจํานวนมาก ซึ่งเปนไปไมไดในทางปฏิบัตใินการรูจํา
ใบหนา เพราะโอกาสที่จะเก็บภาพใบหนาเปนจํานวนมากไมสามารถเปนไปได เชน เราอาจมี
โอกาสเก็บภาพใบหนาของผูกอการรายไดเพียงไมก่ีภาพใบหนา เทาน้ัน เปนตน ระบบจําแนกที่
ซับซอนจะทําใหเกิด การจําขอมูล หรือ มีคาความแปรปรวนในการตัดสินใจสูง    ในทางกลบักัน
หากใชระบบจําแนกที่ซับซอนนอย ก็มีความเปนไปไดที่เราจะเอนเอียงไปยังกลุมภาพใบหนาบาง
กลุมมากเกินไป เราจึงควรสรางระบบจําแนก และ ตวัสกัดบงตาง ที่มีความซับซอนไมมาก หรือ 
นอยจนเกินไป 

นอกจากนี้ ปญหา SSS หรือ overfitting ยังเปนที่รูจักดีในอีกชื่อวา คําสาบของมิติ (curse of 
dimensionality)     Richard Bellman (Bellman, 1961) ไดอธิบายถึงปญหาที่เกิดขึน้เม่ือ
ปริมาตรเพ่ิมขึ้นอยางรวดเร็ว เม่ือจํานวนของแกนพิกัดเพ่ิมขึ้นแกปริภูมิที่สนใจ  สิ่งนี้เปนอุปสรรคที่
สําคัญในการวิเคราะหขอมูลที่ขนาดมิตใิหญมาก ซึ่งเปนผลจากความเปนจริงที่วา จากตําแหนงซึ่ง
เดิมอยูรวมกันเปนทองถิ่น จะไมอยูรวมกันตอไป แตจะกระจายเปนวงกวางเมื่อจํานวนมิติขยาย
ใหญมากขึ้น หือกลาวอีกนัยหนึ่ง คือ ความเปนมากศูนย (sparsity) จะเพ่ิมในสัดสวนแบบเอก
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โปเนนเชียล ตอ จํานวนตําแหนงขอมูลที่คงที่  โดยทั่วไป คาํสาบของมิต ิ เปนอุปสรรคท่ีสําคัญ
ตอ การเรียนรูของเคร่ือง (machine learning) ในการเรียนรูสภาวะของขอมูลที่มีจํานวนตวัอยางที่
ใชสําหรับฝกฝนจํากัดบนปริภูมิตัวบงตางที่มีขนาดมิติใหญม 

Bellman ตองการชี้ใหเห็นวา ปญหาที่มีมีมิติใหญมากๆ จะตองใชสมมติฐานที่มีความ
ซับซอนในการอธิบายปรากฏการณ และตองใชขอมูลปริมาณมากเพ่ือใชในการสรางสมมติฐานนั้น 
ซึ่งสามารถแปลความหมายสําหรับการรูจําใบหนาและเปาหมายอัตโนมัติ ไดดังนี้ เน่ืองจากภาพ
ใบหนาและเปาหมายประกอบดวยพิกเซลจํานวนมาก (มิติมีขนาดใหญมาก)     ระบบรูจํา 
(แบบจําลองหรือสมมติฐาน) จึงถูกสาบใหตองใชจํานวนภาพใบหนาหรือเปาหมายในการฝกฝนเปน
จํานวนมาก (จํานวนภาพใบหนาทีใ่ชฝกฝนควรจะมีเปนจํานวนเทาของจํานวนพิกเซลของภาพ) 
เพ่ือที่จะใหระบบมีสมรรถนะที่สูงในการรูจํา (ระบบมีความสามารถในการอธิบาย หรือจําแนกภาพ
ใบหนาหรือเปาหมายไดอยางถูกตอง)    ดังนั้น การที่เราใช ตวับงลักษณะ เชน 2DPCA ซึ่ง
คํานวณไดงายและมีมิติที่นอยกวา ไมเพียงแตเราจะสามารถสรางระบบรูจําที่พ้ืนฐานกวา ซึ่งทําให
สมมติฐานของระบบรูจําที่สรางขึ้นมีความซับซอนนอยกวา อันจะทาํใหจํานวนภาพที่ตองใชในการ
ฝกฝนมีจํานวนที่นอยกวา และ ระบบมีโอกาสท่ีจะทํานายไดถูกตองมากกวาแลว เวลาที่ใชในการ
จําแนกคลาสยังจะนอยกวาอีกดวย 

นอกจากนี้ปญหาสุดทาย และ เปนพ้ืนฐานที่สําคัญที่สดุ คือการคํานวณ การแยกยอยคาเอก
ฐาน หรือ SVD ที่คอมพิวเตอรจะไมสามารถคํานวณได     หาก เมทริกซความแปรปรวนรวมเกี่ยว 
มีขนาดใหญมาก 

2DPCA แทนรูปภาพใบหนาดวยผลเฉลีย่ที่มีการถวงน้ําหนัก ใบหนาลักษณ เชนเดียวกบั 
PCA แตกตางกันเฉพาะที่เมทริกซความแปรปรวนรวมเก่ียว G ที่แตกตางจาก R ของ PCA  เราจะ
ทําการแทนรูปชุดภาพใบหนา เมทริกซ A ประกอบดวยภาพใบหนา ix (อยูในรูปเมทริกซภาพไมมี
การแปลงใหเปนเวกเตอร) วางตอกันตามแนวแถวตั้งตอเน่ืองกันไป หรือ  1, , MA x x    หาก
กําหนดให n m  เปนขนาดความกวางและสูงของภาพใบหนา และM เปนจํานวนตวัอยางที่ใชใน
การฝกฝน  ดังนั้น เมทริกซ A จึงมีขนาด n mM  ซึ่งแตกตางจาก PCA 

ใน 2DPCA เมทริกซความแปรปรวนรวมเก่ียวภาพ G ถูกนิยามใหเปน 

         
T

G E A E A A E A        (9) 

โดยที่ เมทริกซ A แทนเมทริกซรูปภาพใบหนาในรูปแบบใหม และ  E A   แทนคาควาคาดหวัง
ของเมทริกซ A   จะเห็นไดวา เมทริกซความแปรปรวนรวมเก่ียว G จะมีขนาดมิติเทากับ 
n n  ซึ่งมีขนาดเลก็กวา เมทริกซความแปรปรวนรวมเก่ียว ของ PCA มาก    ในทางปฏิบัต ิเมท
ริกซความแปรปรวนรวมเก่ียว G ที่ประมาณได (estimated covariance matrix) จะสามารถ
คํานวณไดอยางแมนยําในกรณีของการฝกฝนที่มีจํานวนตัวอยางนอย 
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เมทริกซความแปรปรวนรวมเก่ียว G ที่ประมาณได ที่คํานวณมาจาก เอนเซมเบล ของ
ขอมูลภาพใบหนาสําหรับฝกฝนจริง จะเขียนไดดังนี้ 

1

1
 ( ) ( )

M
T

k k
k

G A A A A
M 

    
 (10) 

โดยที่ คือ Aคาเฉลี่ยเมทริกซแทนรูปภาพใบหนา และ 
1

1 M

k
k

A A
M 

   

กําหนดให 
1

' ' ', ,
K

e e   Φ  เปนเวกเตอรเฉพาะเรียงลําดับจากใหญทีสุ่ด K เวกเตอร   
เชนกัน สําหรับภาพใบหนาแตละภาพ lx       เวกเตอรน้ําหนัก '

l
a  สามารถคํานวณไดจาก การ

ฉาย (projecting) ภาพใบหนาลงบนใบหนาลักษณ จํานวน K ใบหนา 
1

' ' ', ,
K

e e   Φ  บน K 
ปริภูมิยอย (ปริภูมิยอย) 

 ' '
l lx A a Φ   (11) 

เอาทพุตที่ไดจากการฉายขางตน จะไดเปนเมทริกซขนาด n K ซึ่งตางจาก PCA ที่เอาทพุตได
เปนเวกเตอรที่มีขนาด 1K   

กระบวนการจาํแนกภาพวัตถุ ดวย 2DPCA สามารถใชระเบียบ ตัวจําแนกคาใกลทีสุ่ด 
(nearest neighbor classifier) ในการจําแนก ซึ่งจําเปนตองใชระยะหางในการจําแนก   ในที่นี้ 
ระยะหางระหวาง เมทริกซบงตาง (feature matrix) สองเมทริกซ ' ' '

1 2, , ,i i i iKa a a   
'a   และ 

' ' ' '
j j1 j2 jKa ,a , ,a   a       ซึ่งไดมาจากการฉาย ภาพวัตถสุองภาพ ลงบนเวกเตอรเฉพาะของภาพ

วัตถุ  ซึ่งในที่นี้ เวกเตอรเฉพาะของภาพวัตถุ  หมายถึงใบหนาเฉพาะในกรณีของการรูจําใบหนา 
และ เปาหมายเฉพาะ ในกรณีของการรูจําเปาหมายอัตโนมัติ ตามลําดับ      โดยท่ีสมาชิกของแต
ละเมทริกซ เปนแถวนอนที่ไดจากการฉายภาพวัตถุลงไปบนแตละเวกเตอรเฉพาะของภาพวัตถุ
   

ระยะหางระหวาง เมทริกซบงตางสองเมทริกซ ขางตน อาจกําหนดใหเปน มาตรระยะหาง
ชนิดบวก (additive distance measure) ซึ่งสามารถเขยีนขึ้นเปนสมการ ไดดังนี้ 

' '

1

( , )
K

i j ip jp
p

d a a


 ' 'a a  
 (12) 

โดยที่  ' '
ip jpa a  แทน ระยะหางยุคลดิ (Euclidean distance) ระหวาง แตละ เวกเตอรบงตางมุข

สําคัญ (principal feature vector) i
'a  และ '

ja         สมมติวา เราใชตวัจําแนกแบบ 1-ตัวจําแนก

คาใกลทีสุ่ด ที่ฝกฝนดวยชดุขอมูลสําหรับฝกฝน M ตัวอยาง และ เมทริกซบงตาง '
qa โดยที่ 

1,2,3, ,q M  สามารถคํานวณไดจากการฉายแลว  
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เราสามารถทาํนายคลาสของภาพวัตถุทีน่ํามาทดสอบ จากเมทริกซบงตางที่คํานวณได '
testa

ดังนี้  ถา  
' '( , ) min ( , )test w test q

q
d d' 'a a a a  

 (13) 

และ '
w ca แลว ภาพทดสอบ testx จะถูกจําแนกใหอยูในคลาส c  

2.1.3 สองมิติรุนถัดมา 

อยางไรก็ดี   หนึ่งในขอดอยของ 2DPCA ขนาดมิติของสัมประสิทธิ์ที่ใชในการแทนรูปภาพ
ใบหนาน้ัน จะมีขนาดใหญกวา PCA    มีงานจํานวนมากที่นําเสนอเพ่ือปญหาดังกลาวน้ี เชน การ
ใช PCA ในขัน้ที่สองตอจากการทํา 2DPCA หรือ การนําเสนอ 2DPCA แบบมี การฉายสองทาง 
(bilateral-projection) (Zhang, n.d. & Hong, 2005) ที่ซึ่งมีการแยกยอยเมทริกซของเวกเตอร
เฉพาะออกเปน เมทริกซซาย-ขวา เมทริกซของเวกเตอรเฉพาะซาย-ขวาจถูกคํานวณอยางเปน
อิสระตอกัน โดยการคํานวณแบบวนซ้ํา  ในการคํานวณ เมทริกซของการฉายดานขวาจะถูก
คํานวณจากภาพที่ถูกสรางคืนดานซาย และ เมทริกซของการฉายดานซายจะถูกคํานวณจากภาพ
ที่ถูกสรางคืนดานขวา และทําการคํานวณแบบวนซ้ําตอเน่ืองไป คําตอบที่ไดจะเปนคําตอบ เลง็เลิศ
ทองถิ่น (local optimum) 

เปนที่นาสังเกตวาระเบียบวธิี 2DPCA ที่นําเสนอในตอนแรกนั้น เราสามารถพิจารณาใหเห็น
วาเปนการประมวลผลในลกัษณะ เชิงแถวนอน (row-based) ซึ่งเราสามารถปรับใหการประมวลผล
เปนในลักษณะ เชิงแถวตั้ง (column-based) ไดไมยาก (Sanguansat, 2006)   สวน 2DPCA แบบ
การฉายสองทาง เปนการประมวลผลที่คาํนึงถึงขาวสารของการแทนรูปทั้งในเชิงแถวนอน-ตั้ง หรือ 
อีกนัยหนึ่ง 2DPCA ที่เนนขาวสารในแนวแถวตั้ง จะสกัดตัวบงตางที่มีความสามารถในการคัดแยก
คลาส ตามโครงสรางของในแนวตั้งใบหนา    ทั้งน้ีเปนไปตามสมมติฐานทีว่า ภาพควรจะมี ความ
ราบเรียบ (smoothness) ในระดับหน่ึง เราจึงสามารถละเลยขอมูลในแนวระนาบราบได   ดังนั้นเรา
จึงสามารถทําการลดรูปการวิเคราะห ดวยการหา ความสัมพันธรวมเก่ียวในระดับแถวนอนของชุด
ขอมูลฝกฝน สําหรับ 2DPCA แทนการคํานวณหา ความสัมพันธรวมเก่ียวในระดับพิกเซลของชุด
ขอมูลฝกฝน สําหรับ PCA       ในขณะท่ี 2DPCA เนนขาวสารในแนวแถวตั้ง และ ตั้งใจที่จะสกัด
ตัวบงตางที่มีความสามารถในการคัดแยกคลาสตาม โครงสรางของภาพตามแนวตั้งของใบหนา
ขาวสารทีส่ําคญัที่เก่ียวกับโครงสรางใบหนาบางสวนจึงถูกลดทอนความสําคํญลง ซึ่งเปนผล
เน่ืองมาจากการสะสมความแปรปรวนในทิศทางนั้น ยกตัวอยาง เชน สําหรับ PCA โครงสรางของ
ตาจะถูกแทนรูปในระดับพกิเซล   ในขณะที่  สําหรับ 2DPCA โครงสรางของตาจะถูกแทนรูปอยาง
สะสมตลอดแนวระดับของตา  (หัวตาซาย ตาซาย หางตาซาย หัวตาขวา ตาขวา และ หางตาขวา) 

อยางไรก็ดี ความไมราบเรยีบ ของโครงสรางใบหนา เปนขาวสารทีส่ําคัญในการรูจําใบหนา  
เชน ความคมเขมของคิ้ว และ ความสัมพันธของคิ้วกับตา ของบุคคลบางคน เปนตน ดวยเหตุนี้ จึง
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มีการนําเสนอการคํานวณ 2DPCA โดยการลดปริมาณขาวสารในบางทิศทาง แตคงไวซึ่งขาวสาร
ในบางทิศทางไว ซึ่งสามารถเรียกวา 2DPCA แนวขวาง (diagonal 2DPCA)     ซึ่งคํานวณจาก
การสรางเมทริกซความแปรปรวรวมเก่ียว ที่เกิดจากการแปลงภาพใบหนาใหอยูในลักษณะ แนว
ขวาง (diagonal) ดังแสดงในรูปที ่2.3 และ 2.4      เนื่องจาก แถวนอน (แถวตั้ง) ของภาพใบหนา
ที่ถูกแปลงทางขวาง ไดปรับเปลี่ยนปริมาณขาวสารของภาพใบหนาในแนวนอนและแนวดิง่จาก
ภาพใบหนาด้ังเดิม ผลของปริมาณขาวสารที่เปลี่ยนไปน้ีทําใหอาจมีขาวสารที่สําคัญของ
โครงสรางใบหนาปรากฏอยู ไมถูกเฉลี่ย (สะสม) หายไป     ภาพใบหนาที่ถูกแปลงทางขวางได
แสดงไว ดังในรูปที่ 2.5  

 
รูปที่ 2.3  ระเบียบวิธีในการสรางภาพใบหนาทางขวาง   กรณี 
               จํานวนแถวตั้ง (คอลัมน) มากกวาจํานวนแถวนอน 

 
 

 
รูปที่ 2.4   ระเบียบวิธีในการสรางภาพใบหนาทางขวาง  กรณ ี

                จํานวน แถวตั้ง (คอลัมน) นอยกวาจํานวนแถวนอน 



เอกสารปกปด หามเผยแผกอนไดรับอนุณาต 

MRG5080427 หนา 29/90 21 กรกฎาคม 2554 
 

 
รูปที่ 2.5 ตัวอยางภาพใบหนาท่ีถูกแปลงทางขวาง  

เปนที่นาสังเกตวา    เราสามารถขยายแนวความคดิเก่ียวกับ 2DPCA แนวขวาง ไปสู 
2DPCA ที่สามารถระบุทศิทางได    โดยการแปลงแนวขวางของภาพใบหนาทีถู่กแปลงแนวขวาง
แลวอีกคร้ังหนึ่ง ก็จะได 2DPCA ใหม      หากเราการแปลงแนวขวางซ้ําตอเน่ืองไปเร่ือยๆ เราจะ
สามารถสราง 2DPCA ขึ้นใหมไดในทิศทางตางๆ แตละทศิทาง     2DPCA ในลักษณะนี้สามารถ
เรียกอีกอยางหนึ่งวา การวิเคราะหสวนประกอบมุขสําคัญระบทุิศทาง  (directional two-
dimensional principal component analysis: directional 2DPCA) หรือ  2DPCA ระบุทิศทาง 

ทีนี้เราก็จะได 2DPCA ที่สามารถคํานวณสหสมัพันธระหวางแถวขอมูลของตัวเอง (ดู
รายละเอียดของคําอธิบายเพ่ิมเติม เก่ียวกับ ความสัมพันธของความแปรปรวนรวมเก่ียวระหวาง 
PCA กับ 2DPCA ในบทยอยตอไป)  ซึง่จะใหตัวบงตางที่บรรจุขาวสารที่เปนประโยชนตอการรูจํา
ใบหนาทีต่างกัน หากเราใชชุดของตวับงตางเหลาน้ีสรางชุดของระบบรูจํา แตละระบบรูจําจะเนน
ขาวสารในการรูจําที่ตางกัน ซึ่งจะใหการตัดสินใจทีต่างๆกัน หากนําผลการตัดสินใจเหลาน้ีมารวม
พิจารณาเพื่อหาการตัดสินใจในขั้นสุดทาย โดยปกติจะใหผลของการตัดสินใจสุดทายทีดี่กวา 
เหมือนกับแนวความคิดทางประชาธิปไตย ที่ตองการความเห็นของสวนรวม หรือ ตาม
ทฤษฏีความนาจะเปน ที่ความแปรปรวนในการตัดสินใจจะลดลง ทําใหผลผิดพลาดของการ
ประมาณการตัดสินใจลดลง ระบบรูจําในลกัษณะนี้จะเรยีกวา ระบบจําแนกแบบหลายตัว  

2.1.4 สองมิติไขว 

สําหรับ PCA ความแปรปรวนรวมเก่ียว เปนดัชนีในการวัดความเขมของสหสัมพันธที่มีตอ
กันของคูพิกเซล การรูจําใบหนา เปนปญหาการรูจําที่มีมิติขนาดใหญมาก เหนือการนั้นเปนปญหา
ที่ยากในการหาตัวอยางสําหรับฝกฝน   ดวยเหตุนี้ โอกาสที่จะประมาณเมทริกซความแปรปรวน
รวมเก่ียวใหแมนยําจึงเปนไปไดยาก     2DPCA ไดถูกเสนอเพ่ือนํามาใชในการแทนรปูภาพ
ใบหนา โดยการคํานวณฟงกชันฐานหลักชนิดปรับตวัไดจากชุดของขอมูลภาพใบหนาสําหรับการ
ฝกฝน   2DPCA สรางเมทริกซความแปรปรวนรวมเกี่ยวทีต่างจาก PCA เพ่ือใชสําหรับวัดความ
ความเขมของสหสัมพันธทีมี่ตอกันของแตละ แถวนอน (แถวตั้ง หรือ คอลัมน) ของภาพใบหนา    
มองใหลึกลงไป จะเห็นวา ความสัมพันธของพิกเซลในแตละคูของแถวของภาพไดถูกสะสมไวใน 
เมทริกซความแปรปรวนรวมเก่ียวที่เกิดขึ้นใหมนี้    ดวยเหตุนี้  ขาวสาร (สหสัมพันธของบางคู
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พิกเซล) บางสวนไดถูกทําลายไป เพ่ือใหสหสัมพันธที่สําคัญบางสวนคงอยู      คณะผูวิจัย 
(Sanguangsat et al., 2006) ไดนําเสนอทางเลือกใหม ที่เรียกวา 2DPCA ไขว (cross-2DPCA) 
ขึ้น   จากการวิจัย คณะผูวิจัยพบวา เมทริกซความแปร ปรวนรวมเก่ียวของ 2DPCA เกิดจากการ
คํานวณสหสมัพันธระหวางเมทริกซชุดภาพใบหนาฝกฝน กับ ตวัเอง 

ในขณะที่ 2DPCA แนวขวาง ก็เกิดจากการคํานวณหาสหสัมพันธระหวางเมทริกซชดุภาพ
ใบหนาฝกฝนที่ถูกแปลงแนวขวาง กับตัวเอง    ดังนั้น หากเราทําการคํานวณหาสหสัมพันธที่เกิด
จากการเขาคูระหวางทิศทางของแนวของภาพที่แตกตางกัน เราจะสามารถเขารหัสขาวสารทีเ่ปน
ประโยชนตอการรูจําไวในเมทริกซความแปรปรวนรวมเก่ียวใหม ทีพั่ฒนาขึ้น 

 โดยการนิยามให เมทริกซความแปรปรวนรวมเก่ียวไขว (cross-covariance matrix), G 
เปนไปดังนี้ 

 [ ]T
BAG E B A  (14) 

โดยที่ เมทริกซ A เปนเมทริกซของชุดภาพใบหนา ix  (อยูในรูปเมทริกซภาพไมมีการแปลงใหเปน
เวกเตอร) วางตอกันตามแนวแถวตั้งตอเน่ืองกันไป หรือ   1, , MA x x    และ  B   เปน  

เมทริกซของชุดภาพที่สรางขึ้นใหม โดยการแปลงโดยการเลื่อนตําแหนงพิกเซล     รูปที่ 2.6 
แสดง 100 ตัวอยางของ เมทริกซ B ที่เกิดจากการเลื่อนพิกเซลทั้งในแนวนอนและแนวตั้งของภาพ
ใบหนาของ เมทริกซ A 

 
รูปที่ 2.6 ตัวอยางของภาพใบหนาที่เกิดการเลื่อนทั้งในแนวนอนและแนวตั้ง    
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รูปที่ 2.7 สมาชิกของเมทริกซความแปรปรวนรวมเก่ียวของ PCA และ 2DPCA 

ความสัมพันธระหวาง ความแปรปรวนรวมเก่ียว PCA 2DPCA และ 2DPCA ไขว 

เบื้องตน ความแปรปรวนรวมเก่ียวของ 2DPCA สามารถคิดคนมาจาก ความแปรปรวนรวม
เก่ียวของ PCA ไดดังสมการตอไปน้ี 

 
1

( ,  ) ( 1) , ( 1)
m

k

G i j C m i k m j k


      (15) 

โดยที่ ( ,  ) G i j เปนสมาชิกแถวนอนที่ i  และ แถวตั้งที่ j  ของเมทริกซความแปรปรวนรวมเกี่ยว
ของ 2DPCA และm คือขนาดความสูงของภาพใบหนา        เราไดแสดงการสาธิตความ สัมพันธ
ดังกลาว        ดังตัวอยางตอไปน้ี สมมติใหเมทริกซภาพใบหนามีขนาด 3 3  เม่ือทําให 
ภาพใบหนาใหเปนเวกเตอร ที่มีขนาดมิติเทากับ 9    เราจะไดเมทริกซความแปรปรวนรวมเกี่ยว
ของ PCA ทีมี่ขนาดมิติเทากับ 9 9    สวนเมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA จะมี
ขนาดมิติเทากับ 3 3   จากสมการที่ (15) และ รูปที่ 2.7 สมาชิกแตละสมาชิกของเมทริกซ G  ที่
มีหมายเลขสมาชิกกํากับ เกิดจากผลรวมของสมาชิกที่มีหมายเลขสมาชิกตรงกันที่อยูในเมทริกซ 
C  จากเหตุผลขางตน     จะเห็นไดวา สมาชิกของเมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA 
มีขาวสารแค 1 ใน m  ของเมทริกซของ PCA หรือ อีกนัยหนึ่ง สมาชิกของเมทริกซความ
แปรปรวนรวมเก่ียวของ 2DPCA เกิดจากการสะสมคาของสมาชิกจํานวน m ตวัของเมทริกซของ 
PCA       แมทวาขาวสารที่สําคัญของภาพใบหนาจะสูญเสียไปบางเม่ือทําการสกัดตัวบงตางดวย 
2DPCA  หรือ อีกนัยหนึ่ง คือในการประมาณเมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA จะ
เกิดความเอนเอียงเกิดขึ้น   แตขอไดเปรียบของ 2DPCA อยูตรงดานความแมนยําในการประมาณ
เมทริกซความแปรปรวนรวมเก่ียวในกรณีที่มีจํานวนตัวอยางในการฝกฝนนอย เพ่ือหลีกเลี่ยง
ปญหา SSS หรือ คมมีดของออกแคม หรือ คําสาปของมิติ ก็ยังทําให 2DPCA เปนระเบียบวธิีที่
นาสนใจกวา PCA  

 จากสมการที่ (15)  เราสามารถขยายความ ความสัมพันธระหวาง เมทริกซความแปร 
ปรวนรวมเกีย่วของ PCA กับ เมทริกซความแปรปรวนรวมเก่ียวไขว ไดดังสมการตอไปน้ี 

  
1

( ,  ) ( 1) , ( 1)
m

k

G i j C f m i k m j k


      (16) 
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โดยที่  
1, 1  1

( )
1, 2

x L x mn L
f x

x mn L mn L x mn

     
        

 (16) 

และ 1 L mn   

ตามทฤษฏีความนาจะเปน คาผิดพลาดเฉลี่ยกําลังสองในการประมาณ ประกอบดวย 
ผลบวกของกาํลังสองของความเอนเอียง กับ ความแปรปรวน    เน่ืองจาก 2DPCA ไขว สามารถ
คํานวณได หนึ่งตัวบงตางตอทิศ   โดยแตละตวับงตางอาจมีความเอนเอียงในการประมาณอยูบาง 
เม่ือเทียบกับ PCA       หากวา ความเอนเอียงของแตละตวับงตางที่สกัดจาก 2DPCA ไขว มีคา
นอย   ตามทฤษฏคีวามนาจะเปน เม่ือเรานําตัวบงตางเหลาน้ีใชรวมกัน ความแปรปรวนลงจะลดลง
โดยประมาณ p เทาของความแปรปรวนของตัวบงตางแตละตวั โดยที ่p คือจํานวนตัวบงตางที่สกัด
ดวย 2DPCA ไขว    ดวยเหตุนี้ การรูจําดวย คณะของ 2DPCA ระบทุิศทาง หรือ 
2DPCA ไขว  ควรจะไดผลดีในการตัดสินใจขั้นสุดทายดีขึ้น   

2.1.5 ความเปนไปไดทางชีวภาพของมองเห็น 
 ในบทยอยนี้ เราจะกลาวถึง PCA และ 2DPCA และ 2DPCA รุนถัดมา กับความเปนไปได

ทางชีวภาพของการมองเห็น โดยเราจะชี้ใหเห็นโดยลําดับ ดังนี้   อันดับแรกเก่ียวของกับการ
สกัดความหมายจากการมองเห็น  ดวยการประมวลผลของกลุมเซล ปมประสาท (ganglion) ที่
ไดรับจากจอประสาทตา   ซึ่งสามารถชี้ใหเห็นวา PCA มีการทํางานที่สามารถเทียบเคยีงได  
อันดับที่สอง จากการศึกษางานทางดาน ประสาทวิทยา (neurological) พบวา (receptive field) มี
ผลตอบสนองตอทิศทาง ซึ่งเปนแนวคดิที่สนับสนุนการพัฒนาตอยอด 2DPCA เปนชนดิระบุ
ทิศทาง เพ่ือใหสามารถเขารหัสขาวสารในแตละทิศทางได  รวมถึงขยายไปถึงการพัฒนา 2DPCA 
ไขว  เม่ือคํานึงถึงลักษณะการทํางานของปมประสาทที่ทํางานรวมกันเปนกลุมอยาง อสัณฐาน 
(irregular) ชี้นําใหเกิดแนวคิดในการ ชุดของ 2DPCA ชนิดระบุทิศทาง และ แบบไขว ไวกับระบบ
จําแนกแบบหลายตวั 

โดยสรุป หลักการของการนํากลุมของ 2DPCA ไขว มาใชในระบบจําแนกแบบหลายตัว โดย
การบูรณาการ ทวิบทของความเอนเอียงกับความแปรปรวน มาใชกับการรูจํา     ซึ่งราย ละเอียด
จะไดกลาวถึงในบทตอไป 

หลักฐานทางการวิจัยอันดับแรกที่เก่ียวของ กับ ความเปนไปไดทางชีวภาพของการมอง 
เห็น ซึ่งใช PCA เปนตัวสกัดตัวบงตาง     หน่ึงในงานวิจัยทีน่าสนใจไดแกงานของ Weblin 
(Werblin, 2007) ที่อธิบาย การสกัดความหมายจากการมองเห็นดวยการประมวลผลของกลุมเซล 
ปมประสาท (ganglion) ตอสัญญาณภาพที่ไดรับจากจอประสาทตา    Werblin เสนอวา การ
ประมวลผลประกอบดวยการแทนรูปทัศนียภาพธรรมชาติ (natural scene) โดยการใช ภาพ 



เอกสารปกปด หามเผยแผกอนไดรับอนุณาต 

MRG5080427 หนา 33/90 21 กรกฎาคม 2554 
 

 

รูปที่ 2.8 การประมวลผลภาพดวยชุดเซลของปมประสาท โดยการแทนรูป 12 ภาพ  
                 (ในภาพแสดงภาพแทนรูปบางสวน)  สําหรับภาพส่ีภาพในแนวนอนแสดงผล 
                 ตอบสนองตอเวลา  ภาพที่ไดดัดแปลงมาจากวารสาร Scientific American  

         (Werblin, 2007) 

สําหรับการแทนรูป จํานวน 12  ภาพ        การทดลองของเขาประกอบดวย การจําลองดวย
โปรแกรมที่ทํางานรวมกับ ชิปจอประสาทตาคอมพิวเตอร  และ  ทําการยืนยันผลการจําลองของ 
โปรแกรมดวย การวัดปฏิกิริยาตอบสนองจากจอประสาทตาของกระตาย ในขณะที่ดูที่ภาพใบ หนา
ของผูพูด        ผลจากการทดลองที่ไดแสดงดังในรูปที่ 2.8  จากรูปจะเห็นวา การแทนรูป
เสมือนผานตัวกรองตัวที่ 1 (สีสม ภาพในวงกลมที่อยูบนสุด) ซึ่งดูเหมือนจะทําหนาที่ตรวจจับ
ลักษณะบงตางเฉพาะสวนทีเ่ปน ขอบ (edge)     สวนการแทนรูปอีกสวนหนึ่ง (สีมวง ภาพที่สาม
จากดานบน) จะทําหนาที่สกัดเงาที่อยูใตตาและจมูกสวนการแทนรปูอีกรู)หน่ึง (สีน้ําตาลออน ภาพ
ที่สี่จากดานบน) จะเนนลักษณะบงตางในสวนที่จาที่สดุของภาพใบหนา การแทนรูปบางสวนอาจให
ขาวสารเกี่ยวกับ ลวดลายบนพื้นผิว (texture)        นอกจากนี้  ในรูปที่ 2.8 ยังไดแสดงถึง ผลรวม
ของการแทนรูป (combined representation) ดวยภาพแทนรูปทั้ง 12 ภาพ ซึ่งเปลี่ยนตามเวลา ที่ 
1 2 3 และ 4 ตามลาํดับ 

เปนที่นาสังเกตวา ผลตอบสนองของการมองเห็นดวยจอประสาทตาที่ประมวลผลดวยชุด
ของปมประสาท จะเหมือนการดูภาพยนตร (มีขาวสารตามเวลาอยูดวย)      ซึ่งตางจากรูจําที่
งานวิจัยที่กําลังดําเนินการอยูนี้        หากแตวาในอนาคต เราสามารถขยายขอบเขตงานวิจัยให
ควบรวมขาวสารทางเวลาไดซึ่งจะทําใหความแมนยําในการรูจําของระบบของเราดีขึ้น 
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วัตถุประสงคที่เราไดกลาวถึงความเปนไปไดทางชีวภาพของการมองเห็นขางตนน้ี เพ่ือ
ชี้ใหเห็นถึงความคลองจองกับงานวิจัยที่ดําเนินการอยู  หากเราพิจารณารูปที่ 2.2 อีกคร้ังหนึ่ง    
จะเห็นวาตวัอยางใบหนาลักษณ (eigenface) ที่เรียงตามขนาดของ คาเฉพาะ (eigenvalue) นั้น   
ในใบหนาลักษณบางใบหนาจะแสดงลักษณะ (แทนรูป) ความราบเรียบของผิวหนา ใบหนาลักษณ
บางใบหนาแสดงเงาใตจมูก เปนตน ซึ่งคลายคลึงกับผลตวักรองที่ปรากฏในงานทดลองของ 
Werblin    และ เชนเดียวกับ PCA ที่ใหผลรวมแบบถวงน้ําหนักเฉพาะจะสามารถแทนรูปภาพ
ใบหนาจริงเหมือนผลการทดลองขางตนได เหมือนดังขอสรุปของ Werblin ที่วา การประมวลผล
ของชุดของปมประสาทจากสัญญาณที่ไดรับจากจอประสาทตาเปนผลจากผลรวมของการ
แทนรูป  

อยางไรก็ดี ความเปนไปไดทางชีวภาพในการมองเห็นของ PCA ที่ไดกลาวมาขางตน ยังไม
มีการใชควบรวมขาวสารเฉพาะของวัตถทุี่คงอยูในแตละทศิทาง   ตอไปน้ี เราจะกลาวถึงแรง
บันดาลใจที่จะชี้ใหเห็นที่ความสําคัญของการสกัดขาวสารที่ขึ้นกับทิศทาง เพ่ือพัฒนาใหการ
ประยุกตให PCA มีความนาจะเปนไปไดทางชีวภาพมากขึ้น 

เพ่ือโนมนาวใหเห็นถึงความเหมาะสมในการใช 2DPCA แบบระบุทิศทาง หรือ 2DPCA 
แบบไขว ใน การรูจําวัตถ ุ (object recognition)  เราจะทําความเขาใจโดยผานขอคิดที่นาสนใจ
เก่ียวกับความสามารถในการรูจําเม่ือวัตถุมีการหมุนในแนวระนาบราบและดิ่ง ดังตอไปน้ี 

จากการศึกษางานวิจัยทาง ประสาทวิทยา (neurological)   เก่ียวกับความเปนไปไดทาง
ชีวภาพในการมองเห็น (Roger, 1985)  พบวา    

“ทิศทางทีเ่ราสวนใหญสามารถรับรูความรูเชิงวตัถวุิสัยไดอยางทันใด คือ ทิศทาง
ที่นิยามใหอยูในแนวดิ่งตามแรงโนมถวงของโลก ทิศทางที่สําคัญทีสุ่ดที่ทําใหเรา
ตั้งตรงและคงอยู คือทิศทางที่โดยปกตติั้งฉากกับแนวราบ (horizontal) ของ
พ้ืนดิน” 

หรือที่ งานวิจัย อีกชิ้นหน่ึง (Edelman, 1992) ที่กลาววา 

“วัตถุสามารถคงทนตอทศิ (orientation) ทางแนวราบ ตอ ระนาบแนวด่ิง ได
มากกวาสามเทา ที่ซึ่งการปรับทศิในระนาบแนวด่ิงเพียงเล็กนอยจะมีผลทําให
การรูจําลดลงในอัตราสวนที่รวดเรว็” 

จากขอความขางตน เราสามารถสรุปไดวา 2DPCA แบบแถวตั้ง (column-based) จะมี
ความสามารถในการรูจํามากกวา 2DPCA แบบแถวนอน (row-based)    ศกึษารายละเอียด
เพ่ิมเติมในบทตอไป 
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รูปที่ 2.9 ภาพเล็กแตละภาพ แสดงกลุมประสาทสัมผัสสําหรับแบบ   จําลอง
ของเซลประสาทในการมองเห็น (Olshuasen, 2004) 

จากขอคิดขางตน  เราสามารถขยายจากแนวระนาบราบ และ แนวตั้งฉาก ใหมีทิศทางมาก
ขึ้น      โดยอางถึงงานวิจัยชั้นนําของ Olshausen (Olshausen, 2004) ที่เสนอวา กลุม
ประสาทสัมผสั (receptive field) ที่อยูที่สมองสวนหนา จะทําการประมวลผลสัญญาณจากจากภาพ
ที่ตกลงที่จอประสาทตา ดวย การแทนรูปแบบมากเลขศูนย (sparse representation) ระบบ
ประสาทใชเซลประสาทจํานวนเพียงไมมากนักในการแทนรูปในลักษณะนี้ ทําใหขนาดของ
หนวยความจํามีขนาดเล็กและมีประสทิธภิาพในการเขารหัสการมองเห็น   นอกจากน้ี ยังมีงานวิจัย
อีกเปนจํานวนมากที่พบวา มีเซลปมประสาทที่ไวตอทิศทางในจอประสาทตา และสมองรับรูสวน
หนาของสัตวเลี้ยงลูกดวยนมสวนใหญ      รูปที่ 2.9 แสดงกลุมประสาทสัมผัสที่สังเคราะหไดจาก
การฝกฝนดวยภาพจริงจํานวนมาก กลุมประสาทสัมผัส ที่ไดนี้ จะมีทิศ (orientation) มีลักษณะใกล
ถิ่นทางตําแหนง (spatially localized) และ เปนตวักรองผานกลาง (แบนดพลาส) 

จากเหตุผลขางตนน้ี   เราจึงเชื่อไดวา 2DPCA ที่สามารถระบุทศิทางได นาจะมีความ 
สามารถในการรูจําที่แมนยํามากขึ้น และเนื่องจากปมประสาทจะรวมกันทํางานในการรูจําโดยแต
ละเซลประสาทจะเขารหัสขาวสารที่แตกตางกันตามทศิของตนเอง  และนี้คือเหตุผลสุดทายที่เรา
นํามาใชสนับสนุน ในการใช 2DPCA แบบระบุทิศทาง หรือ 2DPCA แบบไขว จํานวนหลายตัว 
มาเพ่ือสรางระบบจําแนกแบบหลายตวั ในการตัดสินวตัถุรวมกัน 



เอกสารปกปด หามเผยแผกอนไดรับอนุณาต 

MRG5080427 หนา 36/90 21 กรกฎาคม 2554 
 

2.2 การสรางคืนภาพความละเอียดสูงยวดยิ่ง 

เน่ืองจากขอจํากัดทางกายภาพ ทําใหคุณภาพความละเอียดของภาพที่ไดในการใชงาน
ตางๆเกิดขอจํากัด  ระบบภาพเหลาน้ีจะเกิด สัญญาณแฝง (aliased) หรือ ถูกอัตราสุมสัญญาณต่ํา
กวาที่ควรจะเปน  หากจํานวนแถวของตวัรับไมหนาแนนพอ ซึ่งคอนขางพบไดบอยในอุปกรณภาพ
อินฟาเรด และ กลองที่ใช charge coupled device (CCD)    มีงานวิจัยหลายชิ้นที่พัฒนา
เทคนิคทางตรง (direct) และแบบวนซ้ํา (iterative) สําหรับความละเอียดสูงยวดยิ่ง หรือ การสราง
คืนภาพความละเอียดสูง (high-resolution: LR) ที่ปราศจากสัญญาณแฝง จากภาพความละเอียด
ต่ํา (low-resolution: LR) ทีมี่สัญญาณแฝง    สําหรับระเบยีบวธิีทางตรงจะทําการสกัด
องคประกอบความถี่สูงจากขอมูลความถีต่่ําที่มีอยูในเฟรม LR ดวยปริภูมิฟูเรียร หรือ เราอาจใช
แนวทางการรวมกัน ของ การประมาณในชวง-การบรูณะ (interpolation-restoration) หรือ การ
พิจารณาปญหาเปนปญหาของการสุมสัญญาณแบบมีนัยทั่วไปของขอมูลแบบรายคาบ  นอกจากนี้
ยังพิจารณาการสรางคืน แบบ ปญหาผกผัน (inverse problem) ที่อาจจําเปนตองใชการแกปญหา
แบบวนซ้ํา ทีน่ิยมใชกับปญหาผกผันที่มีขนาดใหญ  

ในการสรางคนืดวยการคํานวณแบบวนซ้ําน้ัน เราจําเปนตองทราบพารามิเตอรตางๆ 
เหลาน้ี คือ ตัวดําเนินการในการทําพรา (blur operator) การแปลงระนาบ สัมพรรค (affine 
transform) และ ตวัดําเนินการในการลดอัตราการชักตวัอยาง  โดยผานการลงทะเบียน 
(registration) ทางภาพ  เพ่ือสรางเมทริกซที่กระทาํตอภาพความละเอียดสูงยวดยิ่งแลวจะไดชุด
ของภาพความละเอียดต่ํา  โดยปกติเราจะทําการแกปญหาผกผัน ดวยการยายขางเมทริกซที่
กระทําตอ HR ไปดานของชุดภาพความละเอียดต่ํา   เราก็จะไดภาพความละเอียดสูงยวดยิ่ง แต
เน่ืองจากสมการที่ตั้งขึ้นน้ีมีขนาดใหญมาก ในการแกปญหาจึงนิยมใชระเบียบวธิีแบบวนซ้ํา 

โดยสรุป ระเบียบวิธีทีใ่ชในการสรางคืนภาพความละเอียดสูงยวดยิ่ง แบงออกไดเปน 2 
แนวทาง ไดแก ทางความถี ่(frequency) และ ทางปริภูมิตําแหนง (space)  ในงานวิจัยนี้ 
จะเนนการสรางคืนทางปริภูมิตําแหนงดวยระเบียบวิธแีบบวนซ้ํา 

2.2.1 แบบจําลองภาพความละเอียดสูงยวดยิ่ง 

คณิตศาสตรในการคํานวณเชิงเลขตามกรอบของการสรางคืนภาพความละเอียดสงูยวดยิ่ง 
(Nguyen et al., 2001) กําหนดใหความสมัพันธระหวาง ภาพความละเอียดสูง (high resolution: 
HR) กับ ภาพความละเอียดต่ํา (low resolution: LR) ทีส่ามารถเขียนอยูในรูปเมทรกิซ   เปนไป
ดังตอไปน้ี 

pkEBD kkkkk  1,nxf  (1) 
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โดยที่ p เปนจํานวนเฟรม kf และx เปนเวกเตอรที่ไดจาก เฟรมของภาพ LR ที่  kth และ ภาพ HR 
ที่ถูกจัดเรียงตามลําดับแบบอาน ตามลําดับ  และ D คือตัวดําเนินการในการลดอัตราการชัก
ตัวอยาง   B คือตัวดําเนินการในการทําพรา หรือ การเฉลี่ยภาพ และ  Ek คือ การแปลงระนาบ สัม
พรรค (affine transform) และ nk คือสัญญาณรบกวนที่ปรากฎในเฟรมที่ k ตามลําดับ 

เราสามารถเขยีนสมการที่ 2.1 ไดใหมดังนี้ 
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หรือ 

.nHxf

nxf


 kkk H

 
 (3) 

2.2.2 อัลกอริธึมสการสรางคืน 

สมการขางตนสามารถแกไดดวยระเบียบวิธี แกปญหาผกผัน (inverse problem) ที่มีพจน   
เรกูลาไรเซชนั (regularization) หรือ 

fI)(HHHx 1TT  λ .  (4) 

เปนที่นาสังเกตวา เมทริกซ H เปน เมทริกซชนิดมากเลขศูนย (sparse matrix) ที่มีขนาดใหญมาก 
ทําใหสมการคณิตศาสตรขางตนไมสามารถหาคําตอบไดงาย       ดังนั้น ระเบียบที่เปนที่นิยม
ใชในการหาคาํตอบนี้ คือ ระเบียบวธิีความลาดชันสังยุค (conjugate gradient method) 

 
2.3 การสรางคืนปริภูมิความละเอียดสูงยวดย่ิง 

การประมวลผลภาพลวงหนาสวนมากที่นยิมใชในการรูจํา หรือ การบีบอัดภาพ คือ การลด
ขนาดมิติของขอมูล  ในการวิเคราะหภาพ PCA เปนระเบียบวธิีที่เปนที่นยิมใชเปนอยางมาก 
ถาให Φ เปน ใบหนาลกัษณ (eigenface) ที่เลง็เลิศทีไ่ดขจัดความซ้ําซอนโดยการ ลด
ความสัมพันธ (decorrelate) ระหวางขอมูลภายในภาพ x        ใบหนาลักษณเล็งเลศิ จะถูกเก็บ
ซอนไวเปนแถวตั้ง  ดวยเหตุนี้ ภาพ x จึงตองถูกทําใหเปนเวกเตอรดวยเชนกัน    ดังนั้น การ
แทนรูปแบบเล็งเลศิของภาพ x สามารถเขียนอยูในรูป ดังตอไปน้ี 

 xeΦax  , (5) 

โดยที่ a เปน ตัวบงลักษณที่มีมิติ 1L  ที่ใชในการแทนรูป x และ ex เปนความผิดพลาดที่เกิดจาก
การแทนรูป   หากกําหนดให Ψ  เปนเมทรกิซขนาด LN 22  ทีป่ระกอบดวย ใบหนาลักษณ 
ของใบหนาลกัษณที ่kth ของเฟรมภาพ LR โดยคามาตราสวนความละเอียด   ซึ่งมีคาอยูระหวาง 
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0 ถึง 1 และ N คือจํานวนพิกเซลของภาพใบหนา เราสามารถเขยีนสมการการแทนรูปของภาพ
ความละเอียดต่ําดวย PCA ไดดังนี้  

kfkk eaΨf  ˆ .    (6) 

 
โดยการแทนที่ (5) และ (6) ใน (3) เราจะได 

kxkkfk HH
k

neΦaeaΨ ˆ .  (7) 

เน่ืองจาก 
      0

kf
T eΨ   (8) 

และ 

1ΨΨT  (9) 

เราสามารถหาสมการดังตอไปน้ี  

k
T

xk
T

k
T

k HH nΨeΨΦaΨa ˆ . (10) 

โดยการพิจารณาใหพจนที่สองและสามเปนสัญญาณรบกวนที่ไดจากการสังเกต ใหมีการกระจาย
แบบเกาส (Gunturk et al., 2003) เราสามารถเขียนสมการขางตนไดใหม ดังนี้ 

k
T

kk Ψaa ˆ   (11) 

โดยที่ 
kxkk H ne   (12) 

และ 
ΦΨ k

T
k H   (13) 

โดยไมสูญเสียนัยสําคัญ เราสามารถแกสมการขางตนเพ่ือใหได ตัวบงลักษณความละเอียดสูงยวด
ยิ่งที่อยูในรูปเวกเตอร ในระดับปริภูมิเฉพาะ คลายสมการใน หรือ  

aI)(ΛΛΛa 1TT ˆ    (14) 

โดยที่   เปนพจนเรกูราไซชัน เพ่ือใหเราสามารถแยกระเบียบวธิีที่จะนําเสนอตอไป ในที่นี้เราจะ
ใช สัญกรณเปนตัวหอย p ในสมการ (14) เพ่ือส่ือความหมายถึง ระเบียบวิธคีวามละเอียดสูงยวดยิ่ง
ที่ใช ในระดับ PCA (Gunturk et al., 2003)  

p
T
pp

T
pp aI)Λ(ΛΛa 1 ˆ    (15) 

ในบทตอไป เราจะนําเสนอสัญกรณของระเบียบวธิีที่แตกตางกันออกไป 
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2.4 ระบบจําแนกแบบหลายตัว 

ในเรื่องที่มีความสําคัญมาก เชน การเงิน การรักษาพยาบาล สังคม กฎหมาย หรือ เรื่องอ่ืนๆ
ที่มีความซับซอน เราจะทําการหาความเห็นที่สอง กอนทําการตดัสินใจ บางคร้ังเราตองการ
ความเห็นที่สาม และบางคร้ังเราตองการความเห็นมากกวาน้ัน  เม่ือเราไดความเห็นตางๆมาแลว    
เราจะทําชั่งน้าํหนักความเห็นตางๆน้ัน และ รวบรวมมันเขาดวยกันโดยการประมวลความคดิเขา
ดวยกันอยางใดอยางหนึ่ง เพ่ือใหการตัดสินใจในขัน้สุดทาย  ซึ่งเม่ือผานการประมวลผลในขัน้
สุดทายแลวนาจะเปนการตดัสินใจที่ดีที่สดุ (Polikar, 2006)  ขบวนการที่ใชในการปรึกษา 
“ผูเชี่ยวชาญหลายคน” กอนการตัดสินใจในขั้นสุดทาย นาจะเปนธรรมชาตทิีส่องของเราในการ
ดํารงชีวิตในปจจุบัน จากผลดีที่มีอยางมากมาย จึงมีการนํามาประยุกตใชกับปญหาทีต่องการ
การตัดสินใจอันโนมัติ ซึ่งไดเกิดเม่ือไมนานมานี้ในสังคม ความฉลาดที่คํานวณได (computational 
intelligence) 

ระบบจําแนกแบบหลายตัว (multiple classifier systems: MCS) ยังถูกรูจักกันในชื่อตางๆ  
เชน  ระบบเชิงคณะ (ensemble based system)  คณะกรรมการตัวจําแนก (committee of 
classifier)  การผสมรวมของผูเชี่ยวชาญ (mixture of experts)  เปนตน   MCS แสดงใหเห็นผล
การทํางานที่ดีกวา ระบบที่ใชตวัตัดสินใจเพียงตัวเดียว ในการประยุกตใชในดานตางๆมากมาย 
และภายใตสถานการณที่หลากหลาย 

ในบทยอยนี้  เราจะกลาวถงึ MCS ชนิดตางๆ เพ่ือเปนการปูพ้ืนความรูเก่ียวกับเรื่องนี้ โดย 
MCS แตละชนิด จะมีความแตกตางกัน ในเรื่องของอัลกอริธึมส ที่ใชในการสราง ตัวตัดสินใจยอย
แตละตวั และ ระเบียบวิธทีีใ่ชในการรวมผลของการตดัสินใจ  MCS ที่นาสนใจ ไดแก bagging    
boosting     AdaBoost     stacked generalization   ระเบียบวิธีปริภูมิยอยแบบสุม (random 
subspace method) และ การผสมรวมของผูเชี่ยวชาญเชิงลําดับชัน้ (hiera-rchical)        รวมถึง
กฏที่ใชในการรวมการตัดสินใจ เชน การลงคะแนนเสียง (Voting)   การใชแมแบบตัดสินใจ 
(template decision) หรือ รหัสเอาทพุตสําหรับการแกไขบติผิดพลาดใหถูกตอง (error correcting 
output codes)  เพราะประโยชนของ MCS จึงมีการนําไปประยุกตใช ในการหลอมขอมูล (data 
fusion) การเรียนรูเพ่ิมสวนตอเน่ือง (incremental learning)     รวมถึงหัวขอวิจัยที่กําลังเปนที่
สนใจในขณะนี้ ของ MCS ที่เก่ียวของกับการคัดเลอืกตัวบงตาง และ การเรียนรูโดยที่มีการขาด
หายของตัวบงตาง 

ในบทยอยนี้   เราจะกลาวถึงปจจัยสําคัญที่สนับสนุนแนวความคดิของ MCS ทั้งในทาง
ทฤษฏี และทางปฏิบัติ ดังนี้ 

ทางสถิติ เปนที่ทราบดีวา ขายประสาท (neural networks) หรือ ตัวจําแนกที่ทํางาน
อัตโนมัติโดยทั่วไปจะประสบปญหาวา แมจะมีสมรรถนะที่ดีเม่ือทําการฝกฝน แตสมรรถนะตามนัย
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ทั่วไปจะไมสามารทํานายไดดีเทาใดนัก เม่ือทดสอบดวยขอมูลที่ตวัจําแนกไมเคยเห็นมากอนใน
ระหวางการฝกฝน 

ขายประสาทแตละตวั จะมี นัยทั่วไป ที่แตกตางกัน หากทําการฝกฝนดวยพารามิเตอรที่
แตกตางกัน แมเพียงเล็กนอย พารามิเตอรเหลาน้ี ไดแก คาถวงน้ําหนักตั้งตน หรอื ตัวอยางฝกฝน
ที่แตกตางกัน หรือ จํานวนพารามิเตอรที่ตองการฝกฝน (ความซับซอน) เปนตน ดวยเหตนุี้ หาก
เราสามารถเฉลี่ยความสมรรถนะของขายประสาทที่ไมดีใหลดนอยลงได เราจะลดความเสี่ยงที่ได
จากการฝกฝนแลวไดตัวจําแนกที่มีประสทิธิภาพต่ํา ถึงแมวา การเฉลี่ยจะไมสามารถเอาชนะ 
ตัวจําแนกที่ดีที่สุด หรือ ตัวจําแนกที่แข็งแรงที่สุด (strong classifier) ได    แตที่แนนอน เราจะ
สามารถลดความเสี่ยงทั้งหมดที่จะเลือกได ตัวจําแนกที่แย 

ขอมูลขนาดเล็ก ในกรณีที่ขอมูลฝกฝนมีจํานวนนอยมากจนเกินกวาจะเปนตัวแทนของการ
กระจายตัวของขอมูลที่แทจริงได  โดยการใชเทคนิค การสุมซํ้า (resampling) เพ่ือใหได เวตยอย
ของขอมูล โดยแตละเซตสามารถถูกนํามาใชฝกฝน ตัวจําแนกทีอ่อนแอ (weak classifier) ที่
แตกตางกันจํานวนหนึ่งได ตัวจําแนกเหลาน้ีจะถูกนํามาใชในการตัดสินใจรวมแบบองคคณะ 
แนวความคิดน้ี เสมือนความเห็นของประชาชนผูนอยจํานวนมาก ยอมดีกวาการตัดสินของเผด็จ
การ 

แบงแยกและปกครอง   ในกรณีที่ ปญหาที่ตองการตัดสินใจอาจมีความซับซอนจนเกินกวา 
ตัวจําแนกเพียงตัวเดียวจะสามารถตัดสินใจได  โดยเฉพาะเม่ือขอบเขตของการตัดสินใจแบงคลาส
ของขอมูลมีความซับซอน หรือ อยูนอกเหนือขอบเขตของฟงกชันที่จะใชในการเลอืกแบบจําลองตวั
จําแนก เชน ตัวจําแนกเราเปนชนิดเชิงเสน    แต ขอบเขตการตัดสินใจ (decision boundary) ของ
เราจะแบบไมเชิงเสนที่มีความซับซอน ดังแสดงในรูปที่ 2.10 

เน่ืองจากขอบเขตการตัดสินใจมีความซับซอนมาก หากเราสามารถเลือกได ตัวจําแนกที่
แข็งแรงขึ้นกวาตัวจําแนกเชงิเสน ซึ่งในที่นี้หมายถึง ตัวจําแนกที่มีรูปรางของขอบเขตการตัดสินใจ
เปนแบบ วงรี หรือ วงกลม จะเห็นไดวา  ตัวจําแนกออนแอ ที่สรางขึ้นแตละตวัจะขึ้นกับขอบเขต
ของขอมูลที่ใชในการฝกฝน เม่ือนําขอบเขตการตัดสินใจของตัวจําแนกทั้งหมด มารวมกัน เราจะได 
ขอบเขตการตดัสินใจในขั้นสุดทาย ที่สามารถประมาณขอบเขตการตัดสินใจที่แทจริงได ดังแสดงใน
รูปที่ 2.11 

2.4.1 ความหลากหลาย  

ความหลากหลาย (diversity) เปนองคประกอบที่สําคัญจําเปนสําหรับการรูจําดวย MCS  
การตัดสินใจที่ผิดพลาดของตัวจําแนกแตละตวัของ MCS ควรจะตองแตกตางกัน  โดยธรรมชาติ
ความแตกตางของความผิดพลาดของการตัดสินใจของ ตัวจําแนกแตละตวันั้นเม่ือเกิดขึ้น  และถูก
รวมเขาดวยกนัอยางมีระบบ   เราจะสามารถลดความผิดพลาดในการตัดสินใจรวมทั้งหมดลงได 
    แนวความคดิน้ีเปนแนวความคิดที่คอนขางจะเหมือนกับการกรองผานต่ํา (low pass) 
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รูปที่ 2.10  ขอบเขตการตัดสินใจที่ซับซอนที่ตัว จําแนก

เชิงเสนไมสามารถแบงแยกได 

 
รูปที่ 2.11 คณะกรรมการของตัวจําแนกท่ีแผทั่ว

ปริภูมิของการตัดสินใ

สัญญาณออกจากสัญญาณรบกวน  โดยสรุป MCS ตองการตัวจําแนกที่ ขอบเขตการตัดสินใจ 
แตละตวั แตกตางจากขอบเขตการตัดสินใจของตัวจําแนกตัวอ่ืน   ชุดของตัวจําแนกนี้จึงจะถูก
พิจารณาวามี ความหลากหลาย 

ดังแสดงในรูปที่ 2.12 เราไดสรางตัวจําแนกขึ้นมา 3 ตัว  ตัวจําแนกแตละตวัมีขอบเขต
การตัดสินใจที่แตกตางกัน ซึ่งเกิดจากขอมูลการฝกฝนที่แตกตางกัน  แมทวาตวัจําแนกแต
ละตวัจะสามารถสรางขอบเขตการตัดสินใจที่มีสมรรถนะสูง สามารถแบงคลาสของขอมูลทีใ่ช
ฝกฝนไดอยางถูกตองแมนยํา แตหากเราเลือกใชตัวจําแนกตัวใดตวัหนึ่งจากตัวจําแนกทั้งามตัว
นี้ในการทดสอบตัวอยางซึง่ ตัวจําแนกนั้น ไมเคยเห็นมากอน จะเห็นวา เรามีความผิดพลาดใน
การทํานายเทากับ 4 สําหรับตวัจําแนกตัวที่ 1 (1 สามเหลี่ยม และ 3 วงกลม) และ ความ
ผิดพลาดเทากับ 4 สําหรับตัวจําแนกตัวที่ 2 (1 สามเหลี่ยม 2 วงกลม และ 1 ส่ีเหลี่ยม) เปนตน 
แตเม่ือเราตวัจําแนกทั้งสามตัวมารวมกนั เราจะได ผลรวมของขอบเขตการตัดสินใจ ที่สามารถ
แบงคลาสดดยไมมีความผิดพลาดเกิดขึ้นเลย 

 
2.5 การคัดเลือกลักษณะบงตาง 

การสกัดตัวบงตาง (feature extraction) และ การคัดเลือกตวับงตาง (feature selection) 
เปนสองสวนสําคัญที่ทําหนาที่ตางกันในการรูจํารูปแบบ  โดยทั่วไป การสกัดตัวบงตางเนนไปที่
การแปลงตวับงตางที่มีอยู ใหเปนตัวบงตางชุดใหมที่แตละตวัตางก็มีขาวสารที่สําคัญและไมซ้ํา 
ซอนกัน   จากนั้นจะเลือกเฉพาะตวับงตางที่มี กําลังงานรวมสูง หรือ คุณสมบัติในการรูจําสูง
เน่ืองจากจํานวนตวับงตางใหมที่ถูกเลือกมีจํานวนนอยลง ระเบียบวธิีการสกัดตัวบงตางจึงทาํ
การลดขนาดมิติจากขนาดมิติของตัวบงตางเดิมที่มีขนาดใหญ ไปเปนตัวบงตางใหมที่มีขนาดมิติ
เล็กลง การลดขนาดมิติจะมีสมรรถนะที่ดีเม่ือใชกับตวับงตางที่มีความสัมพันธที่ซ้ําซอนกัน      
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รูปที่ 2.12 การรวมตัวจําแนกท่ีเรียนรูดวยขอมูลเซตยอยของขอมูลฝกฝนท่ีแตกตางกัน 

 

มองอีกมุมหน่ึง การสกัดตัวบงตางจะใหผลดีในกรณีที่ชดุตัวบงตางทีพิ่จารณามีสหสัมพันธ
ตอกันคอนขางสูง  ในขณะที่ การคัดเลือกตัวบงตาง หรือ การคัดเลือกตัวแปร จะมีสมรรถนะที่
ไมนาพอใจนัก เม่ือใชกับชดุของตัวบงตางในลักษณะดังกลาว      ทั้งน้ีเปนเพราะวา ในการ
คัดเลือกตวับงตาง ตัวบงตางที่มีสหสัมพันธที่ใกลกันจะได แตม (score) ที่ใกลกัน  หากแตวา 
เม่ือตัวบงตางทั้งสองมีคาของแตมสูง ตัวบงตางทั้งสองก็จะถูกเลือก    ซึ่งในความเปนจริง ตัวบง
ตางทั้งสองมีปริมาณขาวสารที่สําคัญตอการรูจําที่ละมายคลายกัน เพราะมีสหสัมพันธที่ใกลเคยีง
กัน ซึ่งในกรณีของการรูจําในกรณีนี้นั้น ตัวบงตางตวัหนึ่งแคหนึ่งตัวก็เพียงพอตอการรูจําแลว 
เพราะมีปริมาณขาวสารที่สาํคัญเกือบครบถวน  หากเพิ่มตัวบงตางที่มีแตมเทากันที่เหลือ ก็จะ
เปนการเพ่ิมขาวสารที่ซ้ําซอนซึ่งจะไมเปนประโยชนเทาใดนักในการรูจํา [21]   

จากความรูพ้ืนฐานในบทยอยที่ผานมา เราไดทราบถงึระเบียบวิธใีนการลดขนาดมิติตัวบง
ตางมาแลว  สําหรับการคัดเลือกตวับงตางน้ัน สามารถแยกออกไดเปนสองแนวทาง (Wolf, 
2005 & Guyon, 2003)   แนวทางแรกเรียกวา แบบฟวเตอร (filter method)     ในแนวทางน้ี 
ตัวบงตางจะถกู จัดลําดับความสําคัญ (ranking) ดวย แตม (score) จากมากไปหานอย      แตม 
หรือ คะแนน นี้ จะถูกคํานวณดวยมาตรที่กําหนดขึ้น โดยเชน อาจเปนคา สัมประสิทธิ์
สหสัมพันธ (correlation coefficient) หรือ ขาวสารรวมกัน (mutual information) เปนตน   
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แนวทางที่สอง เรียกวา แบบภาชนะ (wrapper method)  ที่ทําการคัดเลือกชุดยอยของตัวบงตาง 
โดยการทดสอบผลตอบรบัที่ดีจาก ตัวทํานาย (ตัวจําแนก) ตอตัวบงตางที่เลือก  

สําหรับการคดัเลือกตัวบงตาง ในแบบฟวเตอรนั้น  การจัดลําดับความสําคัญของตวับงตาง 
นั้นเปนการประมวลผลขั้นตน ที่ไมจําเปนตองขึ้นอยูกับตวัทํานาย     การคัดเลือกตัวบงตางใน
ลักษณะนี้จึงมีประสิทธิภาพในการคํานวณคอนขางมาก และ ดีที่สุดตอตัวทํานายใดๆ โดยนัย
ทั่วไป (generalization) ทั้งน้ีเน่ืองมาจากคุณสมบัติเชิงตั้งฉาก และ ความเปนอิสระตอกัน      
สวนการคัดเลอืกตัวบงตางแบบภาชนะ จําเปนตองขึ้นอยูกับตวัทํานาย และตองมีขอมูลชุด
พิเศษเพื่อไวใชในการทดสอบผลตอบรับ ซึ่งไมคอยจะเหมาะกับการรูจําใบหนาเทาใดนกั 
เน่ืองจากจํานวนขอมูลของภาพใบหนาของเรามีจํานวนนอยเม่ือเทียบกับขนาดของมิติ 

ในการรูจําใบหนา เราจะมีตัวอยางเพียงสองสามรอยตัวอยางสาํหรับใชทั้งฝกฝนและ
ทดสอบไปพรอมกัน แตขนาดของมิติของภาพจะมีขนาดตั้งแตสองสามพัน ไปจนถึง หลายแสน 
ถาเราใชฟลเตอร หรือ การประมวลผลทางภาพ เชน ผลการแปลงเวฟเลต มาใชเราอาจลด
ขนาดของมิติลงไปเหลือเพียงไมก่ีพัน  นอกจากการคัดเลือกตวับงตางจากตัวบงตางของภาพ
ใบหนาแลว ในกรณีที่เราสามารถสรางชุดของตัวบงตางที่แปรเปลี่ยนตามทิศ (ระบุทิศทาง) เรา
สามารถใชระเบียบวิธีในการคัดเลือกตวัแปร ในการคดัเลือกชุดของตัวบงตางแทนได หรือ อีก
นัยหนึ่ง คือ เราเลื่อนการคัดเลือกตวับงตางขึ้นไปอีกหน่ึงระดับ หมายถึงเราเลื่อนจากการ
คัดเลือกตวับงตางไปเปนการคัดเลือกชุดของตัวบงตางแทน 

เน่ืองดวย การคัดเลือกตวับงตางแบบฟวเตอร คอนขางมีความเหมาะสมกับการรูจําวัตถุ
กวาแบบภาชนะ หนึ่งในเง่ือนไขที่สําคญัในการจัดลาํดับความสําคญัของแบบฟวเตอร ไดแก 
สัมประสิทธิ์สหสัมพันธเพียรสัน (Pearson correlation coefficient) 

( , )
( )

var( ) var( )
i

i

COV X Y
R i

X Y
   (16) 

เง่ือนไขที่สําคญัในการจัดลาํดับความสําคัญอีกตัวหนึ่งที่เก่ียวกบั ทฤษฏีขาวสาร (information 
theory) ซึ่งเก่ียวของกับการประมาณเชิงประจักษของ ขาวสารรวมกัน 

 

 (17) 

โดยที่ P(xi) และ P(y) เปนความนาจะเปนของ xi  และ y และ P(xi,y) เปนฟงกชันความ
หนาแนนความนาจะเปนรวม (joint probability density function)      เง่ือนไขนี้เก่ียวของกบั 
เอนโทป  (entropy) ของหลักการวิศวกรรมไฟฟาส่ือสาร 

เง่ือนไขขางตนเปนมาตรวดัความเปนอิสระตอกันระหวาง xi ความหนาแนนของตัวแปร
สุม กับ ความหนาแนนตัวแปรสุมเปาหมาย y   เน่ืองจาก P(xi) P(y) และ P(xi,y) ไมสามารถ
ทราบคาที่แทจริงได เราจึงตองคํานวณความหนาแนนความนาจะเปนดังกลาวโดยการประมาณ
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จากขอมูล   ในกรณีนี้เราจะได ขาวสารรวมกัน จากการคํานวณเชิงประจักษ โดยการแทนที่ 
อินทิกรัล ดวย ผลรวม ดังนี้ 

 

 (17) 

อยางไรก็ดี เง่ือนไขขางตน เปนเง่ือนไขพืน้ฐาน    ยังมีเง่ือนไข นอกเหนือจากน้ีที่เปน
เง่ือนไขที่ดีตอการรูจํา เชน  เอนโทป ที่สามารถวัดความแตกตางของความหนาแนนความนาจะ
เปนระหวางเวกเตอรตัวแปรสุมสองตัว        เอนโทป ที่วาน้ีมีคุณสมบัติใน การแยกแยะ (discri-
minant) ทางสถิติระหวางคลาสที่ดี เปน มาตรวัด เอนโทรปสัมพัทธ (relative entropy) ที่วดั
ความแตกตางของการกระจายตัวแปรสุมที่สนใจ    เอนโทป ที่วาน้ี รูจักกันดีวา เอนโทปไขว 
(cross entropy) หรือ ระยะหาง Kullback-Leibler (Kullback-Leibler distance) หรือ I-diver-
gence (Saito, 1995 และดูเอกสารอางอิงในบทความฉบับนี้) 

1

( , ) log
n

i
i

i i

p
I p

q
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 (18) 

โดยที่  
1

n

i i
p


p และ   

1

n

i i
q


q เปนลําดับที่มีคาไมเปนศูนย  (อาจอยูในรูปของกําลังงาน)  

และ 1i ip q    (พิจารณาเหมือนกับการนอมอลไรซใหการกระจายตัวของกําลงังานของ
สัญญาณของตัวบงตางที่ 1 และ 2 ใหมีคาเทากัน)  ในกรณีที่เราจะประยุกตใชมาตรวัดน้ี 
และ เพ่ือความรวดเร็วในการคํานวณ        เราจะกําหนดให คามาตรวัดระหวางตัวบงตางที่
คํานวณไดจากสมการที่ (18) มี คุณสมบตัิเชิงบวก (additive) สมการที่ (18) สําหรับ
คํานวณการจัดลําดับความสําคัญ ที่ปรับปรุงใหมจะเปนดังนี้ 

1
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 (19) 

โดยที่ k คือ จํานวนตวับงตาง (ชุดของตัวบงตาง) ในขณะของ ระบบจําแนกแบบหลายตวั 

ขอนาสังเกต เอนโทรป ที่มีในสมการที่ (18) มีความไมสมมาตรระหวาง p และ q  อยู  
ในบางกรณี เราควรใช เอนโทรป ที่มีความสมมาตร หรือ ใช J-divergence ระหวาง p และ q  
ดังนี้ 

1 1( , ) ( , ) ( , )k kJ I I p q p q q p  
  (20) 

หรือแมแต อยางงาย เชน 
2

( , ) ,W p q p q   (21) 

ก็สามารถนํามาใชแทนสมการที่ (18) เพ่ือใชในการคดัเลือกตัวบงตางได 
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 อยางไรก็ดี มาตรวัดที่กลาวมาขางตน ถาไมเนนการวัดคุณสมบัตทิางดานการแยกแยะ 
ก็เนนการวัดความไมเปนอิสระตอกัน  เปนที่ทราบดีวา ในระบบจําแนกแบบหลายตวั การ
รวมการตัดสินใจที่มี สหสัมพันธเชิงลบ (negative correlation) จะใหผลการตดัสินใจสุดทายที่
ดีกวาเง่ือนไขขางตน ดังนั้นมาตรวัดที่ดีที่สุดในการตดัสินใจนาจะเปนมาตรวัดทีส่ามารถวัดการ
แยกแยะที่มีขาวสารเกี่ยวกบั สหสมัพันธเชิงลบ อยูดวย   ซึ่งเปนสวนหนึง่ของงานวิจัยที่
ดําเนินการอยู 

  การคัดเลือกตวับงตาง เดิมเปนแนวความคิดในการคัดเลือกตัวบงตาง  สวนมาตรวัด 
ความสัมพันธเชิงลบ เปนมาตรวัด ความหลากหลาย ที่ใชในการคัดเลือกตวัจําแนกสําหรับ MCS 
หากเราพิจารณาให ตัวจําแนกแตละตวัเสมือนเปน ลักษณะบงตางเชิงลําดับชั้น ในลําดับชั้นที่สงู
กวา ตวับงตางที่สกัดไดจาก 2DPCA  เราจะอนุโลมใหการคัดเลือกตัวจําแนกสําหรับ MCS 
สามารถดําเนินการดวยระเบียบวิธี ของการคัดแยกตัวบงตาง 
 
2.6 ผลการแปลงเวฟเลตระบุทิศทาง 

 ความสําเร็จของผลการแปลงเวฟเลตน้ัน เน่ืองมาจากความสามารถในการแทนรูป
ฟงกชันที่ราบเรียบเปนชวง (piecewise smooth function) โดยที่ใชจํานวนสมัประสิทธิ์จํานวน
ไมมาก ทําใหเวฟเลตเปนเคร่ืองมือชนิดใหมที่นิยมใชในการประมวลผลสัญญาณและภาพ  ผล
การแปลงเวฟเลตสองมิตินัน้สามารถคํานวณไดอยางรวดเร็วดวย ผลเทนเซอร (tensor product) 
ของผลการแปลงเวฟเลตหนึ่งมิติ         ดวยเหตุนี้ เวฟเลตแบบแยกออกจากกันได (separable 
wavelet) จึงเปนผลการแปลงเวฟเลตที่นยิมในปจจุบัน 

แนวความคิดของผลการแปลงเวฟเลตระบุทศิทาง ไดมาจาก ฟวเตอรพัด (Fan filter) ที่
ประสบความสําเร็จในการประยุกตใชทางหุนยนต และ การมองเห็นดวยคอมพิวเตอร      การ
วิเคราะหทางธรณีวิทยา และ ตวัจับลกัษณะบงตางเชิงเสนและการปรับปรุงคณุภาพสัญญาณ 
รวมถึงการใชงานในทางบีบอัดภาพ  แนวความคิดฟวเตอรพัด ไดถูกปรับปรุงใหดํารงคุณสมบัติ
ของผลการแปลงเวฟเลตโดย Bamberger (Bamberger, 1992)     รูปที่ 2.13 แสดงฟวเตอรพัด
ที่ดํารงคุณสมบัติของผลการแปลงเวฟเลต   จากน้ัน ผลการแปลงเวฟเลตแบบระบุทศิทางแบบ
ตางๆก็ไดพัฒนาตอเน่ือง เชน Bandelet pyramid directional wavelets และ Curvelet เปนตน   

อยางไรก็ดี ผลการแปลงเวฟเลตแบบแยกออกจากกันได ที่กลาวขางตนน้ี ยังไมสามารถ
ใหการแทนรูปอยางมากเลขศูนย (sparse representation) กับภาพที่มีโครงสรางตางกันออกไป
ได แมทวาผลการแปลงเวฟเลต จะสามารถใหการแทนรูปที่มากเลขศนูย ตอ ภาวะเอกฐาน 
(singularity) ในทิศแนวระนาบราบและดิ่ง ได (จากการใช เวฟเลตในแนวระนาบราบและดิ่ง)  
แตมันยังไมสามารถแทนรูปไดอยางสมบรูณตอ ภาวะเอกฐานที่คงอยูในทิศทางอ่ืน   ดวยเหตุนี้ 
จึงมีการศึกษาผลการแปลงเวฟเลตแบบมีทิศทาง   รูปที่ 2.14 แสดงผลตอบสนองทางความถี่
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ของภาพในรายละเอียด ภาพทางซายเปนภาพในแนวปริภูมิตําแหนง สวนภาพทางขวาเปน
ผลตอบสนองทางความถี่    ตามที่แสดงในภาพ จะเห็นวาผลตอบสนองทางความถี่มีทิศทางที่
แนนอน หรือ อาจถูกเรียกวา ทิศของการไหลของโครงสรางของภาพ (geometrical flow)   

 
รูปที่ 2.13 แถบความถี่ยอย 8 แถบที่ถูกแบงแบบมีทิศทาง 

  

รูปที่ 2.14 รายละเอียดภาพและสเปกตรัมที่หนาแนนเปนแนวเสนตรง 

 
รูปที่ 2.15 ผลตอบสนองทางความถี่ จากซายไปขวา ผลการแปลงเวฟเลต bandelets (รุนที่ 1) และ Curvelet  



เอกสารปกปด หามเผยแผกอนไดรับอนุณาต 

MRG5080427 หนา 47/90 21 กรกฎาคม 2554 
 

จากการสังเกตภาพโดยทั่วไปพบวา ทิศของการไหลของโครงสรางของภาพ มีการ
กระจายตัวไปทั่วทศิทางอยางเปนเอกรูป (uniform) โดยไมขึ้นกับ สเกล (scale) หรือ การซูม
เขา (zoom in) ซึ่งเปนพารามิเตอรที่สําคัญของผลการแปลงเวฟเลต  รูปที่ 2.15 แสดงให
เห็นวา เม่ือใขผลการแปลงเวฟเลต (รูปซายสุด) กําลังงานที่ไดจะกระจายไปทั่ว จึงมีสัมประสิทธิ์
จํานวนมากที่มีคาไมเปนศนูย  รูปกลาง แสดง Brandelets ที่เปนผลการแปลงเวฟเลตที่ปรบัตัว
ได ซึ่งจะปรับตัวตาม geometrical flow ของภาพ  สวนรูปขวาสดุ เปน Pyramid directional 
wavelet ที่พัฒนาจากฟวเตอรพัดของ Bamberger       

ในปจจุบันไดมีการพัฒนา ผลการแปลงเวฟเลตระบุทศิทาง (Nguyen, 2007 & Durand 
2008) อีกหลายแบบ  รูปที่ 2.16 เปนหน่ึงในความเปนไปไดในการสรางผลการแปลงเวฟเลต
ระบุทศิทาง หรือ เวฟเลตสองมิติ ชนิด dual-tree complex (Selesnick, n.d.)  ซึ่งไดมีการ
พัฒนาทั้งในแบบชนิดจํานวนจริง และ จํานวนเชิงซอน เวฟเลตสองมิติชนิดจํานวนจริง จะมีการ
สรางเวฟเลตที่ขึ้นกับทศิ  รูปที่ 2.17 แสดงเวฟเลตจาํนวนจริงจํานวน 6 ทิศ ทิศละ 30  
องศา   สวนเวฟเลตชนิดจํานวนเชิงซอน ในแตละทิศจะประกอบดวย เวฟเลต จํานวน 2 ตวั 
เวฟเลตตัวแรกสําหรับจํานวนจริง และตวัที่สองสําหรับจํานวนเชิงซอน เม่ือประกอบกันเราจะได
เวฟเลตทีข่ึ้นกับทิศทาง       รูปที่ 2.18 แสดงเวฟเลตจํานวนเชิงซอน แถวนอนที่สามแสดง
ขนาด (magnitude)   ผลการแปลงเวฟเลตทั้งสองใหผลดีสามารถลด สิ่งแปลกปน (artifact) 
แบบตารางหมากรุกไดเปนอยางดี 

 

รูปที่ 2.16 ผลตอบสนองทางความถี่ 4 แบบ ของผลการแปลงเวฟเลตระบุทิศทาง 
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       รูปที่ 2.17 เวฟเลตระบุทิศทาง ชนิดจํานวนจริง (Selesnick, n.d.) 

 
       รูปที่ 2.18 เวฟเลตระบุทิศทาง ชนิดจํานวนเชิงซอน (Selesnick, n.d.) 

การใช คณะกรรมการตัดสินใจ รวมกับผลการแปลงเวฟเลต  (Asdornwised,2002) ไดถูก
นําเสนอเปนคร้ังแรก  โดยใชการลงคะแนนเสียง ไมมีการคัดเลือกตัวบงตางทีอ่ยูในแตละแถบ
ความถี่ยอย   อยางไรก็ดี ไดมีการคนพบวา ความสามารถในการแยกแยะวตัถุ ของแตละแถบ
ความถี่ยอยมีอํานาจหรือคุณภาพที่ไมเทากัน และ ความสามารถในการแยกแยะสูงสุดไม
จําเปนตองอยูที่แถบความถีย่อยที่มีผลตอบสนองทางความถี่ต่ําที่สุด ในเอกสารอางอิงใน
บทความที่วิจัย (Sermwuthisarn, 2007) ไดทําการทดลองการควบรวมการตัดสินใจ โดยทําการ
เลือกอยางไมฉลาด (exhaustive search) ในทุกการ จัดหมู (combinations)   ของแถบความถี ่

ยอย    

 คณะผูวิจัย (Sermwuthisarn, 2007 & Sermwuthisarn, 2008) ไดนําเสนอวิธีคัดเลือก
แถบความถี่ยอยโดยอาศัยเง่ือนไขความเปนอิสระตอกัน ในการเลือกแถบความถี่ยอยสําหรับ
การรูจําใบหนา อน่ึงเน่ืองจาก ในงานวิจัยเหลาน้ีใชผลการแปลงเวฟเลตที่ไมระบทุศิทาง หากเรา
ใชผลการแปลงเวฟเลตแบบระบุทศิ เรานาจะไดสมรรถนะในการรูจําที่ดีขึ้น 
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    3.  การสรางคืนปริภูมิยอยสองมติ ิ   
       ความละเอียดสูงยวดย่ิงสําหรับ 

การรูจาํวัตถ ุ

ในบทนี้ จะกลาวถึง การสรางคืนความละเอียดสูงยวดยิ่งในระดับปริภูมิยอย โดยมีการ
พัฒนาเพิ่มเติมดวย 2DPCA แบบระบุทศิทาง หรือ 2DPCA แบบไขวทีส่ามารถเก็บรายละเอียด
ไดหลากหลายขึ้น เพ่ือประกอบกันขึ้นเปนคณะกรรมการในการตัดสินใจ       โดยในขั้นแรกเรา
จะทําความเขาใจความแปรปรวนรวมเก่ียวไขว    จากน้ันจะนําเสนอระเบียบวิธใีนการสรางคนื
ปริภูมิความละเอียดสูงยวดยิ่งสองมิติ ซึ่งจําเปนตองใชความรูพ้ืนฐานเกี่ยวกับตัวดําเนินการทํา
พราเกาส และ แบบจําลองทางคณิตศาสตรที่เหมาะสม 

ขั้นที่สอง เราจะแนะนําการรูจําดวย MCS แบบระเบยีบวธิีปริภูมิยอยแบบสุม (random 
subspace method: RSM) และใชการรวมการตัดสินใจแบบลงคะแนนเสียง  เนื่องจากเราใชวธิี
ในการเลือกปริภูมิยอยแบบสุมซ่ึงไดกอใหเกิด ความหลากหลาย (diversity) ในการตัดสินใจอยู
แลว เน่ืองดวยคุณสมบตัคิวามหลากหลายในการตัดสินใจที่เกิดขึน้มีการกระจายตัวที่เปนอิสระ
ตอกัน    เราจึงสามารถรวมการตัดสินใจไดดวยการลงคะแนนเสียง เชิงประชาธปิไตย โดยไม
ตองมีการถวงน้ําหนักไปที่การตัดสินใจของตัวจําแนกตวัหนึ่งตัวใดเปนพิเศษ หรือ จําเปนตอง
ทําการคัดเลือกชุดตัวบงตาง 

สุดทาย เราจะไมทําการเลอืกปริภูมิยอย ดวย RSM    แตเราจะคัดเลือกชุดของตวับงตาง
จํานวนหนึ่งที่เขาใจวาไดเก็บรายละเอียดที่สําคัญและไมซ้ําซอนจนเกินไป มาทําการสรางการ
ตัดสินใจแบบองคคณะ    เราจึงตองมีการคัดเลือกตวับงตาง เพ่ือเพ่ิมประสิทธิ์ภาพในการรูจํา
ภาพวัตถ ุ ขอควรสังเกต ุ คือระเบียบวธิีที่นําเสนอทั้งสองน้ีจะกระทําในระดับปริภูมิยอย 
2DPCA และ 2DPCA รุนถดัมา เปนหลัก 

 
3.1 การสรางเมทริกซความแปรปรวนไขว 

ไมเปนการยากที่จะทําความเขาใจวา PCA ทําการเขารหัสขาวสารโดยการเขาคูความ
สัมพันธระหวางคูพิกเซล (ดูรูปที่ 3.1 ที่แสดงตอไปเพ่ือประกอบความเขาใจ)   ในขณะที่ 
2DPCA และระเบียบวธิีในรุนถัดไป ตั้งใจเขารหัสแบบจําลองโดยการเลือกปริภูมิตําแหนงเฉพาะ 
ของภาพใบหนาในบางปรภูิมิตําแหนง (ทิศ)  การเขารหัสขาวสารในลกัษณะนี้จะคงทนกวา
ปริภูมิตําแหนงที่ไมไดเลือก  เปนเพราะวา ขาวสารในปริภูมิตําแหนงที่ไมถูกเลือกจะถูกรวบรวม
สะสมเปนหนึง่ คงเหลือแตลักษณะบงตางในทิศที่มีความสําคัญตอการรูจําที่ถูกเขารหัส 
ยกตัวอยางเชน จากความรูเก่ียวกับความเปนไปไดทางชีวภาพ ของ 2DPCA แบบระบุทิศทาง 
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2DPCA ที่เนนแบบจําลองทางแถวตั้ง (column) ควรจะสามารถเขารหัสที่สําคญัตอการรูจําได
ดีกวา 2DPCA ที่เนนแบบจําลองทางแถวนอน (row)  ซึ่งเม่ือเราขยายการสกัดตวับงตางให
ระบุทศิไดมากขึ้นกวา แนวระนาบ และ แนวด่ิง ใหมีทิศมากขึ้น    ตวับงตางทีส่กัดไดในแตละ
ทิศ จะมีการเนนลักษณะบงตางในการรูจําที่ตางกัน  ซึ่งเม่ือนํามาประกอบกันแลวจะชวยใหการ
ตัดสินใจ แบบองคคณะในขั้นสุดทาย มีความแมนยําในการรูจํามากขึ้น  

อยางไรก็ดี ใชวา การใชลักษณะบงตางแบบระบทุศิ ที่มีจํานวนมากจะมีผลดีเสมอไป 
เพราะเราอาจเจอปญหา คําสาปมิติ ในระดับชั้นที่สูงขึน้ไปอีกหน่ึงมิติ  คือจํานวนของชุดของตัว
บงตางมีขนาดของมิติที่ใหญมากจะทําใหพารามิเตอรที่ใชในการตัดสินใจของตัวจําแนกมีจํานวน
มาก  ซึ่งหากตองการให การจําแนกมีนัยทั่วไป (generalization) ที่ดี     เราจะตองใชจํานวน
ตัวอยางในการฝกฝนจํานวนมาก ซึ่งเปนไปไดยากในการรูจําภาพวัตถุ (ภาพใบหนา หรือ ภาพ 
ยานพาหนะทางทหาร)  เพ่ือหลีกเลี่ยงปญหา คําสาปมิติ โดยการนําความคิดของการ
คัดเลือกตวับงตางมาใช  ในที่นี้เราจะทําเลื่อนการคัดเลอืกขึ้นมาหน่ึงระดับ เปน การคัดเลือกชุด
ของตัวบงตาง แทนที่ ตัวบงตาง 

กอนอ่ืน ใหเราพิจารณาในรูปที่  3.1 โดยใชคําสั่ง MATLAB ในการแกสมการเชิงวเิคราะห 
เราจะเห็นวา 2DPCA ที่เนนแบบจําลองทางแถวนอน (row) จะทําการเขารหัสขอมูลที่หลาก 
หลายของมิติในแนวนอน ในขณะที่ขอมูลในแนวด่ิงจะถูกสะสมเขาดวยกัน         จากความรู
เก่ียวกับความเปนไปไดทางชีวภาพของการมองเห็นที่ไดกลาวมากอนหนาน้ีแลว ขอมูลใน
แนวด่ิงซึ่งเปนขอมูลที่สําคญัในการรูจําเม่ือวัตถุมีการหมุนทิศ จะถูกสะสมเขาดวยกนัทําให
ลักษณะบงตางที่ไดลดความสําคัญลง ดวยเหตุนี้ ตวับงตางที่ไดจากการสกัดดวย 2DPCA ที่เนน
แบบจําลองทางแถวนอน ควรจะมีประสทิธิ์ภาพในการรูจําต่ํากวา ตัวบงตางทีไ่ดจากการสกัด
ดวย 2DPCA ที่เนนแบบจําลองทางแถวตัง้ 

จากตัวอยางในรูปที่ 3.1 จะพบวา กําลังงงานของแถวนอนจะถูกสะสมสําหรับ 2DPCA 
แบบแถวนอน หรือ หากขยายความใหสามารถเขาใจไดมากขึ้น จะเห็นไดวา สมาชิกตวัแรกของ
เมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA แบบแถวนอน จะเทากับ กําลังงานของสมาชิก
ของแถวตั้งของเมทริกซความแปรปรวนรวมเก่ียวของ PCA หรือ เทากับ การสะสมของคา อัตต
สหสัมพันธ (autocorrelation) a1^2+a4^2+a7^2   สวนสมาชิกในแนวนอนแรก คอลัมนที่สอง 
จะเปนผลรวมของสหสัมพันธไขว ระหวางพิกเซลกับพิกเซลที่อยูใกลเคียง 

ในลักษณะที่คลายคลึงกัน ความแปรปรวนรวมเก่ียวของ 2DPCA แบบแถวตั้ง   2DPCA 
แปลงแนวขวางแบบแถวนอน     2DPCA แปลงแนวขวางแบบแถวตั้ง   เพราะผลของการรวม
กําลังงานของความแปรปรวนรวมเก่ียวของ PCA ใน 2DPCA ในทิศเฉพาะที่ถูกเลือก ที่ทําใหคาํ
สาปมิติ สามารถถูกแกไขใหดีขึ้นได 

 

  



เอกสารปกปด หามเผยแผกอนไดรับอนุณาต 

MRG5080427 หนา 51/90 21 กรกฎาคม 2554 
 

 

% MATLAB program to compute PCA, row-based 2DPCA, column-based 2DPCA (column), and its diagonal 
>> syms a1 a2 a3 a4 a5 a6 a7 a8 a9 b1 b2 b3 b4 b5 b6 b7 b8 b9 

>> A=[a1 a2 a3;a4 a5 a6;a7 a8 a9] 

A = 

[ a1, a2, a3] 

[ a4, a5, a6] 

[ a7, a8, a9] 

 

>> C=A(:)*A(:).'   % conventional PCA 

C =  

[  a1^2, a1*a4, a1*a7, a1*a2, a1*a5, a1*a8, a1*a3, a1*a6, a1*a9] 

[ a1*a4,  a4^2, a4*a7, a4*a2, a4*a5, a4*a8, a4*a3, a4*a6, a4*a9] 

[ a1*a7, a4*a7,  a7^2, a7*a2, a7*a5, a7*a8, a7*a3, a7*a6, a7*a9] 

[ a1*a2, a4*a2, a7*a2,  a2^2, a2*a5, a2*a8, a2*a3, a2*a6, a2*a9] 

[ a1*a5, a4*a5, a7*a5, a2*a5,  a5^2, a5*a8, a5*a3, a5*a6, a5*a9] 

[ a1*a8, a4*a8, a7*a8, a2*a8, a5*a8,  a8^2, a8*a3, a8*a6, a8*a9] 

[ a1*a3, a4*a3, a7*a3, a2*a3, a5*a3, a8*a3,  a3^2, a3*a6, a3*a9] 

[ a1*a6, a4*a6, a7*a6, a2*a6, a5*a6, a8*a6, a3*a6,  a6^2, a6*a9] 

[ a1*a9, a4*a9, a7*a9, a2*a9, a5*a9, a8*a9, a3*a9, a6*a9,  a9^2] 

 

>> G1=A.'*A   % row-based 2DPCA 

G1 = 

[      a1^2+a4^2+a7^2,  a1*a2+a4*a5+a7*a8,  a1*a3+a4*a6+a7*a9] 

[ a1*a2+a4*a5+a7*a8,   a2^2+a5^2+a8^2,      a2*a3+a5*a6+a8*a9] 

[ a1*a3+a4*a6+a7*a9,  a2*a3+a5*a6+a8*a9,       a3^2+a6^2+a9^2] 

  

>> G2=A*A.’     % column-based 2DPCA 

G2 = 

[      a1^2+a2^2+a3^2,  a1*a4+a2*a5+a3*a6,  a1*a7+a2*a8+a3*a9] 

[ a1*a4+a2*a5+a3*a6,       a4^2+a5^2+a6^2,  a4*a7+a5*a8+a6*a9] 

[ a1*a7+a2*a8+a3*a9,  a4*a7+a5*a8+a6*a9,       a7^2+a8^2+a9^2]  

 

>> DiagA =      % construct diagonal matrix A. 

[ a1, a2, a3] 

[ a5, a6, a4] 

[ a9, a7, a8]  

 

>> G3 = DiagA.'*DiagA    % row-based diagonal PCA 

G3 = 

[       a1^2+a5^2+a9^2,  a1*a2+a5*a6+a7*a9,  a1*a3+a4*a5+a8*a9] 

[ a1*a2+a5*a6+a7*a9,       a2^2+a6^2+a7^2,   a2*a3+a4*a6+a7*a8] 

[ a1*a3+a4*a5+a8*a9,  a2*a3+a4*a6+a7*a8,        a3^2+a4^2+a8^2] 

 

>> G4 = DiagA*DiagA.’   % column-based diagonal PCA 

[       a1^2+a2^2+a3^2,  a1*a5+a2*a6+a4*a3,  a1*a9+a7*a2+a8*a3] 

[ a1*a5+a2*a6+a4*a3,        a4^2+a5^2+a6^2,  a5*a9+a7*a6+a4*a8] 

[ a1*a9+a7*a2+a8*a3,  a5*a9+a7*a6+a4*a8,        a7^2+a8^2+a9^2] 

 

รูปที่ 3.1 ความแปรปรวนรวมเก่ียว PCA ด้ังเดิม ระนาบราบ ระนาบดิ่ง และ รุนถัดมา 



เอกสารปกปด หามเผยแผกอนไดรับอนุณาต 

MRG5080427 หนา 52/90 21 กรกฎาคม 2554 
 

คณะผูวิจัย (Sanguansat, 2007a) พบวา เราสามารถแปลง เมทริกซความแปรปรวน
รวมเก่ียวของ PCA ไปเปน หนึ่งใน เมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA แบบตางๆ
ได และ ตัวบงตางที่สกัดไดจาก เมทริกซความแปรปรวนที่แปลงนั้นจะมีอํานาจในการตัดสินใจที่
ตางกัน  ซึ่งเราจะเรียกชุดของเมทริกซความแปรปรวนรวมเก่ียวที่ถกูแปลงนี้วา ความแปรปรวน
รวมเก่ียวไขว (cross image covariance)  รูปที่ 3.2 แสดง หนึ่งความเปนไปไดในการจัด
หมู เมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA ที่ผันมาจาก เมทริกซความแปรปรวนรวม
เก่ียวของ PCA   จะเห็นไดวา หนึ่งใน เมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA 
(corrG1) เกิดจาก การเลื่อนแถวตั้งของเมทริกซความแปรปรวนรวมเก่ียวของ PCA แบบเปน
วงกลม (เหมือนกับการแปลงภาพทางขวาง เม่ือเราตองการสราง 2DPCA แบบขวาง แต เมท
ริกซความแปรปรวนรวมเก่ียวของ 2DPCA แบบขวาง จะเปนคาผลรวมของกําลงังานที่เกิดจาก 
คาอัตตสัมพันธ ในขณะที่การทําการเลื่อนแบบเปนวงกลม ของความแปรปรวนรวมเก่ียวไขว นี้ 
จะเนน ผลรวมของคากําลังงานที่เกิดจากสหสัมพันธระหวางคูพิกเซลที่ไมใชพิกเซลเดียวกัน) 

เราสามารถสราง หมูของ 2DPCA ขึ้นเปนเซตขนาดใหญ ที่ประกอบ 2DPCA ไขว แบบ
ตางๆ โดยการปรับเลื่อนแถวตั้ง (คอลัมน) ของเมทริกความแปรปรวนรวมเก่ียวของ PCA ไป
เรื่อยๆ    จากน้ันในแตละคร้ังทําการหาผมรวมในแนวทแยง n x n  โดยที่ n เปนความกวาง
ของภาพวัตถ ุ  ในทํานองเดียวกัน เราอาจทําการปรับเลื่อนแถวนอนของเมทริกความ
แปรปรวนรวมเก่ียวของ PCA ก็จะได ชุดของ 2DPCA ไขว อีกชุดหน่ึง ยกตัวอยางเชน ใน
กรณี ของภาพวัตถุมีขนาด 3 x 3 เราสามารถ 2DPCA ไขว แบบตางๆได 8 แบบ ที่แตกตาง
จาก 2DPCA แบบแถวนอน หรือ อ่ืนใดที่แสดงในรูปที่ 3.1    2DPCA ไขวของภาพขนาด 
3 x 3 นี้ทั้งหมดแสดงในรูปที่ 3.2 ตามลําดับ 

อยางไรก็ดี 2DPCA ไขวที่สรางขึ้นใหมนี้ จําเปนตองสรางขึ้นมาจาก เมทริกซความ
แปรปรวนรวมเก่ียวของ PCA ซึ่งถาขนาดของภาพวัตถุมีขนาดใหญ    เมทริกซความแปรปรวน
รวมเก่ียวของ PCA ก็จะมีขนาดใหญมาก ในบางกรณีก็อาจไมสามารถคํานวณได จึงเปนการ
ยากที่จะสราง 2DPCA ไขว จาก PCA ในทางปฏิบัต ิ

โดยความบังเอิญ ผูวิจัย (Asdornwised, 2008) พบวา เมทริกซความแปรปรวนรวม
เก่ียวไขวสองมิติ เกิดจาก ผลคูณภายใน (inner product) BTA ระหวางภาพวัตถตุนแบบ A กับ
เมทริกซภาพที่ผานการแปลง B    โดยที่เมทริกซภาพ B ถูกสรางจากการแปลงที่เหมาะสมของ 
เมทริกซภาพ A  ดังที่กลาวมาแลว เราเผชญิกับ ความแปรปรวนรวมเกี่ยวสองมิติ ที่เกิด
จากคูพิกเซลที่ไมใชพิกเซลเดียวกันแทนที่ความแปรปรวนรวมเก่ียวสองมิติ    โชคดีที่เรา
สามารถหาการแปลงเมทริกซ B ที่เหมาะสมได  ซึ่งในที่นี้ สําหรับภาพวัตถ ุขนาด 3 x 3 หนึ่ง
ในการแปลงทีเ่หมาะสมสําหรับเมทริกซ B ที่สามารถทําได  คือโดยทําการเลื่อนแบบเปนวงกลม
ตอแถวนอนของเมทรกิซภาพ A หนึ่งแถว และทําการเลื่อนแบบเปนวงกลมเฉพาะแถวนอนที่
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เลื่อน  ทางขวาของ รูปที่ 3.2 แสดง เมทริกซ B ที่ผานการแปลงแบบหมุนวนเปนวงกลม แถว
นอน และ สมาชิกในแถวนอน  

เปนที่นาสังเกตวา ระเบียบวิธีที่นําเสนอในการแปลงเมทริกซ B แลวได เมทริกซความ
แปรปรวนความรวมเก่ียวไขวของ 2DPCA โดยบังเอิญน้ัน     เปนหน่ึงในวิธทีี่สามารถทําได 
ผูวิจัยมีความเชื่อวาจะมีวธิีทีส่ามารถแปลงเมทริกซ B อยางอ่ืน ที่สามารถสรางความ
หลากหลายในการสราง MCS ที่ดีกวาน้ีได ชุดคําส่ังเทียมสําหรับสรางเมทริกซความ
แปรปรวมรวมเก่ียวไขว ไดแสดงไวในภาคผนวก ข. 

 

>> corrG1 = 

[ a1*a4+a4*a7+a7*a2, a4*a2+a7*a5+a2*a8, a4*a3+a7*a6+a2*a9] 

[ a1*a5+a4*a8+a7*a3, a2*a5+a5*a8+a8*a3, a5*a3+a8*a6+a3*a9] 

[ a1*a6+a4*a9+a1*a7, a2*a6+a5*a9+a1*a8, a3*a6+a6*a9+a1*a9] 

  

>> corrG2 = 

[ a1*a7+a4*a2+a7*a5, a7*a2+a2*a5+a5*a8, a7*a3+a2*a6+a5*a9] 

[ a1*a8+a4*a3+a7*a6, a2*a8+a5*a3+a8*a6, a8*a3+a3*a6+a6*a9] 

[ a1*a9+a1*a4+a4*a7, a2*a9+a1*a5+a4*a8, a3*a9+a1*a6+a4*a9] 

 

>> corrG3 = 

[ a1*a2+a4*a5+a7*a8,    a2^2+a5^2+a8^2, a2*a3+a5*a6+a8*a9] 

[ a1*a3+a4*a6+a7*a9, a2*a3+a5*a6+a8*a9,    a3^2+a6^2+a9^2] 

[    a1^2+a4^2+a7^2, a1*a2+a4*a5+a7*a8, a1*a3+a4*a6+a7*a9] 

  

>>corrG4 = 

[ a1*a5+a4*a8+a7*a3, a2*a5+a5*a8+a8*a3, a5*a3+a8*a6+a3*a9] 

[ a1*a6+a4*a9+a1*a7, a2*a6+a5*a9+a1*a8, a3*a6+a6*a9+a1*a9] 

[ a1*a4+a4*a7+a7*a2, a4*a2+a7*a5+a2*a8, a4*a3+a7*a6+a2*a9] 

   

>> corrG5 =  

[ a1*a8+a4*a3+a7*a6, a2*a8+a5*a3+a8*a6, a8*a3+a3*a6+a6*a9] 

[ a1*a9+a1*a4+a4*a7, a2*a9+a1*a5+a4*a8, a3*a9+a1*a6+a4*a9] 

[ a1*a7+a4*a2+a7*a5, a7*a2+a2*a5+a5*a8, a7*a3+a2*a6+a5*a9] 

 

>> corrG6 = 

[ a1*a3+a4*a6+a7*a9, a2*a3+a5*a6+a8*a9,    a3^2+a6^2+a9^2] 

[    a1^2+a4^2+a7^2, a1*a2+a4*a5+a7*a8, a1*a3+a4*a6+a7*a9] 

[ a1*a2+a4*a5+a7*a8,    a2^2+a5^2+a8^2, a2*a3+a5*a6+a8*a9] 

 

>> corrG7 =  

[ a1*a6+a4*a9+a1*a7, a2*a6+a5*a9+a1*a8, a3*a6+a6*a9+a1*a9] 

[ a1*a4+a4*a7+a7*a2, a4*a2+a7*a5+a2*a8, a4*a3+a7*a6+a2*a9] 

[ a1*a5+a4*a8+a7*a3, a2*a5+a5*a8+a8*a3, a5*a3+a8*a6+a3*a9] 

 

>> corrG8 =  

[ a1*a9+a1*a4+a4*a7, a2*a9+a1*a5+a4*a8, a3*a9+a1*a6+a4*a9] 

[ a1*a7+a4*a2+a7*a5, a7*a2+a2*a5+a5*a8, a7*a3+a2*a6+a5*a9] 

[ a1*a8+a4*a3+a7*a6, a2*a8+a5*a3+a8*a6, a8*a3+a3*a6+a6*a9] 

 

 

>> B1 = 

[ a4, a5, a6] 

[ a7, a8, a9] 

[ a2, a3, a1] 

  

>> B2 = 

[ a7, a8, a9] 

[ a2, a3, a1] 

[ a5, a6, a4] 

  

>> B3 = 

[ a2, a3, a1] 

[ a5, a6, a4] 

[ a8, a9, a7] 

 

>> B4 = 

[ a5, a6, a4] 

[ a8, a9, a7] 

[ a3, a1, a2] 

 

>> B5 = 

[ a8, a9, a7] 

[ a3, a1, a2] 

[ a6, a4, a5] 

 

>> B6 = 

[ a3, a1, a2] 

[ a6, a4, a5] 

[ a9, a7, a8] 

 

>> B7 = 

[ a6, a4, a5] 

[ a9, a7, a8] 

[ a1, a2, a3] 

 

>> B8 = 

[ a9, a7, a8] 

[ a1, a2, a3] 

[ a4, a5, a6] 

 

รูปที่ 3.2 ความแปรปรวนรวมเก่ียวไขว สองมิติ และเมทริกซ B ที่ใชในการแปลง 
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3.2 การสรางคืนปริภูมิยอยสองมิติความละเอียดสูงยวดยิ่ง 

จากความรูคณิตศาสตรพ้ืนฐานที่ไดกลาวถึงในบทกอนหนาน้ี  เราจะสามารถเขียนการ
แทนรูปสัญญาณ  โดยการพิจารณาการฉายดวย PCA โดยสมการเชิงเสน 

xeΘvx ~~    (21) 

โดยที่ x~  แทนรูปเมทริกซของภาพใบหนาทั้งหมดที่อยูในรูปการตอกันของเมทริกซภาพใบหนา
ด้ังเดิม  d ,,1   เปนชุดของ เวกเตอรเฉพาะ (eigenvectors) ที่มีคามากที่สุดเรียงลําดับจาก
มากไปหานอย ที่ตอกันเปนเมทริกซเฉพาะ Θ  และ v  เปน เมทริกซของสัมประสิทธิ์ที่มีจํานวน
ที่สอดคลองกับ จํานวนเวกเตอรเฉพาะ หรือ ตัวบงตาง ที่ไดจากการฉายภาพ HR ลงบน Θ  ซึ่ง
ในที่นี้จะเรียกวา เมทริกซสวนประกอบมุขสําคัญ (principal component matrix)  โดยเง่ือนไขที่
ใชเพ่ือหาคําตอบในสมการ (21) ไดกลาวถึงมาแลวในบทที่ 2 

3.2.1 ทางเลอืกแบบจําลองภาพ  

ในบทยอยนี ้ เราจะนําเสนอทางเลือกในการจําลองภาพอยางงายที่เหมาะสมตอการสราง
คืนปริภูมิยอยความละเอียดสูงยวดยิ่ง    โดยเราจะกําหนดให ภาพ LR และ HR มีความสัมพันธ
กัน (Vijay, 2008)  ดังนี้  

pkRL kkkk  1,~~~
nxf  

(22) 

โดยที่ p เปนจํานวนของเฟรมที่พิจารณา kL , kR เปนเมทริกซของการสุมสัญญาณต่ํา และ kf
~

และ x~ เปนเมทรกิซภาพที่ไดจากเฟรมภาพ LR และ HR ที่  kth ตามลําดับ      เปนที่นาสังเกต
วา ตัวพราเกาสสองมิติ นั้นสามารถแทนที่ไดดวย เมทริกซ kL และ kR ทีแ่ยกออกจากกันไดสอง
ตัว (ดูรายละเอียดเพ่ิมเติม ในบทยอย ที ่ 3.1.1 ขางลางน้ี) เปนที่นาสังเกตวา ภาพใบหนา LR 
และ HR ที่ใชในบทนี้ จะอยูในรูปเมทรกิซภาพด้ังเดิม ไมมีการแปลงเมทริกซเปนเวกเตอรแบบ 
เรียงคํา (lexicography) เหมือนกับ ระเบยีบวธิีที่ใชใน PCA ตามสมการที่ (1)  

3.2.2 การทําใหราบเรียบดวยตวัทําพราเกาส  

ตัวดําเนินการทําใหราบเรียบเกาส (Gsmooth, n.d.) เปนตวัดําเนินการ สังวตันาการ 
(convolution) สองมิติ ที่นยิมใชในการทาํพราภาพ หรือ การขจัดรายละเอียด หรือ สัญญาณ
รบกวน  ลักษณะการทํางานมีความคลายคลึงกับ ฟวเตอรเฉลี่ย (mean filter) เพียงแตใชแกน
ในการดําเนินการที่แตกตางกันไป ซึ่งก็คือ รูปสัญญาณหลังคอมที่อยูในรูปแบบของเกาส (ระฆัง) 
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รูปที่ 3.3 การประมาณเต็มหนวยสําหรับฟงกชันเกาส 

   อันที่จริงการทําใหราบเรยีบแบบเกาส  ซึ่งเปนเหมือน   ฟงกชันกระจายจุด (point 
spreading function)  โดยเปนการสังวัตนาการระหวางเมทริกซภาพ ที่เก็บไวเปนพิกเซลเต็ม
หนวย กับ เมทริกซของฟงกชันเกาสประมาณที่เก็บไวแบบเต็มหนวย เชนกัน    ในทางทฤษฏี
ฟงกชันเกาสจะมีคาไมเปนศูนยทุกที่ ซึ่งทําใหการทําสังวัตนาการตองทําเปนอนันต ซึ่งเปนไป 

ไมไดในทางปฏิบัติ  ในทางปฏิบตัิเราอาจประมาณใหคาของฟงกชันเกาสเทากับศูนย หาก
ของตําแหนงที่เกินกวาสามเทาของความแปรปรวนจาก คาเฉลี่ยกลาง (mean)  แกนของการทํา
ใหราบเรียบจะถูกทําใหสั้นลง        รูปที่ 3.3 แสดงแกนสังวัตนาการจํานวนเต็มที่ใชประมาณ
ฟงกชันเกาสที่มี ความเบี่ยงเบน ( ) เทากับ 1.0 

 แกนสังวัตนาการขางตนน้ี สามารถนําใชในการสงัวัตนาการสองมิติกับเมทรกิซภาพ   
ในการสรางคนืภาพความละเอียดสูงสุดน้ี เราสามารถนํามาสรางเปนเมทริกซ แลวนํามาคูณกับ
ภาพ HR ที่ถูกแปลงเปนเวกเตอรแบบเรียงคํา ซึ่งจะไดผลลัพธเชนเดียวกบัการสังวัตนาการ
เชนกัน   

อยางไรก็ดี การแปลงเมทรกิซทําพราจากแกนทําพราเกาสสองมิติ  นั้นเหมาะสําหรับการ
สรางคืนภาพความละเอียดสูงยวดยิ่ง และ สรางคืนสวนประกอบมุขสําคัญความละเอียดสูงยวด
ยิ่งหนึ่งมิติ เทาน้ัน   แตเปนแบบจําลองทางคณิตศาสตรที่ไมเหมาะกับการสรางคนืสวนประกอบ
มุขสําคัญความละเอียดสูงยวดยิ่ง สองมิติ  

เน่ืองดวย การสังวัตนาการภาพ โดยการใชแกนทําพราเกาสทีถู่กประมาณอยางเต็ม
หนวยขางตน  สามารถกระทาํไดรวดเร็วขึน้   โดยอาศัยการคํานวณดวย ผลเทรเซอร (tensor 
product)  ของแนวแกน X และ Y ที่แยกออกจากันได   ทั้งน้ีเน่ืองมาจากวา การสังวัตนาการ
ภาพสองมิติดวยฟงกชันเกาสสองมิติ นั้นเปนการดําเนินการแบบหนึ่งเดียวในทกุทิศทาง (2D 
isotropic)   
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รูปที่ 3.4 แกนสังวัตนาการหน่ึงมิติ เพิ่มความเร็วในการคํานวณการสังวัตนาการสองมิติ  

ดวยเหตุนี้ การสังวัตนาการสองมิติ สามารถดําเนินการไดดวย การสังวัตนาการหนึ่งมิติ 
กับภาพทางทศิ X จนหมด แลวจึงทําการสังวัตนาการหนึ่งมิติกับเอาทพุตที่ไดมากอนนี้ ทางทิศ 
Y  หรือ อีกนัยหนึ่ง เน่ืองจาก ฟงกชันเกาส ที่เปนดําเนินการที่สมมาตรแบบกลมโดยสมบรูณ จึง 
สามารถแยกยอยออกไดดังกลาว       รูปที่ 3.4 แสดงแกนหนึ่งมิติ ที่สามารถนํามาใชเพ่ือใหผล
การสังวัตนาการไดผลเชนเดียวกับการใชแกนทําพราเกาสสองมิติ ที่แสดงในรูปที่ 5.3  เปนทีน่า
สังเกตวา เวกเตอรมีขนาด 7  เม่ือเราทําการเปลี่ยนขนาดดวย 273 ใหเปนจํานวนเต็มที่ใกลทีสุ่ด 
และ กําจัดพิกเซลที่ใกลศนูยที่อยูที่ขอบภาพเนื่องจากมีคาใกลกับศนูย เราจะไดเมทริกซขนาด  
5 5 แทนที่เมทริกซขนาด7 7   สําหรับ เวกเตอรในการทําพราทาง Y จะมีคาเทากัน 
เพียงแตจะวางในแนวตั้ง 

มีขอนาสังเกต สองประการ ประการแรก เราสามารถทําพราดวยตัวทําเกาสทีค่วาม
แปรปรวนสูงไดโดย   เปลี่ยนเปนการทําสังวัตนาการภาพดวยตวัทําพราเกาสที่มีความ
แปรปรวนนอยจํานวนหลายๆครั้ง  ซึ่งถงึแมวาจะเปนการคํานวณทีซ่ับซอนแตเราสามารถทําได
โดยการคํานวณแบบขนาน ประการที่สอง ฟงกชันเกาส เปนที่สนใจของนักชีววทิยาที่
คํานวณได (computational biologist) เน่ืองมาจากความเปนไปไดทางชีวภาพ เชน พบเซลบาง
ชนิดที่อยูในทางผาน หรือ วิถี ของการมองเห็นที่มีในสมอง ที่สามารถนาจะมีผลตอบสนองที่
เหมือนกับฟงกชันประมาณของเกาส 

โดยการแยกออกจากกันของแกนการทําพรา เราจึงสามารถสรางแบบจําลองทาง
คณิตศาสตร เปนทางเลือกใหม โดย kL และ kR  เปนตัวดําเนินการทําพรา และ การสุมสัญญาณ
ลดลง ทางซาย และ ขวา ตามลําดับ ดังแสดงในสมการที่ (22) 

3.2.3 ระเบียบวิธีการสรางคืนที่นําเสนอ 

ดังนั้น  เราจะสามารถสรางสมการความสัมพันธความละเอียดสูงยวดยิ่งของปริภูมิ ไดใหม 
ดังนี้ 

kkxkkkfk RLRL
k

neΘvevΓ ~ˆ ~   (23) 

โดยที่  d ,,1   เปน เวกเตอรเฉพาะที่มีคามากที่สุดเรียงลําดับจากมากไปหานอย จํานวน d 
ตัว ที่ประกอบขึ้นรวมกันเปนเมทริกซ Γ และ kv̂ เมทริกซของสัมประสิทธิ์ที่มีจํานวนทีส่อดคลอง
กับ จํานวนเวกเตอรเฉพาะ หรือ ตัวบงตาง ที่ไดจากการฉายภาพ LR ลงบน Γ  

โดยไมมีผลตอนัยสําคัญ เราไดวา 
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และ 

1ΓΓT  (25) 

ไมเปนการยาก ที่จะผันสมการตอไปน้ี 

k
T

kxk
T

kk
T

k RLRL nΓeΓΘvΓv ~ˆ    (26) 

เปนที่นาสังเกตวา kv̂ ในที่นี้ เปนเมทริกซบงตาง ซึ่งไมเหมือนกับ kâ ทีมี่ลักษณะเปนเวกเตอร
บงตาง  ดวยเหตุนี้จึงมีซับซอนเล็กนอยตอการแกปญหาผกผัน ของตัวบงตาง ที่เปน เมทริกซ
ปริภูมิยอยความละเอียดสูงยวดยิ่ง kv   โดยการใชตวัดําเนินการทางเวกเตอรที่นาํเสนอโดย  
Kumar and Schott (Kumar, 2008 & Schott, 2005),  

สมการที่ (26) จะสามารถเขยีนไดใหมเปน 

kkk  ˆ   (27) 

โดยที่ )ˆ(ˆ
kk vec v    )(vveck     ΘΓ k

TT
kk LR   และ )~( k

T
kxk

T
k RLvec nΓeΓ      ใน

ที่นี้   เปนตัวดําเนินการ Kronecker   ดังนี้ เราจะสามารถแกปญหาเมทริกซตัวบง
ตางสองมิติ ที่อยูในระดับปริภูมิยอยเฉพาะ โดยระเบียบวิธีทีค่ลายคลึงกับ สมการที่ (15) และ 
(18) ไดดังนี้ 

βI)(ΞΞΞβ 1TT ˆ   (28) 

โดยที่   เปนนิพจนในการเรกูราไรซ   หลังจากเราแปลง β  กลับไปเปนเมทริกซ    เราจะได
เมทริกซตวับงตางความละเอียดสูงยวดยิ่งตามตองการ  

 
3.3 MCS สําหรับการรูจําวัตถุ 

 บทนี้ เราจะกลาวถึง ระเบียบที่เราพัฒนาขึ้น เพ่ือใชกับ ชุดของ 2DPCA ไขว ที่สรางขึ้น
ดวยระเบียบวธิีในบทที่ 3.2 ไดแก 

1. ระเบียบวธิี A ซึ่งใชแนวคดิที่จะสรางตัวจําแนกที่เปนอิสระตอกัน จํานวนหนึ่งเพ่ือจะได
รวมการตัดสินใจในขั้นสุดทาย เพ่ือใหผลในการรูจําดีขึ้น 

2. ระเบียบวธิี B ซึ่งจะทําการคัดเลือก 2DPCA เฉพาะที่เม่ือรวมการตัดสินใจเขาดวยกัน 
ในขั้นสุดทายแลวจะใหผลในการรูจําดีขึ้น ในการคัดเลอืก 2DPCA เฉพาะที่คาดวาจะดี
ตอการรูจําน้ัน เราใชแนวคิดแบบฟวเตอร 

รายละเอียดของระเบียบวิธทีั้งสอง จะไดแสดง ดังตอไปน้ี 
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3.3.1 ระเบียบวิธ ีA:  ปริภูมิยอยสุม 

ระเบียบวธิีปรภูิมิยอยสุม (Random Subspace Method: RSM) (Ho, 1998) เปนหน่ึงใน
ระเบียบวธิีของ MCS  เชนเดียวกับ Bagging และ Boosting        แตมีขอแตกตางอยูที่ทัง้ 
Bagging และ Boosting ไมมีการลดขนาดของมิติ เพ่ือชวยในการตัดสินใจ ในขณะที่ RSM มี
การลดขนาดมิติรวมอยูดวย การที่ไมมีการลดขนาดของมิติจะทําใหตัวจําแนกแตละตวัที่อยูใน
คณะกรรมการตัดสินใจมีความแปรปรวนในการตัดสินใจสูง และมีความเอนเอียงต่ํา    ซึ่งอาจไม
เหมาะกับการรูจําภาพวัตถทุี่เราพยายามหลีกเลี่ยง คําสาปมิติ อยู   (Bagging จะทําการเลือก
ตัวอยางที่ใชในการฝกฝนอยางสุม เพ่ือใหตัวจําแนกทาํการเรียนรู  ในกรณีเน่ืองจาก จํานวน
ตัวอยางมีนอยอยูแลว การเลือกใหนอยลงไปอีกจะทําใหเกิด การจํา (memory) ตัวอยางที่ใช
ฝกฝน และ เน่ืองจากมิติมีขนาดใหญ ทําใหตวัจําแนกตองมีความซับซอนสูงตามไปดวย  
ในขณะที่ Boosting จะทําการปรับการถวงน้ําหนักการกระจายตัวของตัวอยางที่ไดรับการฝกฝน
แลว)       ดวยเหตุนี้    RSM จึงสามารถใชประโยชนจากการลดขนาดมิติไดดี     เน่ืองจาก 
RSM สามารถสรางคณะของตัวจําแนก ซึ่งแตละตัวมีความเปนอิสระตอกัน เราจึงสามารถรวม
การตัดสินใจไดอยางมีระเบียบแบบแผนงายๆ เชน การลงคะแนนเสยีง หรือ กฎการบวก เปน
ตน 

 โดยสรุป ประโยชนของการใช RSM มีดังตอไปน้ี  

1. สามารถหลีกเลี่ยง คําสาปมิตื ดวยการลดขนาดมิติ 

2. เหมาะกับจํานวน ตวัอยางในการฝกฝน นอยๆ เชน การรูจําภาพวัตถุ 

3. ตัวจําแนกแบบสมาชิกใกลเคียงที่สุด (nearest neighbor classifier) ที่นิยมใชในการรูจํา
วัตถุนั้น  คอนขางออนไหวตอ การกระจายตัวอยางหลวมมาก (sparsity) ของปญหาที่มี
ขนาดมิติใหญมาก 

4. ไมการหาคําตอบแบบวนซ้ํา หรือ การปนเขา (hill climbing) จึงไมตองกลัววาจะมีการ
ตกหลุมเล็งเลศิทองถิ่น (local optimum) 

5. RSM มีสมรรถนะที่ดีกวา การรูจําดวยตวัจําแนกแข็งแรง (strong classifier) เพียงตัว
เดียว 

ดวยเหตุนี้ RSM จึงสามารถหลีกเลีย่งปญหา คําสาปมิติ แลt SSS    รวมทั้งความแมนยํา
ในการรูจําที่เหมาะสมกับปญหาที่มีจํานวนตัวอยางในการฝกฝนนอย และ มีขนาดมิติใหญมาก 
RSM ไดถูกนํามาใชกับ 2DPCA สําหรับการรูจําใบหนา (Chawla, 2005; Nguyen, N. 2007; 
Wang, 2006; Sanguansat, 2007b & Sanguansat, 2007c)          จากงานวิจัยขางตน พบวา 
RSM ไมเหมาะกับการใชรวมกับ PCA เพราะเม่ือเราทําการเลือก คาบงตางทีไ่ดจากการฉาย
ภาพลงบนเวกเตอรเฉพาะแบบสุมเพ่ือสรางเปนตัวบงตางจํานวนมากนั้น     แตขาวสารที่มีอยู
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ในแตละสมาชกิ (คาบงตาง) ของ PCA นั้นไมเทาเทียมกัน       เวกเตอรเฉพาะที่มี คาเฉพาะ 
(eigenvalue) มากกวา โดยสวนมากจะขาวสารทีส่ําคญัตอการรูจํามากกวา       หากตัวบงตาง
ที่ตรงกับเวกเตอรเฉพาะทีมี่คามากน้ันไมถูกเลือก ตัวจําแนกทีใ่ชคาบงตางน้ันในการตัดสินใจ 
จะไมมีขาวสารที่ดีพอในการตัดสินใจใหแมนยํา

 ตางกับ การประยุกตใชกับ 2DPCA ที่เราจะได คาบงตางเปนเมทริกซ ซึ่งหากเราเลือก 
คอลัมนของตวับงตาง 2DPCA แบบสุม   คอลัมนของตัวบงตางไมขึน้กับเวกเตอรเฉพาะ  ดวย
เหตุนี้  RSM จึงเหมาะที่จะใชงานรวมกับ 2DPCA  การใชงานของ RSM เกิดขึ้นจากการ
กระทําเพ่ือทําการเลือกคาของปริภูมิยอยของตัวบงตางอยางสุมของขอมลท่ีใชในการฝกฝน โดย
ปกติเราจะทําการสุมแบบเอกรูป เพ่ือสรางเซตยอย  โดยที่ ตัวบงตางใหมที่ไดจะมีขนาด
มิตินอยกวาขนาดมิติของงตัวบงตางด้ังเดิม      เน่ืองจากขาวสารทีป่รากฏตอตวัจําแนกมี
ขนาดมิติที่ลดลง ตัวจําแนกที่ไดจากการเรียนรูจึงเปน ตัวจําแนกอยางออน (weak classifier)
อยางไรก็ดี ตัวจําแนกอยางออน ตัวเดียวอาจใหสมรรถนะที่ดอย   แตผลการรูจําจะดีขึ้นหากมี
การรวมการตดัสินใจของเซตยอยของตวัจําแนกอยางออนนี้ ในขั้นสุดทายของการทํานายชดุ
ของตัวอยางทดสอบ 

RSM จึงไดประโยชนจากการใชปริภูมิยอย ทั้งในการสรางและการรวบรวมตวัจําแนก 
โดยเฉพาะเม่ือจํานวนของตัวอยางที่นํามาฝกฝนมีจํานวนนอยเม่ือเทียบกับขนาดมิติ โดย
การการสรางเซตยอยดวยปริภูมิยอยแบบสุมน้ี เราจะสามารถแกปญหา SSS ได     ขนาดมิติ
ของปริภูมิยอยที่เล็กกวาปริภูมิเดิม        ในขณะที่จํานวนตวัอยางที่ใชในการฝกฝนเทาเดิม  
ดวยเหตุนี้ จํานวนตวัอยางสัมพัทธที่ใชในการเรียนรูจึงดูเหมือนมีมากขึ้น แมทวาตวัจําแนกแต
ละตวัจะรวมกันใชขอมูลบางสวนที่ซ้ําซอนกัน แตการรวมการตัดสินใจในปริภูมิยอยที่เปนอยาง
สุมจะใหผลการตัดสินใจขั้นสุดทายที่ดีขึ้นกวา ตัวจําแนกอยางเขมแข็ง ที่เรียนรูดวยขอมูลที่มี
ขนาดมิติคงเดิม 

ชุดคําส่ังเทียมสําหรับสรางระบบรูจําแบบหลายตวัดวยวิธีปริภูมิยอยสุมสําหรับ 2DPCA 
แนวขวาง ไดแสดงไวในภาคผนวก ข. 

 

3.3.2 ระเบียบวิธ ีB:  ชุดปริภูมิยอยเฉพาะ 

แทนที่เราจะเลือก มิติของตัวบงตางอยางสุม หรือ เลือกสมาชิกในเซตของ 2DPCA ไขว 
อยางสุม เราอาจเลือกทางเลือกใหม โดยการใช สมการที่ (17) (19) หรือ (20) เพ่ือใชใน
เพ่ือคํานวณ ราคา (cost) สําหรับ การคัดเลือกตวับงตางแบบฟวเตอร (filter method)      

ชุดคําส่ังเทียมสําหรับสราง ระบบรูจําแบบหลายตัวดวยระเบียบวธิีคัดเลือกตัวบงตาง 
2DPCA ไขว ไดแสดงไวในภาคผนวก ข. 
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4. การวิเคราะหสวนประกอบมขุสําคัญดวย 
ผลการแปลงเวฟเลตระบุทิศทาง 

เพ่ือสมรรถนะการเลือกทิศทาง ปริภูมิใหมที่สนใจควรเปนปริภูมิที่มีขาวสารที่สําคัญตอ
การรูจํา  ลักษณะบงตางทีไ่ดจากการสกัดควรจะออนไหวตอทิศทางที่ถูกระบุ และไมออนไหวใน
ทิศทางที่ไมถกูระบุ   ยกตัวอยางเชน ปริภูมิระบุทิศ ที่ควรจะถูกเลือกควรจะตองคงทนตอ
ความสัมพันธของสวนของภาพใบหนาทีเ่กียวของกับผิวหนา ทั้งในแนวระนาบและแนวด่ิงใน
บริเวณเล็กๆ ปริภูมิที่ถูกเลอืกอาจสรางขึ้นโดย 2DPCA ตามระเบียบที่กลาวมากอนหนาน้ี 

อยางไรก็ดี มีอีกทางเลือกหน่ึงในการสกัดลักษณะบงตางทีมี่ขาวสารสําคญัที่ขึ้นกับ
ทิศทาง   โดยดําเนินการผานผลการแปลงเวฟเลตที่สามารถระบุทศิกอน    จากน้ันเราจึงทําการ
สกัดผลบงตางดวย PCA หรือ 2DPCA ที่ไมตองระบุทศิทาง ซึ่งในทีสุ่ดเราจะไดลกัษณะบงตางที่
มีทิศทาง   เม่ือได ตัวบงตาง จากแถบความถีย่อยที่มีทิศทางแลว เราอาจทําการคัดเลือก
ตัวบงตางดวย สมการที่ (17) (19) หรือ (20) เพ่ือคํานวณ ราคา (cost) สําหรับใชรวมกับการ
คัดเลือกตวับงตางแบบฟวเตอร (filter method)      

4.1 Dual-Tree Wavelet ชนิดจํานวนจริง 

แมทวา ฐานหลักของเวฟเลตจะดีที่สุดโดยนัย สําหรับสัญญาณขนาดหนึ่งมิติโดยสวนใหญ 
แตสําหรับ ผลการแปลงเวฟเลตสองมิต ิ อาจจะไมสามารถคงซึ่งคุณสมบัติที่ดีทีสุ่ดสําหรับภาพ
ธรรมชาตทิั่วไปได   เหตุผลนาจะอยูที่วา ผลการแปลงเวฟเลตสองมิติแบบแยกออกจากกัน
ไดสามารถแทนรูปภาวะเอกฐานของจุดไดอยางมีประสิทธิภาพ แตจะไมมีประสิทธภิาพตอภาวะ
เอกฐานในแนวเสนตรง หรือ เสนโคง (เสนขอบ)  ดยเหตุนี้จึงไดมีงานวิจัยหลากหลายที่วจัิย ผล
การแปลงแบบหลายระดับความละเอียดสองมิติ ที่สามารถแทนรูปขอบภาพไดอยางมี
ประสิทธิภาพกวา ผลการแปลงเวฟเลตสองมิติแบบแยกออกจากกันได หนึ่งในเวฟเลตทีร่ะบุ
ทิศทางได คอื dual-tree wavelet ชนิดจํานวนจริง (real dual-tree wavelet) ซึ่งเราจะไดขยาย
ความ และ แสดงชุดคําส่ัง MATLAB ที่จะใชในงานวิจัยนี้ ดังนี้  

กอนอ่ืนขอใหเราพิจารณา ผลการแปลงเวฟเลตแบบแยกออกจากกันได เราจะพบวามี 
เวฟเลตที่มีทศิ 3 เวฟเลต คือ 

 

(29) 
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รูปที่ 4.1   เวฟเลตที่ใชใน ผลการแปลงเวฟเลตเต็มหนวย รูป (a) แสดงเวฟเลต  

ที่อยูในปริภูมิตําแหนงของแถบความถี่ยอย LH HL และ HH รูป (b) แสดง 
ผลตอบสนองทางความถี่ มีจุดศุนยกลางอยูที่กลางภาพ และ HH มีส่ิงแปลกปน 

โดยที่ LH เปนผลคูณของ ฟงกชันกรองผานต่ํา  .  ไปทางมิติที่หน่ึง  และ  . ฟงกชันกรอง
ผานสูง ไปทางมิติที่สอง  .  เรียกอีกอยางหน่ึงวา ฟกชันสเกลลิงหนึ่งมิติ  สวน  .  เรียกอีก
อยางหน่ึงวา ฟงกชันเวฟเลตหนึ่งมิติ  

ในทํานองเดียวกัน แถบความถี่ยอย HL  และ  HH ก็เปนผลคูณของฟงกชันสเกลลิง และ 
เวฟเลต ดังสมการที่ (29) ตามลําดับ รูปที่ 4.1 แสดง ฟงกชันเวฟเลตในปริภูมิตําแหนง และ 
ผลตอบสนองทางความถี่ ของมัน เปฯที่นาสังเกตวา แถบความถี ่ HH ใหผลตอบสนองที่มี สิ่ง
แปลกปนแบบตารางหมากรุก เกิดขึ้น   สิ่งแปลกปนนี้เปนสิ่งที่แสดงใหเห็นถึงความไมมี
ประสิทธิภาพของผลการแปลงเวฟเลตแบบแยกจากกนัได หรือ อีกนัยหนึ่ง ผลการแปลงเวฟเลต
แบบแยกจากกันได ไมสามารถแทนรูปในทิศ 45 องศา ไดดีนั่นเอง 

เหตุผลที่ผลการแปลงเวฟเลตแบบแยกจากกันได ไมสามารถแทนรูปภาพในแนวแกน 45 
องศา ไดดี  นาจะเกิดจากวา  . เปนฟงกชันจริง ดังนั้นสเปกตรัมของฟงกชันจึงเปนแบบ สอง
ขาง (two-sided)  จึงไมสามารถหลีกเลี่ยงไดที่จะเกิด สัญญาณความถี่กลาง ขึ้นในทั้งสี่มุม ของ
ระนาบสองมิติ  เน่ืองจากการรบกวนทางความถี่ทีเ่กิดขึ้น จึงทําใหเห็นความไมคมชัดในทาง
ปริภูมิตําแหนง  ผลเทนเซอร ของ HH แสดงในไดอะแกรม ตอไป นี้ 
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และ ไดอะแกรมของสเปกตรัมของผลคูณของ HH ที่มีทิศ แสดงขางลางน้ี 

 

สําหรับ dual-tree wavelet ชนิดจํานวนจริงนั้น  Selesnick และคณะไดเสนอ เวฟเลตที่
เปน ฟงกชันวิเคราะห (analytic function) หรือเปน ฟงกชันเชิงซอน ที่มีสเปกตรัมทางความถี่
เปนแบบขางเดียว (one-sided spectrum)   ผลคูณเทรเซอร แบบเดียวกับ ผลการแปลงเวฟเลต
แบบแยกจากกันได แสดงดังสมการที่ (30)   

 

(30) 

และ ไดอะแกรมของสเปกตรัมของผลคูณ ที่มีสเปกตรัมแบบขางเดียว แสดงขางลางน้ี 

 
เพ่ือใหเกิดทิศของเวฟเลตโดยสมบรูณ  Selesnick และคณะ เสนอใหทําการหาคาจํานวนจริง
ของสมการที่ (30) ทําใหเกิดสเปกตรัมแบบสองขางขึน้  ซึ่งนับวาเปนความคิดทีฉ่ลาดมาก 

 
(31) 

และ ไดอะแกรมของสเปกตรัมของผลคูณของ HH ที่หันทิศ 45 องศา แสดงขางลางน้ี 

 
ในทํานองเดียวกัน เราจะได เวฟเลตในทศิที่หันไป 135 องศา ตามสมการที่ (32) ขางลางน้ี 
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(32) 

หรือ 

 (33) 

และ ไดอะแกรมของสเปกตรัมของผลคูณ ที่มีสเปกตรัมแบบขางเดียว แสดงขางลางน้ี  

 
และโดยการคาํนวณหาคาจํานวนจริง ของสมการที่ (32) เราจะได 

 (34) 

และ ไดอะแกรมของสเปกตรัมของผลคูณของ HH ที่หันทิศ 135 องศา แสดงขางลางน้ี 

 

สําหรับเวฟเลตจํานวนจริง 4 ตวั ที่เหลอืน้ัน จะสามารถคํานวณจาก ผลเทนเซอร ของ 
( ) ( ), ( ) ( ), ( ) ( )x y x y x y      และ ( ) ( )x y    โดยที่  ( ) ( ) ( )h gx x j x     และ 
( ) ( ) ( )h gx x j x    ตามลําดับ 

รูปที่ 4.2  แสดงเวฟเลตแบบมีทิศ จํานวน 6 ตวั     เปนที่นาสังเกตวา เวฟเลตทั้งหกตัว 
ไมมีปญหาสิ่งแปลกปน เหมือน เวฟเลตแบบแยกจากกันได เดิม        รูปที่ 4.3 แสดงชุดคําส่ัง 
MATLAB ที่ใชในการคํานวณผลการแปลงเวฟเลตแบบมีทิศ  
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รูปที่ 4.2  Dual-tree wavelet จํานวนจริงสองมิติ รูป (a) แสดงเวฟเลต  

ที่อยูในปริภูมิตําแหนงของแถบความถี่ยอย รูป (b) แสดง 
ผลตอบสนองทางความถี่ฟูเรียร  

 
 
 
 
function w = dualtree2D(x, J, Faf, af) 
% 2D Dual-Tree Discrete Wavelet Transform 
% 
% w = dualtree2D(x, J, Faf, af) 
% INPUT: 
% x - 2-D signal 
% J - number of stages 
% Faf - first stage filters 
% af - filters for remaining stages 
% OUPUT: 
% w{i}{1:J+1}: tree i wavelet coeffs (i = 1,2) 
 
[x1 w{1}{1}] = afb2D(x, Faf{1}); 
for k = 2:J 

[x1 w{k}{1}] = afb2D(x1, af{1}); 
end 
w{J+1}{1} = x1; 
 
[x2 w{1}{2}] = afb2D(x, Faf{2}); 
for k = 2:J 
 [x2 w{k}{2}] = afb2D(x2, af{2}); 
end 
w{J+1}{2} = x2; 
 
for k = 1:J 
 for m = 1:3 
[w{k}{1}{m} w{k}{2}{m}] = pm(w{k}{1}{m},w{k}{2}{m}); 
 End 
end 
 

 
รูปที่ 4.3  ชุดคําส่ัง MATLAB สําหรับคํานวณผลการแปลงเวฟเลต dual-tree จํานวนจริง 
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5. ผลการทดลอง 

ดวยสมมติฐานที่วา เรามีขอมูลเก่ียวกับการเคลื่อนไหวเฟรมตอเฟรมอยางครบถวน ทําให
เราสามารถใชขอมูลเหลาน้ีไป จัดสรางเมทริกซของตัวดําเนินการที่ใชในการสรางชุดลําดับภาพ
ความละเอียดต่ําจากภาพความละเอียดสูงยวดยิ่ง ดังสมการที่กําหนดไวใน (5)    ในการทดลอง
ของเรา พิกเซลของภาพทีน่ํามาทดสอบจะถูกเลื่อนอยางสุมดวยคาที่เปนเอกฐานจํานวนเต็ม ถกู
ทําให พรา (blur) ดวยฟงกชันแผแบบเกาสขนาด 44  ที่มีคาเบี่ยงเบนเทากับ 1 และ ถูกลดเวลา
การชักตวัอยาง (downsampling) ลง 4 เทา เพ่ือสรางเปนชุดลําดับภาพความละเอียดต่ําจํานวน 
16 ภาพ ตอ หนึ่งภาพความละเอียดสูงตนฉบับ     โดยการเลือกภาพ 9 ภาพ จาก 16 ภาพ 
ดังกลาวลวงหนา เราจะสามารถสรางปริภูมิความละเอียดสูงยวดยิ่ง และ ภาพความละเอียดสงู
ยวดยิ่ง ไดตามลําดับ  จากน้ันเราจะทําการเปรียบเทียบ ระเบียบวธิีที่เรานําเสนอ กับ การรูจํา
ใบหนาและเปาหมายอัตโนมัติ ในระดับปริภูมิพิกเซล 

5.1 ฐานขอมูลที่ใชในการทดสอบ 

ระเบียบวธิีปรภูิมิใบหนาเฉพาะความละเอียดสูงยวดยิ่งจะถูกนํามาใชเปนระเบียบวิธตีั้งตน
ในการเปรียบเทียบสมรรถนะกับระเบียบวิธีทีเ่รานําเสนอ โดยทําการเปรียบเทียบดวยฐานขอมูล
ใบหนาและเปาหมายอัตโนมัติที่เปนที่รูจักกันดี ไดแก ฐานขอมูลใบหนา FERET Yale AR และ 
ORL (Phillips, 2000; Yale, 1997 & Martinez, 1998) และ ฐานขอมูล MSTAR ซึ่งเปนภาพ 
SAR ของยานพาหนะทางทหาร (Center, 1997) ตามลําดับ 

5.1.1 ฐานขอมูล FERET 

โปรแกรมตอตานยาเสพตดิของ DOD เปนผูสนับสนุนโปรแกรมทางเทคโนโลยีในการรูจํา
ใบหนา (Facial Recognition Technology: FERET) และเปนผูพัฒนาฐานขอมูล FERET โดยมี 
National Institute of Standards and Technology (NIST) เปนผูแจกจายฐานขอมูล  ฐานขอมูล
นี้จัดเก็บในระหวาง เดือนตุลาคม ค.ศ. 1993 ถึง สิงหาคม 1996      ฐานขอมูลดังกลาวน้ีมีไว
เพ่ือใช พัฒนา ทดสอบ และ ประเมิน ระเบียบวิธทีี่ใชในการรูจําใบหนา 

ภาพใบหนาจะถูกจัดเก็บทัง้หมด 15 คร้ังยอย  แตละครั้งยอยของการจัดเก็บจะใชเวลาไม
เกิน 2 วัน เพ่ือใหเกิดความสมํ่าเสมอของฐานขอมูล  ภาพใบหนาของแตละบุคคลจะถูกจัดเก็บ
โดยประมาณ 5 ถึง 11   ภาพถายหนาตรงสองภาพ (fa และ fb) ถูกจัดเก็บ โดยในภาพถายที่
จะสองจะถูกขอรองใหแสดงอารมณแตกตางกันออกไปจากหนาแรก ภาพถายหนาตรงภาพที่
สามจะถูกถายโดยใชกลองถายภาพกลองอ่ืน และมีแสงเงาที่แตกตางกันออกไป (ภาพที่สามนี้ 
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จะถูกอางอิงวาคือภาพ fc) ภาพใบหนาอ่ืนจะถูกจัดเก็บโดยเห็นทางดานขาง ซาย และ ขวา  
และ ในบางภาพอาจถูกขอใหใสหมวก หรือ แวนตา เพ่ือเปนขอมูลภาพในชุดที่สอง  ในบางครั้ง
บุคคลอาจถูกขอใหถายอีกคร้ังในวันรุงขึน้ เพ่ือเปนชดุภาพที่ทําซํ้า ที่ซึ่งชุดภาพที่ทําซํ้าน้ีจะมี
ความแตกตางกันทางขยาด มุมมอง อารมณ และ แสงเงาที่ปรากฏบนใบหนา 

ฐานขอมูล ชดุ แรกประกอบดวย ภาพใบหนาทั้งหมด 14,126 ภาพ ของบุคคลทั้งหมด 
1,199 คน และ 365 ชุดภาพที่ทําซํ้า  สําหรับภาพบุคคลบางคนอาจถายคร้ังแรก และ คร้ังที่สอง 
นานตางกันถงึ 2 ป ชุดของภาพบุคคลบคุคลหนึ่งแสดงดังในรูปที่ 5.1  

ดวยเหตทุี่ฐานขอมูลน้ีมีภาพที่มีความหลากหลายมาก จึงเหมาะสมที่จะใชกับการทดสอบ
สมมรถนะของการรูจําใบหนา 

5.1.2 ฐานขอมูล Yale 

ฐานขอมูล Yale ประกอบดวยภาพบุคคลจํานวน 165 ภาพ ที่เก็บจากบุคคล 15 คน  หนึ่งบุคคล
มี 11 ภาพ   สําหรับแตละบุคคลจะประกอบดวยภาพที่แสดงความรูสึกทางใบหนา เชน แสงตรง 
ใสแวนตา มีความสุข แสงสองจากทางซาย ไมใสแวนตา ปกติ แสงสองจากทางขวา เศรา งวง 
ประหลาด ใจ และ ทําหนาหยน     รูปตัวอยางทั้งหมดของบุคคลหนึง่จากฐานขอมูล Yale แสดง
ในรูปที่ 5.2 โดยที่ภาพแตละภาพไดถูกทาํการครอบตดัและปรับใหมีขนาด 80100 พิกเซล 

ในการทดลองทั้งหมด ภาพตัวอยางหาภาพแรก (แสงตรง ใสแวนตา มีความสุข แสงสอง
จากทางซาย และ ไมใสแวนตา) จะใชสําหรับการฝกฝน และหกภาพที่เหลือ (ปกติ แสงสองจาก
ทางขวา เศรา งวง ประหลาด ใจ และ ทําหนาหยน) จะใชเพื่อการทดสอบหาความถูกตองในการ
รูจํา 

5.1.3 ฐานขอมูล AR 

ฐานขอมูลหนา AR ถูกสรางโดย Robert Benavente และ Aleix Martinez วิศวกรประจํา
ศูนยคอมพิวเตอรวิทศัน (CVC) ที่ U.A.B.   ฐานขอมูลนี้ประกอบดวยภาพสีมากกวา 4000 ภาพ
ของภาพใบหนาของบุคคลจํานวน 126 คน   โดยในจํานวนนี้เปนผูชาย 70 คนและผูหญิง 56 
คน     ภาพใบหนาเปนภาพใบหนาตรงที่มีการแสดงออกทางใบหนาตางๆกัน  มีการสองไฟที่
ตางกัน และ มี การบดบงั (occlusions)    การบดบังที่วา ไดแก การใสแวนกันแดด และ 
ผาพันคอ ภาพทั้งหมดถูกถายที่ CVC โดยการควบคุมสภาวะอยางเครงครัด แตไมมีขอ
หามในการเครื่องแตงกาย (เสื้อผา แวนตา หรือ อ่ืนๆ) เคร่ืองสําอาง ทรงผม หรือ อ่ืนๆ บุคคล
แตละคนจะถกูเรียกเขาไปถายภาพเก็บไวจํานวน 2 ชวง แตละชวงคั่นไวสองสัปดาห (14 วัน) 
และถายภาพในลักษณะเดียวกันทั้งสองชวง 
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รูปที่ 5.1 ภาพตัวอยางของบุคคลหน่ีงในฐานขอมูล FERET สําหรับบุคคลน้ี ชุดท่ีถายซํ้าที่ 1 (duplicate I)  

จะถายหลัง fa หน่ึงป เชนเดียวกับ ชุดท่ีถายซํ้าชุอที่ 2 และ ภาพ fb  

 
 

 
รูปที่ 5.2 ภาพตัวอยางของบุคคลหน่ีงในฐานขอมูล Yale  

 

 

 
รูปที่ 5.3 ภาพตัวอยางของบุคคลหน่ีงในฐานขอมูล AR 

 

ในการทดลอง  เราจะเลือกภาพที่ไมมีการบดบัง (การใสแวนกันแดดและผาพันคอ) 
จํานวน 14 ของแตละหัวบคุคล ดังที่แสดงในรูปที่ 5.3   โดยที่ภาพแตละภาพไดถูกทําการครอบ
ตัดและปรบัใหมีขนาด 92112  พิกเซล     จากน้ันแปลงภาพสีเหลาน้ีใหเปนภาพระดับเทา 
ภาพตัวอยางหาภาพแรกจะใชในการฝกฝนและภาพทีเ่หลือจะใชเพ่ือการทดสอบผลของการรูจํา 

5.1.4 ฐานขอมูล ORL 

ฐานขอมูล ORL ประกอบดวยภาพของบุคคลจํานวน 40 คน แตละคนมีภาพอยู 10 ภาพ 
ภาพเหลาน้ันถูกเก็บไวในเวลาที่แตกตางกัน มีแสงเงาที่แตกตางกัน มีอารมณที่แตกตางกัน 
(เปด/ปดตา ยิ้ม/ไมยิ้ม) และมีรายละเอียดอ่ืนๆ (ใสแวน/ไมใสแวน) ภาพทั้งหมดถายโดยมีฉาก
หลังดําสนิทเปนเนื้อเดียวกนั โดยถายในระหวางยืน หนาตรง (อาจมีการหันขางเล็กนอย ถึง
ประมาณ 20 องศา) 
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รูปที่ 5.4 ตัวอยางรูปภาพ SAR ของฐานขอมูล MSTAR: แถวดานบนคือ BMP2 APCs 

แถวตรงกลางคือ BTR70 APCs และแถวลางเปนถัง T72 

 

5.1.5 ฐานขอมูล MSTAR 

ฐานขอมูล MSTAR เปนฐานขอมูลสําหรับเผยแผสูสาธารณะ ประกอบดวยขอมูลภาพ
เรดารชองเปดเชิงสังเคราะหความละเอียดสูง (SAR) ซึ่งถูกรวบรวมโดยหนวยงาน DARPA/
หองปฏิบัติการ Wright  ซึ่งเปนโครงการในการตรวจหาที่ตั้งและการรูจําเปาหมายเคลื่อนไหว
และอยูกับที่ (Moving and Stationary Target Acquisition and Recognition: MSTAR)       
ขอมูลประกอบดวยภาพ  SAR ขนาด 128128  ของยานพาหนะทหารสามชนิด ไดแก รถหุม
เกราะสวนบุคคลผู (APCs) รุน BMP2, APCs รุน BTR70 และ รถถัง รุน T72    ภาพเปาหมาย
ตัวอยางจากฐานขอมูล MSTAR แสดงดังในรูปที่ 5.4  เน่ืองจากฐานขอมูล MSTAR มีขนาด
ใหญ ภาพทั้งหมดไดถูกครอบตัดจากสวนกลางใหมีขนาด 3232 พิกเซล เพ่ือความรวดเร็วใน
การทดสอบ 
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ตารางท่ี 5.1 ภาพ MSTAR ที่ประกอบดวยชุดขอมูลสําหรับการฝกฝน 

 
 Vehicle 

No. 
     Serial 

No. 
Depression 

Angle 
Images 

BMP-2 
1 
2 
3 

9563 
9566 
C21 

17o 
233 
231 
233 

BTR-70 1 C71 17o 233 

T-72 
1 
2 
3 

132 
812 
S7 

17o 
232 
231 
228 

 

ตารางท่ี 5.2 ภาพ MSTAR ที่ประกอบดวยชุดขอมูลสําหรับการทดสอบ 

 
 Vehicle 

No. 
     Serial 

No. 
Depression 

Angle 
Images 

BMP-2 
1 
2 
3 

9563 
9566 
C21 

15o 
195 
196 
196 

BTR-70 1 C71 15o 196 

T-72 
1 
2 
3 

132 
812 
S7 

15o 
196 
195 
191 

 

ตารางที่ 5.1 และ 5.2 แสดงรายละเอียดของภาพเปาหมายที่ใชในการฝกฝนและการ
ทดสอบ   โดยที่ มุมกม (depression) หมายถึงมุมที่บีมของเสาอากาศมองมาเปาหมายจาก
ดานขางของเคร่ืองบิน อน่ึงภาพมุมกม SAR ถูกจัดเก็บในชวงเวลาที่แตกตางกัน ขอมูลชุด
ทดสอบท่ีมุมกมที่ตางจากชุดขอมูลที่ใชในการฝกฝน ถูกนํามาใชในการทดสอบประสิทธิภาพ   
ขอมูลชุดทดสอบน้ี จึงสามารถนํามาใชเปนตัวแทนของขอมูลทดสอบโดยทั่วไปไดอยาง
เหมาะสม 

5.2 ผลการทดลอง 2DPCA ระบุทิศทาง 

บทยอยน้ีจะกลาวถึงผลการทดลอง 2DPCA แนวขวาง ซึ่งเปนพ้ืนฐานของ 2DPCA ระบุ
ทิศทาง โดยพัฒนาตามแนวคิดระบบจําแนกแบบหลายตัวดวยวธิปีริภูมิยอยสุม ซึ่งไดแสดง
ชุดคําส่ังเทียม ในภาคผนวก ข. แลว  โดยเราจะใช 2DPCA ปกติ เปนสมรรถนะพื้นฐานใน
การเปรียบเทยีบ  และทําการทดสอบบนฐานขอมูล Yale 
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รูปที่ 5.5 สมรรถนะการรูจําใบหนาระหวาง 2DPCA แนวระนาบราบ กับ แนวขวางบนฐานขอมูล Yale 

เบื้องตน ในการทดลองแรก เราจะเปรียบเทียบสมรรถนะของ 2DPCA แนวระนาบ กับ 
2DPCA แนวขวาง โดยมีการเปลี่ยนจํานวนของ เวกเตอรสวนประกอบมุขสําคัญ (principal 
component vector) ผลการทดลองแสดงดังในรูปที่ 5.5      2DPCA แนวขวางใหสมรรถนะที่
ดีกวา 2DPCA แนวระนาบที่จํานวนเวกเตอรที่นอยๆ   (เปนการทดลอง สมมติฐานแรกที่
เก่ียวกับความเปนไปไดทางชีวภาพแหงการมองเห็น  ที่วา  ขาวสารที่สําคัญจะถูกเก็บไวในบาง
ทิศทาง มากวา ทิศอ่ืน) 

การทดลองที่สอง เปนการทดสอบสมมตฐิานที่วาปมประสาทของการมองเห็น ชวยทํางาน
กันแบบไมเปนระเบียบ  โดยกรใชวธิีปรภูิมิยอยสุม ในการชวยการรูจําแบบหลายการตัดสินใจ  
ในที่นี้เราจะทดลองโดยการเปลี่ยนใหจํานวน ตัวจําแนกในคณะกรรมการตัดสินใจ มี จํานวนเปน
เลขคีต่ั้งแต 1 ถึง 99    ที่เราเลือกจํานวนเปนเลขคี ่ ก็เพื่อใหการตัดสินใจจากการ
ลงคะแนนเสียงไมกํากวม  ขนาดมิติ ของ ปริภูมิยอยสุม (random subspace) จะมีขนาด
เทากับ 1 ถึง 100 (100 คือ ความสูงของภาพในที่นี้)  ถาขนาดมิติเทากับ 100 เราจะได 
2DPCA แนวขวาง ปกติ 1 ตัวจําแนก  รูปที่ 5.6 แสดงความแมนยําในการรูจําของ 2DPCA 
แนวขวางกับปริภูมิยอยสุมที่พารามิเตอรตางๆ    คาความแมนยําสูงสุดของระเบียบวธิี
ทั้ง 3 ระเบียบวิธี ไดแสดงไวใน ตารางที่ 5.3   
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รูปที่ 5.6 ความแมนยําในการรูจําของ 2DPCA แนวขวางกับวิธีปริภูมิยอยสุม บนฐานขอมูล Yale 

 

 

ตารางท่ี 5.3 ตารางเปรียบเทียบสมรรถนะ 2DPCA ระนาบราบ  2DPCA แนวขวาง  
และ 2DPCA แนวขวางดวยวิธีปริภูมิยอยสุม บนฐานขอมูล Yale 

 

Database ระเบียบวิธี ความแมนยํา จํานวน
เวกเตอรเฉพาะ 

มิติท่ีใช จํานวน 
ตัวจําแนก 

 2DPCA 95.56% 11 100 1 

Yale 2DPCA แบบขวาง 95.56% 10 100 1 

 RSM+2DPCA แบบ
ขวาง 

97.78% 10 4 9 

 

จะเห็นไดวา RSM+2DPCA แบบขวางใหความแมนยําในการรูจําไดดีที่สุด จึงนาจะมี
ความเปนไปไดทางชีวภาพแหงการมองเห็นมากที่สุด 
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รูปที่ 5.8 สมรรถนะการรูจําใบหนาบนฐานขอมูล Yale ที่ทดสอบกับ 2DPCA ไขวที่ ith 

 

รูปที่ 5.9 สมรรถนะการรูจําใบหนาบนฐานขอมูล ORL ที่ทดสอบกับ 2DPCA ไขวที่ ith 

5.3 ผลการทดลอง 2DPCA ไขว  

บทยอยน้ีจะกลาวถึงผลการทดลอง 2DPCA ไขว    ซึ่งเปนหน่ึงใน 2DPCA ระบุทิศทาง 
ซึ่งไดแสดงชุดคําส่ังเทียม ในภาคผนวก ข. แลว      โดยเราไดทดลองกับฐานขอมูลใบหนา 
Yale และ ORL โดยมีความแมนยําในการรูจําสูงสุดเทากับ 97.5 และ 94.5 เปอรเซ็นต  
ตามลําดับ   รปูที่ 5.8 และ 5.9 แสดงสมรรถนะของ 2DPCA ไขว บนฐานขอมูล Yale และ ORL 
ตามลําดับ  เปนที่นาสังเกตวา ที่ ith เทากับ คือ 2DPCA แนวราบ ที่ไมมีการหมุนแบบเปน
วงกลมเพื่อหาเมทริกซความแปรปรวนรวมเก่ียวไขว  
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รูปที่ 5.9 ภาพใบหนาที่ถูกแปลงไขว ที่ใหความแมนยําใน 

              การรูจําที่ดีที่สุด ของฐานขอมูล Yale 

รูปที่ 5.10 ภาพใบหนาที่ถูกแปลงไขว ที่ใหความแมนยําใน 
               การรูจําที่ดีที่สุด ของฐานขอมูล ORL    

จะเห็นวา เม่ือเปรียบเทียบกบัการทดลองที่ 5.2 แลว    2DPCA ไขว มีความแมนยําใน
การรูจําที่ดีที่สุดดีกวา 2DPCA แนวราบ และ 2DPCA ระบุทิศทาง (มีความแมนยําในการรูจําที่ดี
ที่สุดเทากับ 95.56% เทากัน) หรือ ดีกวา แนวพื้นฐาน (base line) ที่เปน 2DPCA แนวราบ อยู
มากกวา 2 เปอรเซ็นต (ดูรูปที่ 5.8 และ 5.9)   รูปที่ 5.10 และ 5.11 แสดงรูปในฐานขอมูล Yale 
และ ORL ที่เกิดการแปลงเลื่อน ที่ใหความแมนยําในการรูจําสูงสุด    จากรูปที่ 5.10 และ 
5.11 เราอาจอนุมานไดวาสหสัมพันธระหวางตําแหนงของหู กับ ตา หรือ ตา กับ ไรผม อาจมีผล
ตออํานาจในการจําแนกภาพวัตถ ุ

แมวา ตัวบงตางที่สกัดไดจาก 2DPCA ไขว จะใหความแมนยําในการรูจําสงสุด แตใน
ตัวบงตางไขว บางตัวจะใหผลในการรูจําที่ต่ํากวามาตรฐาน      ซ่ึงก็สมเหตุผลเพราะในบางทิศ
เราอาจไดผลรวมของตัวบงตางที่ควบรวม ตัวบงตางที่มีอํานาจจําแนกเขาดวยกนั ทําใหตวับง
ตางที่เลหือมีอํานาจในการจําแนกไมดีพอ   

นอกจากนั้น 2DPCA ไขว ซึ่งในที่นี้เปน ตัวบงตางที่นําเสนอเพ่ือใชในการสราง ตัว
จําแนกอยางเขมแข็ง เพียงตัวเดียว ยังมีประสิทธิภาพดอยกวา RSM+2DPCA แบบขวาง  ซึ่ง
เปน ระบบจําแนกแบบหลายตัว โดยที่ตวัจําแนกแตละตัวเปน ตัวจําแนกอยางออนแอ แตทําการ
ตัดสินใจรวมกันเปนคณะ โดยการลงคะแนนเสียง (สมรรถนะของ 2DPCA ไขว และ 
RSM+2DPCA แบบขวาง  เทากับ 97.78 และ 95.5 เปอรเซ็นต ตามลําดับ) 



เอกสารปกปด หามเผยแผกอนไดรับอนุณาต 

MRG5080427 หนา 74/90 21 กรกฎาคม 2554 
 

เราจึงสนใจ พัฒนา 2DPCA ไขว ใหมีการตัดสินใจแบบคณะ  ใหตัวจําแนกแตละตวั รับ
ตัวบงตางจาก 2DPCA ไขวทีต่างกัน และ นําผลของการตัดสินใจมาลงคะแนนเสียง เพ่ือให
ไดผลการตัดสินใจในขั้นสดุทาย  ซึ่งในการพัฒนา เราจะไดผลการทดลองที่ดีขึ้น ดังรายละเอียด 
ตอไปน้ี 

 On Yale database ใชภาพในการฝกฝน 5 ภาพ และทดสอบ 6 ภาพ 
 Max rate of 2DPCA = 95.56% 
 Max rate of proposed method  

= 97.78% @ 49th Shifting 

 On ORL database ใชภาพในการฝกฝน 5 ภาพ และทดสอบ 6 ภาพ 
 Max rate of 2DPCA = 92.5% 
 Max rate of proposed method  

= 94.5% @ 4th and 110th Shifting 

 ตารางที่ 5.4 แสดงการเปรียบเทียบ สมรรถนะของ 2DPCA แนวราบ    2DPCA ไขว 
ตัวจําแนกเดียว และ   2DPCA ไขว หลายตวัจําแนก   เพ่ือหลีกเลี่ยงความสับสน เราจะเรียก 
2DPCA ไขว ตัวจําแนกเดียว และ   2DPCA ไขว หลายตวัจําแนก สั้นๆวา 2DPCA ไขว และ 
MCS-2DPCA ไขว   ตามลําดับ   ในตารางที่ 5.4  d หมายถึง จํานวนเวกเตอรเฉพาะที่ 2DPCA 
ใหผลในการรูจําดีที่สุด และ L หมายถึง จํานวน 2DPCA ไขว ที่เกิดจากเลื่อนภาพตนแบบเปน 
เมทริกซภาพ B  จํานวนทั้งหมด L คร้ัง  

จะเห็นไดวา MCS-2DPCA ไขว   ที่นําเสนอสามารถเพิ่มประสิทธิภาพในการรูจําใหดีขึ้น
ได อยางไรก็ดีเราใช 2DPCA ไขว ที่มีการเลือ่นอยางตอเน่ือง ซึ่งในบางตัวบงตาง อาจจะมี
ความซ้ําซอน หรือ มีอํานาจในการตัดสินใจต่ํา ดังนั้น เราจึงควรเลือกเฉพาะ 2DPCA ไขว 
เฉพาะที่มีอํานาจในการตัดสินใจสูง 

ในความเปนจริง เราสามารถสราง ชุดของ 2DPCA ไขว ไดอีกมากมายหลายชดุ เชน 
จาก 2DPCA แนวด่ิง หรือ 2DPCA แนวขวางของแนวราบ หรือ 2DPCA แนวขวางของแนวดิง่ 
เปนที่นาสังเกตวา 2DPCA ใชวธิีบวกรวมกําลังงานของสหสัมพันธในแนวแกนที่ไมไดถูกเลือก 
และคงตวับงตางที่มีอํานาจไวในแนวแกนที่ถูกเลือก       อยางไรก็ดี เปนการยากที่จะรูวา
แนวแกนไหน เปนแนวแกนที่ควรคัดเลือก     2DPCA และสวนขยาย ใชแนวความคิดใน
การบวกรวมในแนวแกนขอมูลภาพที่ไมไดเลือก เพ่ือหลีกเลี่ยงปญหา คําสาปมิติ   เปนที่เขาใจ
ไดวา สิ่งมีชีวติ มีการเลือกทิศทีท่ําใหอํานาจการรูจําดีขึ้น โดยผานการเรียนรู เชน ขายวงจร
ประสาท โดยอาศัยววิัฒนาการเปนเวลายาวนานในการเลือกสรรทศิที่ของตัวสกัดลักษณะบงตาง
สามารถทํางานไดอยางเหมาะสมที่สุด ซึ่งอาจจะเปนทิศทีข่ึ้นอาจอยูกับสิ่งมีชีวติแตละชีวติก็ได 
ซึ่งพบไดในเซลของจอประสาทตา และ สวนรับรูในการมองเห็น ในสัตวเลี้ยงลูกดวยนมสวนใหญ  
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ตารางท่ี 5.4   ตารางเปรียบเทียบสมรรถนะ 2DPCA ระนาบราบ  2DPCA ไขว และ 
              2DPCA ไขว แบบหลายตัวจําแนก บนฐานขอมูล Yale และ ORL 

 

Database ระเบียบวิธี ความแมนยํา (%) d L 

Yale 2DPCA 
2DPCA ไขว 

MCS-2DPCA ไขว 

95.56 
97.5 
97.78 

20 
20 
20 

1 
1 
49 

ORL 2DPCA  
2DPCA ไขว 

MCS-2DPCA ไขว 

92.5 
94.5 
95 

5 
5 
5 

1 
1 

671 

 

หากเราขยายความคิดน้ี ออกไปซักเล็กนอย เราอาจจะเห็นวา ความเขมของอํานาจ
จําแนกในแตละแกนของภาพ ก็ไมนาจะเทากัน     ซึ่งในเซลประสาทของเราที่ผานววิัฒนาการ
มาอยางยาวนานไดทําหนาที่หาฟงกชันในการถวงน้ําหนักที่เหมาะสมแลว   ไดฟงกชันฐานหลัก
ที่ดีในเกือบทกุเง่ือนไข  ในทางคณิตศาสตร ฟงกชันเวฟเลต เปน ฟงกชัน อีกตัวหนึ่ง ที่ดีที่  
สุดในการแทนรูปอยางไมมีเง่ือนไข (unconditional bases)  อีกทางเลือกหน่ึงของการสราง 
เมทริกซความแปรปรวนรวมเก่ียวที่มีการลดขนาดมิต ิ      เราอาจใชผลการแปลงเวฟเลต กับ
เมทริกซความแปรปรวนรวมเก่ียวของ PCA เพ่ือสรางเมทริกซความแปรปรวนรวมเก่ียวที่มี
ขนาดมิติเล็กลง และ สามารถระบุทศิได   

เร็วๆนี้ ผลการแปลงกาบอ  (Gabor transform) ไดถูกนํามาใชเปนการประมวลผลสวน
หนาใหกับ การหา PCA  เน่ืองดวยวา ฟวเตอรกาบอ (Gabor filter) นั้นคงทนตอความ
สวาง และ คอนทราส (contrast)  รวมไปถึงการหมุนทั้งในแนวแกนภาพสองมิติ และ สามมิติ ใน
ลักษณะเดียวกันน้ี เราอาจลดความแปรเปลี่ยนของเมทริกซความแปรปรวนรวมเก่ียวหนึ่งมิติ 
โดยอาศัยการปอน สมาชิกของเมทริกซความแปรปรวนรวมเก่ียวหน่ึงมิติ ผานชุดตัวกรองแบบ
หลายระดับความละเอียด (multiresolution filter banks) หรือ ผลการแปลงเวฟเลตแบบมีทศิ  
ดวยวธิีนี้ เราอาจเปลี่ยนวธิีในการสรางเมทริกซความแปรปรวนรวมเก่ียวของ 2DPCA จาก 
PCA สําหรับ การรูจําภาพใบหนา และ เปาหมายอัตโนมัติ 

โดยอาศัย การสแกนแบบ Hilbert หรือ บริเวณที่มีกิจกรรมสูง เราสามารถเพ่ิม
ความสามารถในการคํานวณ PCA และ 2DPCA แบบมีทิศใหเรว็และเหมาะสมมากขึ้นได 
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5.4   ผลการทดลองการสรางคืนปริภูมิความ 
      ละเอียดสูงยวดยิ่งหนึง่มิติแบบคลาสเฉพาะ 

บทยอยน้ีจะกลาวถึง สมรรถนะในการรูจําภาพวัตถุโดยการสรางคืนความละเอียดสูงยวด
ยิ่งในระดับปริภูมิ เปรียบเทยีบ กับ การรูจําภาพวัตถุโดยการสรางคืนความละเอียดสูงยวดยิ่งใน
ระดับพิกเซล โดยใชการรูจําภาพของวัตถทุี่ภาพรายละเอียดต่ําหน่ึงภาพเปนแนวฐาน 
(baseline) ในที่นี้เราทดลองกับฐานขอมูลภาพใบหนา Yale และ AR  และ ภาพเหาหมาย
ที่เปฯยานพาหนะทางทหารบนฐานขอมูล MSTAR    ความแตกตางระหวางงานวิจัยนี้และ
งานวิจัยอ่ืน  อยูที่เราสนใจเวกเตอรเฉพาะที่ดํารงคุณสมบัติของอํานาจจําแนกดวย มิใชเพียงแต
อํานาจในการแทนรูปของ PCA เทาน้ัน 

ในงานวิจัยนี้ เราใชการรูจําแบบ คลาสเฉพาะ (class specific)  ที่เรียกวา คลาสเฉพาะ 
นั้นหมายถึงวาเราแยกตัวอยางออกตามคลาสทีท่ราบ และในแตละคลาส เราจะหาเวกเตอร
เฉพาะของแตละคลาส   ดังนั้น หากเรามี จํานวนคลาส เทากับ C เราจะมีเวกเตอร
เฉพาะจํานวน C ชุด เม่ือเราไดเวกเตอรเฉพาะจํานวน C ชุดแลว ในการรูจํา เราจะนําภาพวัตถุ
ที่ตองการทดสอบ (ไมทราบคลาส ตองการหาคลาสใหกับภาพวตัถุนี้) โดยทําการฉายลงบน
เวกเตอรเฉพาะของแตละคลาส และทาํการสรางคืนภาพ โดยการหาผลรวมถวงน้ําหนักของ
เวกเตอรเฉพาะของแตละคลาส เราจะไดภาพที่สรางคืนมาทั้งหมด C ภาพ จากน้ันเรานําภาพ
ทั้งหมดมาหาระยะหาง (distance) กับ ภาพทดสอบเดิม  คลาสใดที่ใหระยะหางระหวางภาพ
นอยที่สุด คือ คลาสที่เราจะตัดสินใจ 

โดยในที่นี้เราประยุกตใช การรูจําแบบ คลาสเฉพาะ เม่ือมีการสรางคืนภาพความละเอียด
สูงยวดยิ่งในระดับพิกเซล (ขนาดภาพ) หรอื เม่ือมีการสรางคืนความละเอียดสูงยวดยิ่งในระดับ
ปริภูมิยอย แลวเปรียบเทียบสมรรถนะทีไ่ด ตารางที่ 5.5 และ 5.6 แสดงความสามารถใน
การรูจําของระเบียบวธิีที่กลาวถึง ตามลาํดับ    จะเห็นวาความสามารถในการรูจําของการสราง
คืนในระดับพกิเซลสูงกวาในระดับปริภูมิยอย แตขอไดเปรียบของแบบปริภูมิยอยคือ ความ
รวดเร็วในเฟสของการตัดสินใจ  ตารางที่ 5.7 ตารางเปรียบเทียบสมรรถนะ LR PCA  PCA 
สรางคืนระดับพิกเซล และ PCA สรางคืนระดับปริภูมิยอย เชนกัน จะเห็นวาความสามารถใน
การรูจําของการสรางคืนในระดับพิกเซลสูงกวาในระดับปริภูมิยอย แตขอไดเปรียบของแบบ
ปริภูมิยอยคือ ความรวดเรว็ในเฟสของการตัดสินใจ        ในที่นี้ LR PCA หมายถึง การรูจําโดย
ใชเวกเตอรเฉพาะในระดับความละเอียดต่าํ  รูปที่ 5.11 และ 5.12 แสดงการสรางคืนของ
ภาพตัวอยาง ในระดับ พิกเซล และ ปริภูมิยอย ตามลําดับ 
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ตารางท่ี 5.5   ความสามารถในการรูจํา ดวยการสรางคืนในระดับปริภูมิพิกเซล 

 
 
 
 
 
 

ตารางท่ี 5.6   ความสามารถในการรูจํา ดวยการสรางคืนในระดับปริภูมิยอย 

 
 
 
 
 
 

ตารางท่ี 5.7   ตารางเปรียบเทียบสมรรถนะ LR PCA  PCA สรางคืนระดับพิกเซล และ PCA สรางคืนระดับปริภูมิยอย 
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             รูปที่ 5.11 ภาพตัวอยางของการสรางคืนความละเอียดสูงยวดยิ่งภาพในระดับพิกเซล 

 

 
รูปที่ 5.12 ภาพตัวอยางของการสรางคืนความละเอียดสูงยวดยิ่งภาพในระดับเวกเตอรเฉพาะ 
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6. สรุปและขอเสนอแนะ 

6.1 สรุป 

งานวิจัยนี้ไดทําการทดลองการรูจําใบหนาและเปาหมายอัตโนมัติ โดยเนนการสรางคืน
ความละเอียดสูงยวดยิ่งในระดับ เวกเตอรเฉพาะ       เราไดนําเสนองานวิจัยขั้นสูงที่ผานมา
ที่เก่ียวของกับ การสรางคนืความละเอียดสูงยวดยิ่ง ในระดับปริภูมิ เพ่ือใชในการรูจําภาพวัตถุ 
จากรายละเอียดที่เราไดวิจารณงานวิจัยในเชิงวิชาการทั้งหมด  เราไดนําเสนอองคความรู และ 
อัลกอริธึมสใหม เพ่ือใชในการรูจําภาพวัตถุหลายอัลกอริธึมส  ดังนี้ 

1. แบบจําลองทางคณิตศาสตรสําหรับการสรางคืนความละเอียดสูงยวดยิ่งในระดับ
ปริภูมิยอยสองมิติ 

2. ศึกษาความเปนไปไดทางชีวภาพทางการมองเห็น ของ  2DPCA    2DPCA ระบุ
ทิศทาง   2DPCA ไขว   การสรางคณะในการตัดสินใจ เปนตน 

3. ระเบียบวธิีในการสรางเมทริกซความแปรปรวนรวมเก่ียวไขว  อยางเปนระบบจาก   
เมทริกซ B ซึ่งเปนผลมาจากการแปลงเมทริกซภาพวัตถุ 

4. ระเบียบวธิีในการรูจําดวย ระบบตวัจําแนกแบบหลายตัว (MCS) ที่ทํางานรวมกับ 
เซตยอยของตัวบงตาง ที่สรางมาจาก 2DPCA แบบตางๆ 

a. แบบปริภูมิยอยสุม 
b. แบบมีการคัดเลือกตวับงตาง หรือ ชุดของตัวบงตาง 
5. องคความรูผลการแปลงเวฟเลตแบบระบทุิศ 
6. การสรางตัวบงตางระบุทศิ จากผลการแปลงเวฟเลตระบุทศิ 
7. ระบบตัวจําแนกแบบหลายตัว ที่ใชกับตัวบงตางระบทุิศ ทีส่รางจากผลการแปลง  

เวฟเลตระบุทศิ 
8. ทดสอบระเบยีบวธิีที่นําเสนอกับ ฐานขอมูลภาพวัตถมุาตรฐาน เชน FERET Yale 

AR ORL และ MSTAR 

งานวิจัยนี้  ไดทําการวิจัยอยางกวางขวางและเขมงวด ในทุกภาคสวนที่เก่ียวของกับการ
วิเคราะหสวนประกอบมุขสาํคัญสองมิติและสวนขยาย การสรางคืนความละเอียดสูงยวดยิ่งใน
ระดับปริภูมิยอย ผลการแปลงเวฟเลตแบบระบทุิศทาง และ ความเปนไปไดทางชีวภาพแหงการ
มองเห็น  องคความรูที่ไดจะเปนประโยชนตอการวจัิย การพัฒนาการเรียน การสอน และ
การประยุกตใชงานในการตรวจตราเพื่อรักษาความปลอดภัย 
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6.2 ขอเสนอแนะ 

งานวิจัยทางดานการรูจําใบหนาและเปาหมายอัตโนมัติในปจจุบัน ยังไมไปถึงศักยภาพที่
สามารถไปถึงได    ในระหวางทีดํ่าเนินการวิจัยนี้นั้น เราไดพบหัวขอทีค่วรถกถึงมากมาย 
รวมถึงการทดลองอีกเปนจํานวนมากที่ควรจะทํา เพ่ือใหเกิดความรูความเขาใจทีเ่ก่ียวกับ ความ
ละเอียดสูงยวดยิ่งบนฐานของเวกเตอรเฉพาะ และ การรูจําภาพวัตถุ  ดังนี้ 

1. ตัวอยางหนึ่งที่เห็นไดชัด คือ การเราควรจะทาํการทดลองความแมนยําระหวาง
ระเบียบวธิีที่นาํเสนอ กับ ระเบียบวิธีพ้ืนฐานที่ทําการรูจําวัตถ ุซึ่งเกิดจากการรวมการ
ตัดสินใจจากชุดของตัวจําแนกที่แตละตวัตัดสินใจ จากภาพความละเอียดต่ําที่
แตกตางกัน เชนน้ี เราจะทราบสมรรถนะของ MCS เม่ือใชชุดของภาพ LR 

2. สมรรถนะของการรูจํา เม่ือ ระบบรูจําทีถ่กูฝกฝนดวย ตัวบงตางที่สกัดไดจาก 2DPCA 
ของภาพฝกฝนรายละเอียดสูงยวดยิ่ง เปรียบเทียบกับ ระบบรูจําทีถู่กฝกฝนดวย ตัว
บงตางที่สกัดไดจาก การสรางคืนความละเอียดสูงยวดยิ่งของ 2DPCA ตามสมการที่ 
(28) เหตุผลที่นาจะอยูเบื้องหลัง การใชตัวบงตางทีต่างกันในการฝกฝนน้ัน เปน
เพราะเราจะมีตัวบงตางทั้งสองแบบในตอนตนของการฝกฝน  ตัวบงตางจะมีผลตอ 
นัยทั่วไปของระบบรูจํา เม่ือทดสอบกับตัวอยางที่ไมเคยเห็นมากอน โดยเปนการ
แลกเปลีย่นกัน ระหวางความถูกตองในการแทนรูป กับ การสรางคืนที่มีความรวดเร็ว
และมีความคงทนตอสัญญาณรบกวน 

3. การรูจําแบบคลาสเฉพาะ ทีท่ําการทดลอง อาจใช 2DPCA ไขว รวมเพ่ือสรางระบบ
รูจําแบบหลายตัวได  โดยการฉายภาพทดสอบลงบน เวกเตอรเฉพาะของ 2DPCA 
ไขวหลายแบบ แลวจึงหาระยะหางรวม 

4. ในงานวิจัยที่เรานําเสนอ เปนขบวนการสองขั้นตอน (two-stage approach) โดยใน
ขั้นตอนแรก เราจะทําการลดขนาดของมิติ หรือ ทําการบีบอัด จากน้ันเราจะนําปริภูมิ
ยอยที่ได มาทําการสรางคืนความละเอียดสูงยวดยิ่ง จากน้ันนําไปสรางเซตยอยของ
ตัวบงตาง ที่มีความซ้ําซอนกัน  

ในงานวิจัยทางทฤษฏีขาวสาร มีแนวความคิดที่คลายคลึง แตทันสมัยกวา คือ 
การเขารหัสแหลงกําเนิด-ชองสัญญาณรวม (joint source-channel coding) ที่ทําการ
บีบอัดสัญญาณ และ เขารหัสชองสัญญาณไปพรอมกัน  แนวความคิดทางทฤษฏี
ขาวสารนี ้ เปนแนวความคิดท่ีประสบความสําเร็จตอการสงสัญญาณภาพผาน
เครือขายอินเทอรเน็ต  โดยอาศัยโครงสรางทางความคิดที่คลายกัน เปนเรื่องที่
นาสนใจและทาทายที่เราจะศึกษาคนควาในหัวขอ การลดขนาดมิต-ิปรับ ปรุงคุณภาพ
รวม (joint dimensionality reduction-resolution enhancement) ซึ่งทําการคํานวณ
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ไปพรอมกัน แทนที่จะแยกออกเปนสองขั้นตอน    ระเบียบวิธีนี้นาจะมีความเปนไปได
ทางชีวภาพคอนขางสูง 

5. การสรางคืนปริภูมิยอยที่นําเสนอในโครงงานวิจัยนี้ ไดตั้งสมมติฐานใหการกระจายตัว
ของปริภูมิยอยของใบหนา ในแตละปริภูมิยอยมีการกระจายตัวแบบเกาส  ซึ่งอาจเปน
การกระจายตวัที่ไมถูกตองเทาใดนัก    ผูวิจัยคิดวาในเวกเตอรเฉพาะที่มีขนาดใหญ
ไมมาก แตมีความสําคัญในการวิจัย นาจะมีการกระจายตัวแบบอ่ืน เชน การกระจาย
ตัวแบบลาปราส หรือ เพียรสัน เปนตน 

หากดําเนินการทดลองแลวพบวา การกระจายตัวของคาบงตางของปริภูมิยอยมี
การกระจายตวัทีต่างออกไปแลว เราจะสามารถคํานวณการประมาณ MAP 
(maximum a posteriori estimation) เพ่ือสรางสมการใหมในการสรางคืนปริภูมิความ
ละเอียดสูงยวดยิ่ง ที่ยังไมมีใครคิดมากอน 

6. PCA และ 2DPCA ใหตัวบงตางที่มี อํานาจในการจําแนก (discriminant power) 
ระหวางคลาสต่ํา หากมีการนํา LDA และ 2DLDA มารวมในงานวิจัยจะทําใหความ
แมนยําของการรูจําดีขึ้น   ยกตัวอยางเชน LDA ของ PCA ซึ่งเปนแนว ความคิดที่
งายดายที่ยังไมมีนักวิจัยทานใดคิดการสรางคืนความละเอียดสูงยวดยิ่งในระดับปริภูมิ 

7. 2DLDA ของ 2DPCA ไดมีการนําเสนอโดยคณะผูวิจัย (Sanguansat, 2006) แตยัง
ไมมีการสรางคืนความละเอียดสูงยวดยิ่งในระดับปริภูมิ โดยการแกไขงานวิจัยทีมี่อยู
เพียงเล็กนอยเราจะสามารถเพิ่ม อํานาจในการจําแนก ใหกับระบบรูจําที่เราสรางขึ้น
ได 

8. การคนหาการแปลงเมทริกซ B แบบอ่ืนๆ ที่มีความเหมาะสม และ มีความเปนไปได
ทางชีวภาพ เพ่ือใชในการสรางเซตยอยสําหรับกําเนิด ตัวบงตางจํานวนมาก ความ
บงตางที่ไดจากการคํานวณความแปรปรวนรวมเก่ียวไขว      ควรจะมี
สหสัมพันธ ระหวางคูพิกเซล ที่ใหอํานาจในการจําแนกสูง หรือ มีความหลากหลาย    
โดยอาจสรางการแปลงเมทริกซ B หลายชนิด บางชนิดเนนไปที่ สหสัมพันธที่เนน
ขอบภาพ บางชนิดเนนไปที่ความสัมพันธระหวางอวัยวะ เชน ตา กับ ปาก เปนตน 

9. บทความเก่ียวกับ ระบบตวัจําแนกแบบหลายตวั กลาวถึง การรวมการตัดสินใจ ซึ่ง
เปนหน่ึงในสองสวนที่สําคญัของระบบ วา การลงคะแนนเสียง เสมือนเปนการกรอง
ผานต่ําสัญญาณรบกวนออกจากระบบ  ผลการแปลงเวฟเลตมีผลตอบ สนองทาง
ความถี่ทั้งในสวนของการกรองผานต่ํา และ การกรองผานแถบความถี่ ดังนั้นการนํา 
แนวความคิด ผลการแปลงเวฟเลตหนึ่งมิติ มารวมใชในการหา กฎการรวม (sum 
rule) ของการตัดสินใจ เพ่ือใหได คาถวงน้ําหนักจําเพาะ ที่เหมาะสม ดังตอไปน้ี  
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a. แถบความถี่ยอยดานกรองต่ํา  
b. การขจัดสัญญาณรบกวน (denoising) 
c. การใชฟงกชนัฐานหลักอํานาจจําแนกทองถิ่น (local discriminant basis) 
d. การวิเคราะหรูปแบบแบบหลายการพรรณนา (multiple description pattern 

analysis) (Asdornwised, 2005)  ซึ่งเปน สวนขยายของ  การเขารหัสแบบ
หลายการพรรณา (multiple description coding) ซึ่งเปนที่นิยมมากในการ
บีบอัดสัญญาณภาพเพื่อสงในขายอินเทอรเน็ต 

เม่ือเราสามารถเลือกแถบความถี่ยอยที่เหมาะสมไดแลว เราจะทําการสรางคืน ผล
การแปลงที่ใชใหกับมาที่มิตเิดิม ซึ่งเราจะไดกฎการรวม ที่ดีที่สุด 

10. เร็วๆนี้ ไดมีงานวิจัยในการประยุกตใช การสุมสัญญาณที่ถูกบบีอัด (compressed 
sensing) ในการรูจําใบหนา แนวความคิดที่กลาวมาขางตนทั้งหมดสามารถนํามา
พัฒนาไปในแนวทางนี้ได 

จะเห็นไดวางานวิจัยนี้ไดกอใหเกิดหัวขอวิจัยเปดขึ้นอีกมากมาย งานวิจัยที่ดําเนินการตอเน่ือง
จากน้ีไปจะกอใหเกิดผลกระทบในเชิงวชิาการในวงกวางตอไปในอนาคต 
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ภาคผนวก ข.  

ชุดคําสั่งเทยีม 
 
 

 % function cross-covariance matrix 
S1: For i = 1 to the number of classifiers  
S2:  Transforming all training images A to B  
S3:  Find the outer product BTA 
S4:  A=B 
S5: Construct the ith 2DPCA  
S6: End  

 

 
 

 % function super-resolved 2DPCA  
S1: Transforming all LR training images A LR to diagonal images LR Ad, LR 
S2: Find the LR outer product Ad,LR

TAd,LR 
S3: Find LR 2DPCA eigenvectors 
S4: Transforming all HR training images AHR to diagonal images HR Ad,HR 
S5: Find the HR outer product Ad,HR

TAd,HR 
S6: Find HR 2DPCA eigenvectors 
S7: Reconstruct super-resolved feature matrix using (28) 

 

 
 

 % function Diagonal-2DPCA with Random Subspace Method 
S1: Transforming all training images A to diagonal images Ad 
S2: Find the outer product Ad

TAd 
S3: Project image, A onto the calculated 2DPCA 
S4: For i = 1 to the number of classifiers 
S5:  Randomly select a r dimensional random subspace from Y (r < m). 
S6:  Construct the ith nearest neighbor classifier using the proposed distance  
S7: End  
S8: Combine all of the outputs of classifiers by using majority voting 
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 % function Directional-2DPCA with Feature Selection Method 
S1: For i = 1 to the number of classifiers  
S2:  Construct the ith 2DPCA from cross-covariance matrix function 
S3:  Construct the ith nearest neighbor classifier using the proposed distance 
S4: End   
S5: Select K using Kullback-Leibler distance or Mutual Information cost function 
S6: Combine all of the outputs of classifiers by using majority voting or sum rule 

 

 
 

 % function 2DPCA with Real Dual-Tree Wavelet 
S1: Implement dualtree2D for each training image 
S1: For i = 1 to the number of classifiers  
S2:  Construct the ith 2DPCA from the ith directional subband 
S3:  Construct the ith nearest neighbor classifier using the proposed distance 
S4: End   
S5: Select K using Kullback-Leibler distance or Mutual Information cost function 
S6: Combine all of the outputs of classifiers by using majority voting or sum rule 
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1. Introduction  7 

Recently, super-resolution reconstruction (SRR) method of low-dimensional face subspaces 8 
has been proposed for face recognition. This face subspace, also known as eigenface, is 9 
extracted using principal component analysis (PCA). One of the disadvantages of the 10 
reconstructed features obtained from the super-resolution face subspace is that no class 11 
information is included. To remedy the mentioned problem, at first, this chapter will be 12 
discussed about two novel methods for super-resolution reconstruction of discriminative 13 
features, i.e., class-specific and discriminant analysis of principal components; that aims on 14 
improving the discriminant power of the recognition systems. Next, we discuss about two-15 
dimensional principal component analysis (2DPCA), also refered to as image PCA. We suggest 16 
new reconstruction algorithm based on the replacement of PCA with 2DPCA in extracting 17 
super-resolution subspace for face and automatic target recognition. Our experimental 18 
results on Yale and ORL face databases are very encouraging. Furthermore, the performance 19 
of our proposed approach on the MSTAR database is also tested.  20 
In general, the fidelity of data, feature extraction, discriminant analysis, and classification 21 
rule are four basic elements in face and target recognition systems. One of the efficacies of 22 
recognition systems could be improved by enhancing the fidelity of the noisy, blurred, and 23 
undersampled images that are captured by the surveillance imagers.  Regarding to the 24 
fidelity of data, when the resolution of the captured image is too small, the quality of the 25 
detail information becomes too limited, leading to severely poor decisions in most of the 26 
existing recognition systems.  Having used super-resolution reconstruction algorithms (Park 27 
et al., 2003), it is fortunately to learn that a high-resolution (HR) image can be reconstructed 28 
from an undersampled image sequence obtained from the original scene with pixel 29 
displacements among images. This HR image is then used to input to the recognition system 30 
in order to improve the recognition performance. In fact, super-resolution can be considered 31 
as the numerical and regularization study of the ill-conditioned large scale problem given to 32 
describe the relationship between low-resolution (LR) and HR pixels (Nguyen et al., 2001). 33 
On the one hand, feature extraction aims at reducing the dimensionality of face or target 34 
image so that the extracted feature is as representative as possible.  On the other hand, 35 
super-resolution aims at visually increasing the dimensionality of face or target image. 36 
Having applied super-resolution methods at pixel domain (Lin et al., 2005; Wagner et al., 37 
2004), the performance of face and target recognition applicably increases. However, with 38 
the emphases on improving computational complexity and robustness to registration error 39 
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and noise, the continuing research direction of face recognition is now focusing on using 1 
eigenface super-resolution (Gunturk et al., 2003; Jia & Gong, 2005; Sezer et al., 2006).  2 
The essential idea of eigen-domain based super-resolution using 2D eigenface instead of the 3 
conventional 1D eigenface is to overcome the three major problems in face recognition 4 
system, i.e., the curse of dimensionality, the prohibited computing processing of the singular 5 
value decomposition at visually improved high-quality image, and natural structure and 6 
correlation breaking in the original data.  7 
In Section 2, the basic of super-resolution for low-dimensional framework is briefly 8 
explained. Then, discriminant approaches are detailed in Section 3 with the purpose of 9 
increasing the discrimination power of the eigen-domain based super-resolution. In Section 10 
4, the implement of the two dimensional eigen-domain based super-resolution is addressed. 11 
We also discuss the possibility of the extension of two dimensional eigen-domain based 12 
super-resolution with discriminant information in Section 5. Finally, Section 6 provides the 13 
experimental results on the Yale and ORL face databases and MSTAR non-face database.  14 

2. Eigenface-domain super-resolution 15 

The fundamental of the super-resolution for in low-dimensional face subspace is formulated 16 
here. The important of the image super-resolution model and its eigenface-domain based 17 
reconstruction is that they can be used for practical extensions of one- and two-dimensional 18 
super-resolved discriminant face subspaces in the next sections, respectively.  19 

2.1 Image super-resolution model 20 
According to the numerically computational SRR framework (Nguyen et al., 2001), the 21 
relationship between an HR image and a set of LR images can be formulated in matrix form 22 
as follows: 23 

 , 1k k k k kD B E k p= + ≤ ≤f x n  (1) 24 

where p is the number of available frame, kf and x are vectors extracted from the kth LR 25 
image frame and HR image in lexicographical order, respectively, and D is the down-26 
sampling operator, B is the blurring or averaging operator, and Ek is the affine transform, 27 
and nk is noise of the frame k, respectively. 28 
Thus, we can reformulate (1) as  29 

                                            
1 1 1 1 1

p p p p p

D B E

D B E

     
     

= +     
     
     

f n

x

f n

⋮ ⋮ ⋮  (2) 30 

or 31 

       
.

k k kH= +

= +

f x n

f Hx n
 (3) 32 

The above equation can be solved as an inverse problem with a regularization term, or 33 

       λ −= +T T 1x H (HH I) f . (4) 34 
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It should be noted that the matrix H is a very large sparse matrix. As a result, the analytic 1 
solution of x is very hard to find. One of the popular methods used for finding the solution 2 
of this kind of the inverse problem is by using conjugate gradient method. 3 

2.1 Reconstruction algorithm  4 
Common preprocessing step used for pattern recognition and in compression schemes is 5 
dimensionality reduction of data. In image analysis, PCA is one of the popular methods 6 
used for dimensionality reduction. Let Φ be an optimal eigenface that removes the 7 
redundancy by decorrelating the image data x. The optimal eigenfaces are coded in its 8 
columns. Face image x is assumed to be vectored. Thus, the optimal image representation of 9 
x can be written as 10 

       x= +x Φa e , (5) 11 

where a is the 1L× dimensional feature that represents x, and ex is its representation error. 12 
Given that Ψ  is the 2 2N Lβ ×  matrix that contains eigenfaces of the kth LR image frame, 13 
where the scaling resolution factor β  is within the range 0 to 1 and N is the total face image 14 
pixels. We can formulate the low-resolution image representation as 15 

       ˆ
kk k f= +f Ψa e . (6) 16 

By substituting (5) and (6) in (3), we obtain 17 

       ˆ
kk f k k x kH H+ = + +Ψa e Φa e n . (7) 18 

Since 19 

       0
k

T
f =Ψ e  (8) 20 

and 21 

 1T =Ψ Ψ . (9) 22 

It is easy to derive the following equation 23 

       ˆ T T T
k k k x kH H= + +a Ψ Φa Ψ e Ψ n . (10) 24 

By considering the second and third terms as the observation noise with Gaussian 25 
distribution (Gunturk et al., 2003), we can obtain 26 

       ˆ T
k k kζ= Λ +a a Ψ , (11) 27 

where 28 

       k k x kHζ = +e n , (12) 29 

and 30 

       T
k kHΛ = Ψ Φ . (13) 31 
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Without loss of generality, we can numerically solve for the true super-resolution feature 1 
vector at the eigen-domain level as in (5), or 2 

       ˆγ −= +T T 1a Λ (ΛΛ I) a , (14) 3 

where γ is the regularization term. In particular, we introduce the notation p in (14) in order 4 

to differentiate the PCA-domain based super-resolution approach (Gunturk et al., 2003) 5 
from our proposed approaches which will be presented in the upcoming sections, 6 

       ˆT T
p p p p pγ −= + 1a Λ (Λ Λ I) a . (15) 7 

3. Discriminant face subspaces  8 

PCA and its eigenface extension are constructed around the criteria of preserving the data 9 
distribution. Hence, it is well suited for face representation and reconstruction from the 10 
projected face feature. However, it is not an efficient classification method because the 11 
between classes relationship has been neglected. Here, we discuss on the possibilities that 12 
how we can embed discriminant information into eigenface-domain based super-resolution.  13 

3.1 Face-specific subspace Super-resolution 14 
As widely known, the eigen-domain based face recognition methods use the subspace 15 
projections that do not consider class label information. The eigenface's criterion chooses the 16 
face subspace (coordinates) as the function of data distribution that yields the maximum 17 
covariance of all sample data. In fact, the coordinates that maximize the scatter of the data 18 
from all training samples might not be so adequate to discriminate classes. In recognition 19 
task, a projection is always preferred to include discrimination information between classes. 20 
One of the extensions of eigenface, called face-specific subspace (FSS) (Shan, 2003), is 21 
proposed as an alternative feature extraction method to include class information for face 22 
recognition application. According to FSS, each reduced dimensional basis of class-specific 23 
subspace (CSS) is learned from the training samples of the same class. Actually, each 24 
individual set of CSS optimally represents the data within its own class with negligible 25 
error. As a result, large representation error occurs, when the input data is projected and 26 
then reconstructed using a reduced set with less maximum covariance coordinates (or 27 
equivalently, using a set of principal components that does not belong to the input class). 28 
This way, by using reconstruction error obtained from projection-reconstruction process 29 
between classes, also called distance from CSS (DFCSS), a new metric can be suitably used 30 
as the distance for classifying the input data. In other words, the smaller the DFCSS is, the 31 
higher the probability that the input data belongs to the corresponding class will be. Similar 32 
work based on FSS (Belhumeur, 1997) attacking wide attentions in face recognition society is 33 
also published recently. 34 
The original face-specific subspace (FSS) was proposed to manipulate the conventional 35 
eigenface in order to improve the recognition performance. According to FSS, the difference 36 
between FSS and the traditional method is that the covariance matrix of the pth class is 37 
individually evaluated from training samples of the pth class. Thus, the pth FSS is represented 38 
as a 4-tuple, i.e., the projection matrix, the mean of the pth class, the eigenvalues of 39 
covariance matrix, and the dimension of the pth CSS. For identification, the input sample is 40 
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projected using all CSSs and then reconstruct by those CSSs. If reconstruction error which 1 
obtained from the pth CSS is minimum then the input sample is belong to the pth class, also 2 
called distance from CSS (DFCSS).  3 
There are many advantages of using CSS in face and target recognition. For example, the 4 
transformation matrices are trained from samples within their own classes, thus it is more 5 
optimum (using fewer components) to represent each sample in its own class than a 6 
transformation matrix trained by samples in all classes. Additionally, since DFCSS is the 7 
distance between the original image and its reconstruction image obtained from CSS, the 8 
memory space needed is only for storing the C transformation matrices, where C is the 9 
number of classes. This is far less than the conventional subspace methods, where we need 10 
to store both a single all-classes transformation matrix and also its prototypes (a large set of 11 
feature vectors calculated for all training samples). Moreover, the number of distance 12 
calculation in CSS is less than the number of distance calculation in conventional methods, 13 
since the number of classes is usually less than the number of training samples. 14 
By combining super-resolution reconstruction approach with class-specific idea, a new 15 
method for face and automatic target recognition is proposed. 16 

3.2 Discriminant analysis of principal components  17 
The PCA's criterion chooses the subspace as the function of data probability distribution 18 
while linear discriminant analysis (LDA) chooses the subspace which yields maximal inter-19 
class distance, and at the same time, keeping the intra-class distance small. In general, LDA 20 
extracts features which are better suitable for classification task. Both techniques intend to 21 
project the vector representing face image onto lower dimensional subspace, in which each 22 
2D face image matrix must be first transformed into vector and then a collection of the 23 
transformed face vectors are concatenated into a matrix.  24 
The PCA and LDA implementation causes three major problems in pattern recognition. First 25 
of all, the covariance matrix, which collects the feature vectors with high dimension, will 26 
lead to curse of dimensionality. It will further cause the very demanding computation both in 27 
terms of memory and time. Secondly, the spatial structure information could be lost when 28 
the column-stacking vectorization and image resize are applied. Finally, especially in face 29 
recognition task, the available number of training samples is relatively small compared to 30 
the feature dimension, so the covariance matrix which estimated by these features trends to 31 
be singular, which is addressed ased singularity problem or small sample zize (SSS) problem. 32 
Especially, as a supervised technique, LDA has a tendency to overfitting because of the SSS 33 
problems. 34 
Various solutions have been proposed for solving the SSS problem. Among these LDA 35 
extensions, Fisherface and the discriminant analysis of principal components framework 36 
(Zhao, 1998) demonstrate a significant improvement when applying LDA over principal 37 
components subspace. Since both PCA and LDA can overcome the drawbacks of each other. 38 
It has also been noted that LDA faces two certain drawbacks when directly applied to the 39 
original input space. First of all, some non-face information such as image background has 40 
been regarded by LDA as the discriminant information. This causes misclassification when 41 
the face of the same subject is presented on different background. Secondly, the within-class 42 
scatter matrix trends to be singular when SSS problem has occurred. Projecting the high 43 
dimensional input space into low dimensional subspace via PCA first can solve the 44 
shortcomings of the LDA problems. In other words, class information should be included to 45 
PCA by incorporating LDA. 46 
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3.2.1 Proposed reconstruction algorithm 1 
Here, we can obtain a linear projection which maps the HR input image x first into the face 2 
subspace, and finally into the classification space z. Thus, we can modify the equation (5) to 3 
be 4 

       z dp x z= + +x W Φa e e , (16) 5 

where zW is the optimal discrimination projection obtained from solving the generalized 6 
eigenvalue problem:  7 

       z z=B wS W λS W , (17) 8 

and BS , WS are the between-class and within-class scatter matrices, respectively.  Similarly, we 9 

can find the optimal discriminant project of the LR image frame '
zW , by little manipulating 10 

on (16)-(17) with corresponding LR images. 11 
With little manipulations, we can reconstruct discriminant analysis of principal components 12 
based super-resolution as 13 

       ˆT T
dp dp dp dp dpγ −= + 1a Λ (Λ Λ I) a , (18) 14 

where 15 

       '
lp z z= TΛ W Ψ HW Φ , (19) 16 

and 17 

       z k= + +xζ He He n . (20) 18 

4. Two-dimensional eigen-domain based super-resolution 19 

Recently, Yang (Yang et al., 2004) proposed an original technique called two-dimensional 20 
principal component analysis (2DPCA), in which the image covariance matrix is computed 21 
directly on image matrices so the spatial structure information can be preserved. One of the 22 
benefits of this method is that the dimension of the covariance matrix just equals to the 23 
width of the face image or the height in case of 2DPCA variant.  This size is much smaller 24 
than the size of covariance matrix estimated in PCA. Therefore, the image covariance matrix 25 
can be better estimated with full rank in case of few training examples, like in face 26 
recognition.  27 
We now consider linear projection of the form 28 

       = + xx Θv eɶ ɶ , (21) 29 

where xɶ  represents any face image in its original matrix form, { }1 , , dθ θ⋯ , be the d largest 30 

eigenvectors that can be form to beΘ ,and v is the projected HR feature of this image on 31 
Θ , called principal component matrix. The criterion used for obtaining the eigenvectors in 32 
(21) has been descriptively shown in Yang and Sanguangsat (Yang et al., 2004; 33 
Sanguangsat, 2006). 34 
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4.1 Alternative image super-resolution model 1 
LR and HR images can be simply related as (Vijay, 2008) 2 

 , 1k k k kL R k p= + ≤ ≤f x nɶ ɶ ɶ . (22) 3 

where p is the number of available frame; kL , kR are downsampling matrices, and kf
ɶ , xɶ are 4 

image matrices from the kth LR image frame and HR image, respectively. It should be noted 5 
that two-dimensional Gaussian blur can be represented by using together the two 6 
separate kL and kR . An extension to downsampling and affine transform can also be easily 7 

conducted by placing the elements of the matrices properly (Gsmooth, n.d.).  It should also 8 
be noted that both the input LR and HR image are represented in its original matrix form. 9 
We do not transform the LR and HR images to be vectors in lexicography order as in (1). 10 

4.2 Proposed reconstruction algorithm  11 
Thus, 12 

       ˆ
k

k k k k x k kf
L R L R+ = + +Γv e Θv e nɶ

ɶ , (23) 13 

where { }1 , , dΓ Γ⋯ , be the d largest eigenvectors that can be form to be Γ ,and ˆ
kv is the 14 

projected LR feature of the image on Γ . 15 
Without loss of generality, 16 

       0
k

T
f =Γ e  (24) 17 

and 18 

 1T =Γ Γ . (25) 19 

It is easy to derive the following equation 20 

       ˆ T T T
k k k k x k kL R L R= + +v Γ Θv Γ e Γ nɶ . (26) 21 

It should be noted that ˆ kv is a feature matrix, unlike ˆ ka which is a feature vector. Thus, it is a 22 

little more complicated to solve the inverse problem for super-resolution feature matrix kv . 23 

By applying vector operator as presented in Kumar and Schott (Kumar, 2008; Schott, 2005),  24 
(26) can be rewritten as 25 

 26 

       ˆk k kβ β η= Ξ + , (27) 27 

 28 
where ˆ ˆ( )k kvecβ = v , ( )k vecβ = v , T T

k k kR LΞ = ⊗ Γ Θ and ( )T T
k k x k kvec L Rη = +Γ e Γ nɶ . Here⊗ is 29 

Kronecker operator. This way, we can solve for the two-dimensional feature matrix at the 30 
eigen-domain level similarly to (15) and (18), or 31 

 ˆγ −= +T T 1β Ξ (ΞΞ I) β , (28) 32 
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where γ is the regularization term. Thus, after we convert β back to matrix, we will obtain 1 
the desired super-resolution feature matrix. 2 

5. Extensions to two-dimensional linear discriminant analysis of principal 3 
component matrix 4 

Similarly to PCA, 2DPCA is more suitable for face representation than face recognition. For 5 
better performance in recognition task, LDA is necessary. Unfortunately, the linear 6 
transformation of 2DPCA reduces only the size of rows. However, if we apply LDA directly 7 
to 2DPCA, the number of the rows still equals to the height of original image.  As a result, 8 
we are still facing the singular problem in LDA. Thus, a modified LDA, called two-9 
dimensional linear discriminant analysis (2DLDA), based on the 2DPCA concept is proposed to 10 
overcome the SSS problem. Applying 2DLDA to 2DPCA not only can solve the SSS problem 11 
and the curse of dimensionality dilemma but also allows us to work directly on the image 12 
matrix in all projections. This way, the spatial structure information is still maintained. 13 
Moreover, the SSS problem has been remedy since the size of all scatter matrices cannot be 14 
greater than the width of face image. Our research group (Sanguangsat, 2006) are the first 15 
group that focus on the extension of discriminant analysis of principal component of Section 16 
3.1 by two-dimensional projection, called two-dimensional linear discriminant of principal 17 
component matrix 18 

6. Experimental results 19 

Having assumed that we can perfectly obtain the information regarding to frame to frame 20 
motion, hence we can use these information to form the proper super-resolution matrix 21 
equation in (5). In our experiment settings, evaluation images were shifted by a uniform 22 
random integer, blurred with 4 4×  Gaussian point spreading function with standard 23 
deviation 1, and downsampled by a factor of four to produce 16 low-resolution images for 24 
each high-resolution image. Using 9 (preselected) out of 16 complete set of frames of each 25 
image, we can construct the super-resolution subspaces and also super-resolution images, 26 
respectively.  Our super-resolution subspace approach is then compared with pixel-domain 27 
super-resolution approach using the class-specific subspace for face and automatic target 28 
recognition. Here, we conduct and show experiments according to the algorithm proposed 29 
in Subsection 3.1 only. Ongoing experiments on the other reconstruction algorithms, i.e., 30 
discriminant analysis of principal components, two-dimensional eigenface-domain based super-31 
resolution, and 2DLDA of 2DPCA, are conducting. Essentially, we expect very encouraging 32 
the recognition results. 33 

6.1 Evaluation databases 34 
Eigenface-domain super-resolution method is used as the baseline for comparison based on 35 
the well-known Yale and AR face databases (Yale, 1997; Martinez, 1998) and MSTAR non-36 
face database (Center, 1997), respectively.  37 

6.1.1 Yale Database 38 
The Yale database contains 165 images of 15 subjects. There are 11images per subject, one for 39 
each of the following facial expressions or configurations: center-light, with glasses, happy, 40 
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left-light, without glasses, normal, right-light, sad, sleepy, surprised, and wink. All sample 1 
images of one person from the Yale database are shown in Fig. 1. Each image was manually 2 
cropped and resized to 100 80×  pixels. In all experiments, the five image samples 3 
(centerlight, glasses, happy, leftlight, and noglasses) are used for training, and the six 4 
remaining images (normal, rightlight, sad, sleepy, surprise and wink) for test. 5 
 6 

 7 
 8 

Fig. 1. The sample images of one subject in the Yale database 9 

 10 

 11 
 12 

 13 
 14 

Fig. 2. The sample images of one subject in the AR database 15 

6.1.2 AR database 16 
The AR face database was created by Aleix Martinez and Robert Benavente in the Computer 17 
Vision Center (CVC) at the U.A.B. It contains over 4,000 color images corresponding to 126 18 
people's faces (70 men and 56 women). Images feature frontal view faces with different 19 
facial expressions, illumination conditions, and occlusions (sun glasses and scarf). The 20 
pictures were taken at the CVC under strictly controlled conditions. No restrictions on wear 21 
(clothes, glasses, etc.), make-up, hair style, etc. were imposed to participants. Each person 22 
participated in two sessions, separated by two weeks (14 days) time. The same pictures were 23 
taken in both sessions. 24 
In our experiments, only 14 images without occlusions (sun glasses and scarf) are used for 25 
each subject, as shown in Fig. 2. All images were manually cropped and resized to 26 
112 92× pixels, and then convert to 256 level gray scale images. The first five images per 27 
subject are used to train, and the remaining images to test. 28 

6.1.3 MSTAR database 29 
The MSTAR public release data set contains high resolution synthetic aperture radar data 30 
collected by the DARPA/Wright laboratory Moving and Stationary Target Acquisition and 31 
Recognition (MSTAR) program. The data set contains SAR images with size 128 128× of 32 
three difference types of military vehicles, i.e., BMP2 armored personal carriers (APCs), 33 
BTR70 APCs, and T72 tanks. The sample images from the MSTAR database are shown in 34 
Fig. 3. Because the MSTAR database is large, at this time, all images were centrally cropped 35 
to 32 32×  pixels for evaluation purpose.  36 
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 1 
Fig. 3. Sample SAR images of MSTAR database: the upper row is BMP2 APCs, the middle 2 
row is BTR70 APCs, and the lower row is T72 tank. 3 

Tables 1 and 2 detail the training and testing sets, where the depression angle means the 4 
look angle pointed at the target by the antenna beam at the side of the aircraft. Based on the 5 
different depression angles SAR images acquired at different times, the testing set can be 6 
used as a representative sample set of the SAR images of the targets for testing the 7 
recognition performance.  8 
 9 

 Vehicle No. Serial No. Depression Angle Images 

BMP-2 
1 
2 
3 

9563 
9566 
C21 

17o 
233 
231 
233 

BTR-70 1 C71 17o 233 

T-72 
1 
2 
3 

132 
812 
S7 

17o 
232 
231 
228 

Table 1. MSTAR images comprising training set 10 

 11 
 Vehicle No. Serial No. Depression Angle Images 

BMP-2 
1 
2 
3 

9563 
9566 
C21 

15o 
195 
196 
196 

BTR-70 1 C71 15o 196 

T-72 
1 
2 
3 

132 
812 
S7 

15o 
196 
195 
191 

Table 2. MSTAR images comprising testing set  12 

6.2 Class-specific subspace results 13 
The class-specific super-resolution images reconstructed for classification with pixel-domain 14 
and eigen-domain based approaches are shown in Fig. 4 and 5, respectively. The first images 15 
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in the first column are the input testing images. The images from the second to the sixth 1 
columns are corresponding to the class-specific super-resolution reconstruction obtained 2 
from the corresponding five different set of class-specific eigenfaces. Here, we show five 3 
class-specific units. Thus, five reconstructed images are obtained from each input image. 4 
Image with least error at ith class-specific unit will be identified to ith class. It should be noted 5 
that the images reconstructed using pixel-domain based super-resolution approach give us 6 
good perceptual view. However, as shown for eigen-domain based approach, the fourth and 7 
fifth input images also give us good perceptual views, while others give comparable 8 
reconstruction results. Thus, the reconstruction images based on class-specific super-9 
resolution subspace are more dependent to its corresponding eigen-vectors.  10 
 11  

 12 
Fig. 4. Samples of class-specific pixel-domain based super-resolution reconstruction images  13 

 14 
Fig. 5. Samples of class-specific eigen-domain based super-resolution reconstruction images  15 
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 BMP-2 BTR-70 T-72 
Recognition 

Acc. 
 

BMP-2 526 0 61 89.61 

BTR-70 103 0 93 0 

T-72 19 0 563 96.74 

Average - - - 79.78 

Table 3. The pixel-domain super-resolution based class-specific subspace method: 1 
Recognition test of a three class problem for 32 x 32 images. 2 

 3 

 BMP-2 BTR-70 T-72 
Recognition 

Acc. 
 

BMP-2 526 0 61 89.61 

BTR-70 116 0 80 0 

T-72 41 0 541 92.96 

Average - - - 78.17 

Table 4. Our proposed method: Recognition test of a three class problem for 32 x 32 images. 4 

 5 
Database Pixel-Domain Eigen-Domain 

Yale 88.56 81.11 

AR 88.00 87.50 

MSTAR 79.78 78.17 

Table 5. Comparison Results for 32 x 32 images. 6 

Table 3 and 4 show the confusion matrices of the MSTAR target recognition. As shown in 7 
Table 5, the performance of the pixel-domain based super-resolution method is slightly 8 
better than our proposed method. However, our method is greatly benefits in term of 9 
computation. Additionally, we can derive principal component coefficients of the face 10 
databases using simple matrix inversion of very small size, which is 36 36×  only. This is 11 
because of the reason we use inner product approach to calculate the PCA coefficients. Thus, 12 
our algorithm is far faster than implementing super-resolution at pixel-domain. In pixel-13 
domain based super-resolution approach, they have to solve a very large and sparse matrix 14 
using conjugate gradient method. In the MSTAR database, we found that the class 2 target 15 
cannot be recognized at all. This may be because the size of the low-resolution test image is 16 
too small. If we increase the size of the test images to 48 48×  or larger, we think that we can 17 
have better recognition accuracy. 18 

7. Conclusion 19 

In this chapter we have conducted experiments on face and automatic target recognition by 20 
focusing on the eigenface-domain based super-resolution implementations. We have also 21 
presented an extensive literature survey on the subject of more advanced and/or 22 
discriminant eigenface subspaces. From our discussion, several new super-resolution 23 
reconstruction algorithms have been proposed here.   24 
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In particular, several new eigenface-domain super-resolution algorithms are suggested as 1 
follows 2 
1. Class-specific face subspace based super-resolution is proposed in Subsection 3.1 3 
2. Equation (18) is used for including discriminant analysis of principal components for 4 

extracting face feature for eigenface-domain super-resolution 5 
3. Equation (28) is used for two-dimensional eigenface-domain super-resolution 6 
4. Two-dimensional eigenface in Equation (28) is proposed to be replaced by two-7 

dimensional linear discriminant analysis of principal component matrix  8 
Current research in face and automatic target recognition is yet to utilize the full potential of 9 
these techniques. During preparing this chapter, we have just realized that there many 10 
aspects of studies and comparisons that should be conducted to gain more understanding 11 
on the variants of the eigenface-domain based super-resolution. For example, recognition 12 
accuracy should be compared between majority-voting using multiple low-resolution 13 
eigenfaces VS one super-resolved eigenface. This way, we can relate a set of LR face 14 
recognition with multiple classifier system. Furthermore, all of the proposed algorithms use 15 
a two-stage approach, that is, dimensionality reduction is first implemented, after that the 16 
super-resolution enhancement is performed. It may be a little more encouraging if we can 17 
further conduct the study on joint dimensionality reduction-resolution enhancement. This idea is 18 
quite similar to joint source-channel coding, which is a very popular approach studied for 19 
transmitting data over network. Evidently, we are thinking about computing certain desired 20 
eigenfaces and then super-resolve the computed eigenfaces on the fry. This approach trends 21 
to be quite a more biological plausible. 22 
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