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บทคัดยอ 
 
 ทฤษฎีรัฟเซตเปนคณิตศาสตรแขนงใหมที่กําลังไดรับความสนใจ เน่ืองจากสามารถ
ประหยัดทรัพยากรในการคาํนวณ ใชเวลานอยกวา รับขนาดในการคาํนวณไดใหญและวิเคราะห
ขอมูลที่มีความไมแนนอนได เปนผลใหไดรับการยอมรับในวงการวิจัยและถูกนําไปประยุกตใช
งานอยางแพรหลาย ผูวิจัยจึงบูรณาการความรูจากคณิตศาสตรแขนงตาง ๆ เพ่ือตอยอดรัฟเซต
ดังนี้ 1. พิสูจนหาขอบเขตรัฟเนตบนและลางสําหรับเซตวิภัชนัยและสมบตัิทางคณิตศาสตรที่
เก่ียวของ 2. คิดคนปริพันธใหมที่ชื่อ Capacity-based definite rough integral (DRI) พรอม
เสนอสมบัตทิางคณิตศาสตรตาง ๆ และทดลองประยกุตใชในปญหาการคัดเลือกปจจัยที่มีผลตอ
การสรางกฎสําหรับพยากรณ พบวา DRI สามารถคดัเลือกพรอมบอกความสัมพันธที่สําคัญได
อยางถูกตอง และ 3. คิดคนสัมประสิทธิ์และดีกรีของกราฟสายงานและกราฟสายงานผกผันบน
พ้ืนฐานของรฟัเซตขึน้ใหม พรอมทําการทดลองวิเคราะหขอมูลและแปลผลลพัธของกราฟสาย
งาน ทายที่สุดยังไดเสนอเอนโทรปของกราฟสายงานและเอนโทรปที่เก่ียวของ เพ่ือใชบอก
คุณภาพของตัวแบบและความแมนยําของแตละปจจัยในกราฟสายงานได และยังไดคิดคนการ
แปลงกราฟสายงานเปนตนไมการตัดสนิใจขึ้นใหมอยางมีประสิทธภิาพ  
 
คําหลัก 
 
ทฤษฎีรัฟเซต ทฤษฎีเซตวภัิชนัย ขอบเขตรัฟเนต ปรพัินธรัฟเชิงฐานความจุ กราฟสายงาน เอน
โทรป ตนไมการตัดสินใจ 
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Abstract  
 
Project Code : MRG5180071 
 
Project Title : Two Extensions of Classical Sets: Capacity-Based Rough Integrals 
  and Roughness Bounds 
 
Investigator : Asst. Prof. Dr. Puntip Pattaraintakorn  
  King Mongkut’s Institute of Technology Ladkrabang 
 
E-mail Address :   kppuntip@kmitl.ac.th 
 
Project Period : 2 years 
 
Abstract:  
 
 Rough set theory, a modern mathematical tool, has recently attracted researcher 
attention. Rough set theory can be viewed as a soft computing technique. Thus, less 
resources, computational costs and time are required, when compared to traditional 
data analysis techniques. It is also tolerant to uncertainty and large scale data. For 
these reasons, we propose to build new bridges between rough set theory and various 
branches of other disciplines as follows. (i) We establish several important properties 
and roughness bounds for fuzzy set operations. (ii) We invent a capacity-based definite 
rough integral (DRI) and prove it satisfies many natural properties. By experiment, the 
integral provides a means of measuring the relevance of functions representing features 
useful in the classification of sets of objects. (iii) Based on flow graph contexts, we 
define several fundamental measurements for rough sets. To illustrate, we apply these 
measures to analyze data successfully with supportive interpretations. Furthermore, we 
propose entropy measures of flow graphs, used to identify predictablilty and quality of a 
flow graph. More practically, we create an efficient new construction for decision trees 
from a flow graph, using our new information theoretic measure. 
 
Keywords :  
 
Rough set theory, Fuzzy set theory, Roughness measure, Capacity-Based Rough 
Integrals, Flow graphs, Entropy, Decision trees 
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2. Executive summary 
 
 ในชวงระยะเวลา 2 ปของโครงการวิจัย ผูวิจัยไดรวบรวมและศกึษาเอกสาร 
วารสารวิชาการ หนังสือ และทฤษฎีที่เก่ียวของของ ทฤษฎีรัฟเซต (rough set theory) โดย 
Pawlak และทฤษฎีเซตวิภัชนัย (fuzzy set theory) โดย Zadeh พบวาทฤษฎีทางคณิตศาสตรนี้ 
ตางก็ถูกไปประยุกตใชในหลากหลายสายงาน เชน Bioengineer, Medical data analysis, 
Computer graphic, Robotics, Statistics และอ่ืน ๆ โดยมีขอแตกตางไปจากทฤษฎีเซตที่ถูกใช
มาโดยตลอดกวาหลายรอยปตรงที่ มุงเนนวิเคราะหเซตท่ีมีลักษณะไมแนนอนหรือมีบางสมาชิก
ที่ไมสามารถระบุสภาพสมาชิกได (uncertainty and vagueness) และที่สาํคัญยังสามารถ
ประยุกตใชกับวิทยาการคอมพิวเตอรสมัยใหมแบบ soft computing จึงประหยัดทรัพยากรใน
การคํานวณ ใชเวลานอยกวา รับขนาดเซตในการคํานวณไดใหญกวาและวิเคราะหขอมูลที่มี
ความไมแนนอนได เปนผลใหไดรับการยอมรับในวงการวิจัยและประยุกตใชงานอยางแพรหลาย 
 รัฟเซตไดถูกคิดคนขึ้นมาประมาณ 30 ป การวิจัยเก่ียวกับทฤษฎีรฟัเซตจึงจํากัดอยูใน
วงแคบ ๆ (ในประเทศโปแลนดตนกําเนิดเปนสวนใหญ) ผูวิจัยจึงไดคนควาเพ่ิมเติม พบวา
ความสัมพันธระหวาง roughness measure ของ fuzzy sets ยังมิไดมีการคนพบหรือพิสูจน
เก่ียวกบัขอบเขต ผูวิจัยจึงไดสรางสมมติฐานวาสามารถใช certain increment operator และ 
uncertain decrement operator พิสูจนสมบัติทางคณิตศาสตรใหมที่สําคัญของ roughness 
measure ได จากผลการวจัิย ผูวิจัยไดพิสูจนหาขอบเขตบนและลางของ roughness measure 
of fuzzy sets ได ขอบเขตดังกลาวมีประโยชนสําหรับการดําเนินการทางคณิตศาสตรของ fuzzy 
sets โดยเฉพาะอยางยิ่งสําหรับเซตที่มีขนาดใหญ เชน microarray, graphic หรือขอมูลทางดาน
การแพทยในฐานขอมูลตาง ๆ  
 นอกจากประเภทของขอมูลที่ตองวเิคราะหทั้งเซตขอมูลหรือรูปภาพทั้งรูปแลว ใน
งานวิจัยบางประเภทอาจตองการเพียงบางสวนของขอมูลหรือบางชวงของขอมูล ซึ่งรัฟเซต
สามารถตอบโจทยนี้ไดเชนกัน ผูวิจัยจึงไดศึกษาเก่ียวกับ Lebesgue integral โดย Choquet 
และ discrete Choquet integral ชื่อ Rough integral โดย Pawlak และ Skowron ซึ่งเปน
ปริพันธที่สรางจาก indiscernibility relation ของรัฟเซต เพ่ือคิดคนปริพันธแบบใหมที่เรียกวา 
Capacity-based definite rough integral (DRI) และพิสูจนสมบัตทิางคณิตศาสตรที่เก่ียวของ
เบื้องตน ทั้งน้ีผูวิจัยยังไดตอยอดดวยการนําปริพันธทีค่ิดคนขึ้นไปทดลองประยุกตใชงานจริง ใน
การคัดเลือกปจจัยที่มีผลตอการสรางตัวแบบหรือกฎเพ่ือใชพยากรณปรากฏการณตาง ๆ และ
พลอตกราฟแสดงผลลัพธ พบวา DRI ที่คิดคนขึ้นสามารถคัดเลือกพรอมบอกความสัมพันธได
อยางถูกตอง โดยสามารถเลือกฟงกชันหรือปจจัยที่ตองการเปรียบเทียบ เลือก class ที่ตองการ 
และทําการทดลองเปรียบเทียบทีช่วงขอบเขตตาง ๆ ไดอยางมีประสิทธิภาพและรวดเร็ว  
 12 ปหลังจาก Pawlak ไดคิดคนรัฟเซตขึ้นมา Pawlak ไดนําเสนออีกโครงสรางหนึ่งคือ 
กราฟสายงาน (flow graph) ที่มีความสมัพันธกับรัฟเซตระหวางคา lower approximation กับ 
upper approximation และ คา certainty กับ coverage ในกราฟสายงาน แตงานวิจัยและการ

 3 



 สําหรับขอดอยที่ไมสามารถบอกคุณภาพของตัวแบบที่สรางขึ้นจากกราฟสายงานได 
ผูวิจัยไดคิดคนการนําเอนโทนปมาวิเคราะหกราฟสายงาน ทําใหสามารถคํานวณเอนโทรปของ
กราฟ เอนโทรปรวม (joint entropy) และ เอนโทรปมีเง่ือนไข (conditional entropy) ที่ใชบอก
คุณภาพของตัวแบบและความแมนยําของแตละปจจัยในกราฟได นอกจากนี้ผูวิจัยไดเสนอใช 
information gain ที่คิดคนขึ้นใหมแปลงกราฟสายงานเปนตนไมการตัดสินใจ (decision trees)  
ที่เปนตัวแบบอีกชนิดหน่ึงที่แปลผลไดงายกวา และเนือ่งจากเปนตนไมจึงสามารถพัฒนาตอยอด
การแวะใหมีประสิทธิภาพขึน้ไดตอไป ซึ่งระเบยีบวธิีแตกตางจากงานวิจัยเบื้องตนทีไ่มสนใจ
ลําดับการสรางตนไมวาควรใชปมใดกอนและหลัง ทําใหตนไมที่ไดจาก information gain มี
ประสิทธิภาพมากขึ้นในการประยุกตใชในงานดาน decision analysis ดังผลที่ไดรายงานไว 
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3. วัตถุประสงค 
 
 งานวิจัยนี้ใชรฟัเซตบรูณาการกับสาขาอ่ืน ๆ เพ่ือคนพบองกความรูใหมที่สามารถนํามา
ตอยอดประยุกตใชกับการแกปญหาจริงได โดยมีวัตถปุระสงคหลักดังตอไปน้ี 
 พิสูจนสมบัตทิางคณิตศาสตรใหมเก่ียวกบั roughness measure รวมถึงพสิูจนหา
ขอบเขตบนและลางสําหรับการดําเนินการทางคณิตศาสตรของ roughness measure of fuzzy 
sets ที่เหมาะสําหรับขอมูลที่มีขนาดใหญและไมสามารถระบุการเปนสมาชิกไดชัดเจน เชน 
microarray รูปภาพ หรือขอมูลทางดานการแพทยในฐานขอมูลตาง ๆ  
 คิดคนและพัฒนาการหาปริพันธแบบใหมที่เรียกวา Capacity-based definite rough 
integral (DRI) และพิสูจนสมบัตทิางคณิตศาสตรทีเ่ก่ียวของ รวมถึงนําปริพันธที่คิดคนขึ้นไป
ทดลองประยกุตใชงานจริง ในการคัดเลือกปจจัยที่มีผลตอการสรางตัวแบบหรือกฎเพ่ือใช
พยากรณปรากฏการณตาง ๆ และสามารถพลอตกราฟแสดงผลลัพธได โดยสามารถเลอืก
ฟงกชันหรือปจจัยที่ตองการเปรียบเทียบ เลือก class ที่ตองการ และทําการทดลองเปรียบเทยีบ
ที่ชวงขอบเขตตาง ๆ ไดอยางมีประสิทธภิาพและรวดเร็ว 
 คิดคน categories of vagueness, accuracy of approximation, roughness 
approximation และ dependency degree สําหรับกราฟสายงานบนพื้นฐานของรัฟเซตขึ้น และ
หาสูตรคํานวณสําหรับกราฟสายงานผกผัน พรอมทําการทดลองวิเคราะหขอมูลและแปลผลลพัธ
ของกราฟสายงานได 
 เพ่ือเสนอเอนโทรปของกราฟ เอนโทรปรวม และเอนโทรปมีเง่ือนไข ที่ใชบอกคุณภาพ
ของตัวแบบและความแมนยําของแตละปจจัยในกราฟสายงาน และใช information gain ที่คิดคน
ขึ้นใหมแปลงกราฟสายงานเปนตนไมการตัดสินใจซึ่งแปลผลไดงายกวาและ มีประสิทธิภาพมาก
ขึ้นสําหรับงานดาน decision analysis  
 สรางความรวมมือและการแลกเปลี่ยนความรู ในการวจัิยรวมกับนักวิจัยระดับชาติ นั่น
คือนักวิจัยที่ปรึกษา รศ. ดร. กัลยา นฤดมกุล และระดับนานาชาตินั่นคือ นั่นคือ Prof. Dr. 
James F. Peters และ Prof. Dr. Sheela Ramanna จากประเทศแคนาดาที่จะนําไปสูความเปน
เลิศทางวชิาการ  
 เผยแพรและแลกเปลี่ยนผลงานวิจัยในทีป่ระชุมวชิาการระดับนานาชาติ รวมถึงตีพิมพ
ผลงานวิจัยในวารสารวิชาการระดับนานาชาต ิ  
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4. Research Methodology, Results and Discussion

We discuss roughness measure of fuzzy sets in Section 4.1, capacity-based
rough definite integral in Section 4.2 and rough set flow graphs in Section 4.3,
respectively.

4.1 Roughness Measures of Fuzzy Sets

Introduction

Rough set theory (RST or RS) was invented by Pawlak [1,2] and fuzzy set
theory (FST or FS) by Zadeh [3,4]. Both are extensions of classical set theory.
In practice, classical set theory permits the membership of elements in relation
to a set with precise condition: an element either belongs or does not belong
to the given set. Thus, this concept requires a sharp boundary. In fact, real
situations involve complex problems which cannot be represented and solved
using simple models. Several traditional mathematical tools we found unsatis-
factory for this purpose [5]. Contrarily, rough sets and fuzzy sets approximate
the given sets and consider non-sharp boundaries. Rough sets approximation
is carried out in terms of two sets that are lower and upper approximations
[1,2]. Alternatively, fuzzy sets approximation is carried out by a predefined
membership funcion [4–6].

Rough sets approaches have recently attracted researcher attention [8–13,16,51].
The given set (data set or information system), which is the target of the
study, typically contains vagueness, data uncertainty, imprecision and incom-
pleteness that all require tuning and adjustments. In order to accommodate
such difficulties, use of approximation is required and thus rough set theory
is expedient. According to Pawlak [2], the power of rough sets “... is that it
does not need any preliminary or additional information about the data, such
as probability distributions in statistics, basic probability assignment in the
Dempster-Shafer theory, or grade of membership or the value of possibility in
fuzzy set theory”. The rough sets approach can be viewed as a soft comput-
ing technique rather than hard computing technique in general mathematics
[19]. Research in soft computing demonstrated successes because it worked
synergistically with other methods to provide flexible analytical tools in real
situations. Medsker [19] stated that soft computing differs from traditional
computing in that it is tolerant of imprecision, uncertainty and partial truth.
For this reason, mathematical rough sets approaches are effective to fields
of data analysis, machine learning, artificial intelligent, pattern recognition,
information retrieval, survival analysis etc. [8–14,27,16,51,18]. The bridges be-
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Other Scientific

Areas (e.g.,

medical science)

Rough Sets Relational Algebra

Reinforcement

Hybridization

High Level Hybrid Smart Systems

Fig. 1. A perspective of rough sets hybrid intelligent system.

tween rough set theory and various branches of other disciplines have been
built [1,2,7–11]. Fig. 1 depicts the sample components of a hybrid intelligent
system in soft computing i.e., rough sets, relational algebra and other scientific
areas. The reinforcement step increases the intelligence to a high level hybrid
intelligent system.

Proposal of fuzzy set theory by Zadeh attracted researchers since the 1965 and
one most crucial discovery is the emergence of fuzzy control theory. The first
fuzzy controllers were built in the 1980s and play important role regarding
natural language, pattern recognition, clustering, image processing, robotics
etc. [5,19]. Dubois and Prade (1990) proposed rough fuzzy sets and fuzzy rough
sets, theoretical rough sets and fuzzy sets integrations were then established
[20]. The study by Banerjee et al. (1996) strengthens the connection between
rough set theory and fuzzy set theory with the roughness measure of fuzzy
sets [21]. Yang and John (2006) have investigated the roughness bounds under
different set operations for rough sets [24].

Not only were the theoretical development of these theories expanded but
practical applications of such discoveries were studied as well. Measures of
the roughness of fuzzy sets were useful for applications in pattern recognition
field [21] and more recently (2004) by Zhang et al. in [25]. Janardhan Rao
et al. (2005) proposed to use the rough fuzzy set as the model for images
[26]. Roughness measures of fuzzy sets can be optimized for object extraction
to determine the intensity threshold of images. The experimental results show
that objects are extracted with their approach with higher accuracy compared
to Shannon’s probabilistic entropy. In [23] (2005), the relational database was
analyzed by Huynh and Nakamori’s roughness measure.
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Nevertheless, when we focus on data mining, machine learning, bioinformatics,
computer security, natural language processing, etc., data sets are usually
huge. For this reason, we investigate the bounds of roughness measures for
fuzzy set operations, namely, union and intersection.

Rough Sets and Fuzzy Sets

The following definitions are taken from the studies of Pawlak [1,2], Zadeh
[4], Dubois et al. [20] and Banerjee et al. [21] and will form the basis of this
research. We begin with the introduction to basic definitions of rough set
theory.

Definition 1 (Approximation Space) Let U be a non-empty finite set called
universe (or domain that we interested in) and R be an equivalence relation
on U (R is reflexive, symmetric and transitive), we define 〈U,R〉 as an ap-
proximation space.

A set A can be approximated in two ways that are lower approximation and
upper approximation in the following definition.

Definition 2 (Lower and Upper Approximations) Let 〈U,R〉 be an ap-
proximation space, A ⊆ U and X1, X2, ..., Xn denote the equivalence classes in
U with respect to R (X1, X2, ..., Xn partition U into a family of disjoint subsets
U/R). The lower approximation A and upper approximation A are defined as:

A =
⋃

{Xi : Xi ⊆ A},

A =
⋃

{Xi : Xi ∩ A 6= ∅},

where i ∈ {1, 2, ..., n}, respectively.

Pawlak’s roughness measure of rough sets follows.

Definition 3 (Roughness Measure of Rough Sets) Let 〈U,R〉 be an ap-
proximation space and A ⊆ U , a measure of roughness of A in 〈U,R〉, ρA,
defined as:

ρA = 1 −
|A|

|A|
,

where |X| denotes the cardinality of a the set X.
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Yao [27] interpreted Pawlak’s accuracy measure [2] in terms of Marczewski-
Steinhaus metric. Consequently, he stated that the roughness measure can be
understood as the distance between the lower and upper approximations. We
next come to some basic concepts of fuzzy sets which will be necessary fo our
present bounds.

Let A: U → [0, 1] be a fuzzy set in U , A(x), x ∈ U , giving the degree of
membership of x in A.

Definition 4 (Lower and Upper Approximations of Fuzzy Sets) The
lower and upper approximations of fuzzy set A in U , denoted A and A, re-
spectively, are defined as fuzzy sets in U/R → [0, 1], such that

A(Xi) = infx∈Xi
A(x) and

A(Xi) = supx∈Xi
A(x), i = 1, . . . , n,

where inf (sup) denotes minimum (maximum).

When A is a crisp set, A and A reduce to the collection of equivalence classes
constituting its lower and upper approximation in 〈U,R〉, respectively [21].

Definition 5 (Fuzzy Set) Fuzzy sets A , A : U → [0, 1] are defined as fol-
lows:

A (x) = A(Xi) and

A (x) = A(Xi),

if x ∈ Xi, i ∈ {1, . . . , n}.

Roughness Measure of Fuzzy Sets

In this section, we consider the roughness measure of a fuzzy set associated
with the parameters α and β taken from [21] .

Definition 6 [21] Suppose α, β are two given parameters, where 0 < β ≤
α ≤ 1. The α-cut set, β-cut set of fuzzy sets A , A are defined as A α = {x :
A (x) ≥ α} and A β = {x : A (x) ≥ β}, respectively.

A α and A β can be considered as the collection of objects with α as the
minimum degree of definite membership, and β as the minimum degree of
possible membership in the fuzzy set A [21].
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We next come to definition of roughness measure of fuzzy set.

Definition 7 [21] A roughness measure ρα,β
A

of fuzzy set A in U with respect
to parameters α, β, where 0 < β ≤ α ≤ 1, and the approximation space 〈U,R〉,
is defined as

ρα,β
A

= 1 −
|A α|

|A β|
.

This roughness measure depends strongly on parameters α and β. The studies
of parameter free roughness measure of fuzzy set can be found in [23]. There
are several crucial properties of ρα,β

A
introduced in [21] as follows.

Proposition 1 Let α, β: U → [0, 1] be two fuzzy sets in universe U and
0 < β ≤ α ≤ 1, we have

(a) A ∪ Bβ = A β ∪ Bβ,

(b) A ∩ B α = A α ∩ B α,

(c) A α ∪ B α ⊆ A ∪ B α,

(d) A ∩ Bβ ⊆ A β ∩ Bβ.

Property 1 For fuzzy sets A and B, it holds that

(a) ρα,β
A∪B

= 1 −
|A ∪ B α|

|A ∪ Bβ|
= 1 −

|A ∪ B α|

|A β ∪ Bβ|
≤ 1 −

|A α ∪ B α|

|A β ∪ Bβ|
,

(b) ρα,β
A∩B

= 1 −
|A ∩ B α|

|A ∩ Bβ|
= 1 −

|A α ∩ B α|

|A ∩ B β|
≤ 1 −

|A α ∩ B α|

|A β ∩ Bβ|
.

For more relations between roughness measures of fuzzy sets A,B,A ∪ B and
A ∩ B please refer to [21].

The properties of the roughness measure in Definition 7, Proposition 1, Prop-
erty 1 and etc. will be used to derive the bounds in this research.

Certain Increment and Uncertain Decrement Operators

The pioneering studies of fuzzy rough sets [2,21] derived Propositions 1(c)
and (d). They perform subset instead of set equal. This cannot be analyzed
quantitatively. Successive roughness measures also depend on the parameters
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α, β, and these two difficulties restrict some computations [25]. Thus, two new
parameter-free operators of fuzzy sets were devised [25].

Definition 8 [25] Let U be the universe and let R be an equivalence relation
on U . Let X, Y ⊆ U . When X is extended by Y (i.e., X∪Y ), Z(·)(·) : U×U →
U defined by Z(X)(Y ) =

⋃

{[x]R |x ∈ L(X), lX(x) 6⊆ Y and hX(x) ⊆ Y },
is called the certain increment operator of X, where L(X) =

⋃

{lX(x)|x ∈
BNR(X) ∩ X}, hX(x) = [x]R − X, and lX(x) = [x]R − hX(x).

Definition 9 [25] Let U be the universe and let R be an equivalence relation
on U . Let X, Y ⊆ U . When X is cut by Y (i.e., X ∩ Y ), Z(·)(·) : U ×U → U
defined by Z(X)(Y ) =

⋃

{[x]R |x ∈ L(X), lX(x) ∩ Y = ∅ and hX(x) ∩ Y 6= ∅},
is called the uncertain decrement operator of X, where L(X) =

⋃

{lX(x)|x ∈
BNR(X) ∩ X}, hX(x) = [x]R − X, and lX(x) = [x]R − hX(x).

The certain increment operator is the collection of objects for which the certain
information of X ∪ Y is larger than the union of the certain information of X
and Y [25]. The uncertain decrement operator is the collection of objects for
which the uncertain information of X ∩ Y is less than the intersection of the
uncertain information of X and Y [25].

Property 2 [25] For crisp sets X, Y ⊆ U , it holds that
(a) Z(X)(Y ) = Z(Y )(X),

(b) Z(X)(Y ) = Z(Y )(X).

Theorem 1 [25] Let α, β: U → [0, 1] be two fuzzy sets in universe U and
0 < β ≤ α ≤ 1, where Z Aα

(Bα), Z Bα
(Aα), Z Aβ

(Bβ) and Z Bβ
(Aβ) are

certain increment operators of Aα, B α and the uncertain decrement operators
of Aβ, Bβ, respectively. We have
(a) A ∪ B α = A α ∪ B α ∪ Z Aα

(Bα) = A α ∪ B α ∪ Z Bα
(Aα),

(b) A ∩ B β = A β ∩ B β − Z Aβ
(Bβ) = A β ∩ B β − Z Bβ

(Aβ).

Property 3 [25] For fuzzy sets A and B, it holds that

(a) ρα,β
A∪B

= 1 − |A α∪B α∪Z Aα (Bα)|

|A β∪Bβ |
= 1 − |A α∪B α∪Z Bα (Aα)|

|A β∪Bβ |
,

(b) ρα,β
A∩B

= 1 − |A α∩B α|

|A β∩Bβ−Z Aβ
(Bβ)|

= 1 − |A α∩B α|

|A β∩Bβ−Z Bβ
(Aβ)|

.

Some New Bounds of Roughness Measures of Fuzzy Set

The roughness measure is an important indicator of the uncertainty and ac-
curacy associated with a given set [24]. Since data sets are usually huge in
most applications, operations on these data sets are time and space consum-
ing. Thus, before completing large volume operations involving two fuzzy sets,
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we must know the bounds of such results. In this section, we propose new the-
orems on roughness lower and upper bounds of the fuzzy set operations as the
following.

Theorem 2 An upper bound of the roughness measure ρα,β
A∪B

of fuzzy sets
A,B in U with respect to α, β, is given by

ρα,β
A∪B

≤
1 − ρα,β

A
ρα,β
B

2 − (ρα,β
A

+ ρα,β
B

)
,

where 0 < β ≤ α ≤ 1.

Proof From Property 1(a) and a basic set property, we have ρα,β
A∪B

≤ 1 −
max{|A α|,|B α|}

|A β |+|Bβ |
. If |A α| ≥ |B α| (or vice versa), then we obtain ρα,β

A∪B
≤ 1 −

1
(|A β |/|A α|)+(|Bβ |/|A α|)

.

Thus, ρα,β
A∪B

≤
1−ρα,β

A
ρα,β
B

2−(ρα,β
A

+ρα,β
B

)
by Definition 7. 2

Theorem 2 illustrates that upper bound of the union of two fuzzy sets depends
solely on the roughness measures of fuzzy sets A and B.

Theorem 3 An upper bound of the roughness measure ρα,β
A∩B

of fuzzy sets
A,B in U with respect to α, β, is given by

ρα,β
A∩B

≤ ρα,β
A

+ ρα,β
B

− 1 + U∗,

where 0 < β ≤ α ≤ 1 and U∗ = |A ∪B α|

|A ∩Bβ |
.

Proof From Property 1(b) and a basic set property, ρα,β
A∩B

= 1 − |A α|

|A ∩B β |
−

|B α|

|A ∩B β |
+ |A α∪B α|

|A ∩B β |
.

With respect to Proposition 1(d), A ∩ Bβ ⊆ A β (and ⊆ Bβ) implies |A ∩ Bβ| ≤

|A β| (and ≤ |Bβ|), we therefore have |A α|

|A β |
≤ |A α|

|A ∩B β |
and |B α|

|B β |
≤ |B α|

|A ∩B β |
.

Then ρα,β
A∩B

≤ 1 − |A α|

|A β |
− |B α|

|B β |
+ |A ∪B α|

|A ∩B β |
by Proposition 1(c).

According to Definition 7, ρα,β
A∩B

≤ ρα,β
A

+ ρα,β
B

− 1 + |A ∪B α|

|A ∩Bβ |
.

We finally have ρα,β
A∩B

≤ ρα,β
A

+ ρα,β
B

− 1 + U∗, where U∗ = |A ∪B α|

|A ∩Bβ |
. 2
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The bound in Theorem 2 depends on the roughness measures of fuzzy sets A
and B while the bound in Theorem 3 depends on the roughness measures of
fuzzy sets A and B in addition to |A ∪ B α| and |A ∩ Bβ|.

Theorem 4 A lower bound on the roughness measure ρα,β
A∪B

of fuzzy sets A,B
in U with respect to α, β, is given by

ρα,β
A∪B

≥ ρα,β
A

+ ρα,β
B

− 1 − L∗,

where 0 < β ≤ α ≤ 1 and U∗ =
|Z Aα (Bα)|

max{|A β |, |B β |}
.

Proof From Property 3(a) and a basic set property, we have that ρα,β
A∪B

≥

1 − |A α|+|B α|+|Z Aα (Bα)|

max{|A β |, |Bβ |}
.

For |A β| ≥ |B β|, ρα,β
A∪B

≥ 1− |A α|+|B α|+|Z Aα (Bα)|

|A β |
= 1− |A α|

|A β |
− |B α|

|A β |
− |Z Aα (Bα)|

|A β |
.

In accordance with Definition 7 and |B α|

|A β |
≤ |B α|

|B β |
, we have ρα,β

A∪B
≥ 1− |A α|

|A β |
−

|B α|

|Bβ |
− |Z Aα (Bα)|

|A β |
= 1 − (1 − ρα,β

A
) − (1 − ρα,β

B
) − |Z Aα (Bα)|

|A β |
.

Therefore, ρα,β
A∪B

≥ ρα,β
A

+ ρα,β
B

− 1 − |Z Aα (Bα)|

|A β |
. Similarly, for |A β| < |B β|,

ρα,β
A∪B

≥ 1− |A α|+|B α|+|Z Aα (Bα)|

|Bβ |
. Therefore, ρα,β

A∪B
≥ ρα,β

A
+ρα,β

B
−1− |Z Aα (Bα)|

|Bβ |
.

From (1) and (2), we finally have ρα,β
A∪B

≥ ρα,β
A

+ ρα,β
B

− 1 − L∗, where L∗ =
|Z Aα (Bα)|

max{|A β |, |B β |}
. 2

Theorem 5 A lower bound of the roughness measure ρα,β
A∩B

of fuzzy sets A,B
in U with respect to α, β, is given by

ρα,β
A∩B

≥ 1 −
1 − ρα,β

A
− ρα,β

B
+ ρα,β

A
ρα,β
B

2 − ρα,β
A

− ρα,β
B

− I∗(1 − ρα,β
A

)(1 − ρα,β
B

)
,

where 0 < β ≤ α ≤ 1 and I∗ =
|A β∪Bβ |+|Z Aβ

(Bβ)|

min{|A α|, |B α|}
.

Proof From Property 3(b), and basic set properties, then we have that ρα,β
A∩B

1− |A α∩B α|

|A β∩Bβ−Z Aβ
(Bβ)|

= 1− |A α∩B α|

|A β∩Bβ |−|Z Aβ
(Bβ)|

≥ 1− min{|A α|, |B α|}

|A β |+|Bβ |−|A β∪B
β
|−|Z Aβ

(Bβ)|
.

For |A α| ≤ |B α|, we have that ρα,β
A∩B

≥ 1 − 1

|A β |

|A α|
+

|Bβ |

|A α|
−

|A β∪B
β
|

|A α|
−

|Z Aβ
(Bβ)|

|A α|

.
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From Definition 7 and
|Bβ |

|A α|
≥

|Bβ |

|B α|
, ρα,β

A∩B
≥ 1 − 1

|A β |

|A α|
+

|Bβ |

|B α|
−

|A β∪B
β
|

|A α|
−

|ZAβ
(Bβ)|

|A α|

= 1 − 1

1

1−ρ
α,β
A

+ 1

1−ρ
α,β
B

−
|A β∪B

β
|+|ZAβ

(Bβ)|

|A α|

. We define I|A α| =
|A β∪B

β
|+|ZAβ

(Bβ)|

|A α|
,

thus ρα,β
A∩B

≥ 1 −
1−ρα,β

A
−ρα,β

B
+ρα,β

A
ρα,β
B

2−ρα,β
A

−ρα,β
B

−I|A α|(1−ρα,β
A

)(1−ρα,β
B

)
.

Similarly, for |A α| > |B α|, if we define I|B α| =
|A β∪B

β
|+|ZAβ

(Bβ)|

|B α|
, therefore

we have ρα,β
A∩B

≥ 1 −
1−ρα,β

A
−ρα,β

B
+ρα,β

A
ρα,β
B

2−ρα,β
A

−ρα,β
B

−I|B α|(1−ρα,β
A

)(1−ρα,β
B

)
.

Thus, ρα,β
A∩B

≥ 1−
1−ρα,β

A
−ρα,β

B
+ρα,β

A
ρα,β
B

2−ρα,β
A

−ρα,β
B

−I∗(1−ρα,β
A

)(1−ρα,β
B

)
, where I∗ =

|A β∪Bβ |+|Z Aβ
(Bβ)|

min{|A α|, |B α|}
. 2

The lower bounds for ρα,β
A∩B

differ from the upper bounds on ρα,β
A∩B

, in that
they depend on the roughness measures of the fuzzy sets A and B and also
|A β|, |Bβ|, |A α|, |B α| and |Z Aβ

(Bβ)|.

Concluding Remarks

The roughness measure is an important indicator of uncertainty and accuracy
associated with a given fuzzy set. More importantly are the propagations of
these roughness measures through various set operations. Thus, before com-
pleting large volume operations involving two large fuzzy sets, we should have
bounds on the roughness measure of the result as were proven in this work.
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4.2 Capacity-Based Definite Rough Integral

This section introduces an extension of the original capacity-based rough in-
tegral defined over a specific interval. The approach hearkens back to the
pioneering work on capacities and the generalization of the Lebesgue integral
by Gustav Choquet during the 1950s. Variations in the definition of the ca-
pacity function has led to various forms of the discrete Choquet integral. In
particular, it is the rough capacity function (also called a rough membership
function) introduced by Zdzis law Pawlak and Andrzej Skowron during the
1990s that led to the introduction of a capacity-based rough integral.

By extension of the original work on the rough integral introduced in 2000, a
discrete form of a capacity-based definite rough integral is introduced in this
section. This new form of the rough integral provides a means of measuring
the relevance of functions representing features useful in the classification of
sets of sample objects.

Introduction

During the early 1990s, Zdzis law Pawlak introduced a discrete form of the
definite Riemann integral of a continuous, real function defined over intervals
representing equivalence classes [30]. Since that time, work on various forms
of rough integrals has continued fairly steadily (see, e.g., [39,41,37,31]). The
original integral was called a rough integral because it was defined over inter-
vals represented equivalence classes in a partition of sequences of reals defined
by an equivalence relation.

Based on work on the Choquet integral (C)
∫

fdµ considered in the context
of rough sets [32], a new form of discrete rough integral

∫

fdµB
x was intro-

duced [39,41,41,37] and elaborated in [37]. The Choquet integral is a general-
ization of the Lebesgue integral defined relative to a capacity µ [34,33].

A capacity is a function µ that assigns a non-negative real number to every
subset of a finite set X and satisfies f(∅) = 0 [35]. When the discrete form
of the Choquet integral (C)

∫

fdµ is defined relative to a finite universe, the
Lebesgue integral reduces to a (convex) linear combination, where each indi-
vidual integrand function value is weighted with a capacity function value [34].

This section will introduces a new form of the Choquet integral called a
capacity-based definite rough integral because its capacity is a function de-
fined relative to equivalence classes. The extension of the capacity-based rough
integral has a number applications. In particular, we show later how this in-
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tegral can be used in feature selection with the DRI tool implemented in
MATLAB R©.

Rough Capacity Function

This section gives a brief introduction to one form of additive set functions
in measure theory from [37]. Let X be a finite set, we denote card(X) as the
cardinality of X.

Definition 10 (Set Function) Let X be a finite, non-empty set. A function
λ : ℘ → ℜ where ℜ is the set of all real numbers is called a set function on X.

Definition 11 (Additive) Let X be a finite, non-empty set and let λ be a
set function on X. The function λ is called to be additive on X if and only if
λ(A ∪ B = λ(A) + λ(B) for every A, B ∈ ℘(X) such that A ∩ B = ∅.

Definition 12 (Non-negative) Let X be a finite, non-empty set and let λ
be a set function on X. A function λ is called to be non-negative on X if and
only if λ(Y ) ≥ 0 for any Y ∈ ℘(X).

Definition 13 (Monotonic) Let X be a set and let λ be a set function on
X. A function λ is called to be monotonic on X if and only if A ⊆ B implies
that λ(A) ≤ λ(B) for every A,B ∈ ℘(X).

Rough capacity functions were introduced during the mid-90s [38]. A rough
capacity function returns the degree of overlap between a fixed set containing
objects of interest and a set of sample objects.

Definition 14 (Rough Capacity Function) Let S = (O,F) denote an in-
formation system. Assume X ⊆ ℘(O), B ⊆ F , x ∈ X and [x]B ⊆ X/ ∼B.
The capacity µB

x : ℘(O) −→ [0, 1] is defined (1).

µB
x (X) =











|X ∩ [x]B |
|[x]B |

, if X 6= ∅,

0, otherwise,
(1)

The capacity µB
x is an example of a set function, i.e., a function whose domain

is a family of sets [36]. This set function measures the degree of overlap between
the set X and the class [x]B, i.e., the extent that X is covered by [x]B.

Recall that [x]B is a set of objects having matching descriptions. This is im-
portant in evaluating the set X, since µB

x (X) is a measure of the extent that
the objects in X are part of the classification represented by [x]B. In the con-
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text of capacity-based integrals, the function µB
x is a source of weights, i.e.,

degree of importance of each set X in a weighted sum for the discrete form of
the integral.

It can also be observed that µB
x is a real-valued set function that is additive.

That is, for X,X ′ in ℘(O), it can be shown that

µB
x (X ∪ X ′) = µB

x (X) + µB
x (X ′).

Rough Set Theory

In the early 1980’s, Pawlak [2] introduced rough set theory. Mathematical
rough set theory provides system designers with the capability to handle the
uncertainty that commonly exists in data, especially in real world data. Rough
sets make balanced approaches between theory and practice possible, and also
form a framework for building hybrid systems with pertinent soft computing
techniques. In this research rough sets will be theoretically combined to a
certain type of discrete integral and illustrate their performance in the example
problem.

Let S = (U,A) be an information system where U is a finite, non-empty set
of objects and A is a finite, non-empty set of attributes, where a : U → Va for
every a ∈ A. For each B ⊆ A, let there is associated an equivalence relation
indA(B) such that

indA(B) = {(x, x′) ∈ U2|∀a ∈ B, a(x) = a(x′)},

[x]B refers equivalence classes of indA(B), U/indA(B) refers the family of all
equivalence classes of relation indA(B) on U [37,2].

Definition 15 (Rough Membership Function) (Pawlak et al. [38]) Let
S = (U,A) be an information system, ℘(U) be the powerset of U , B ⊆ A,
u ∈ U and let [x]B be an equivalence class of an object u ∈ U of indA(B). The
set function, rough membership function is defined by

µB
u : ℘(U) → [0, 1], where µB

u (X) = |X∩[u]B |
|[u]B |

.

The form of rough membership function in Definition 15 is different from
classical definition in which the argument of the rough membership function
is an object x and the set X is fixed [2].

Definition 16 (Rough Measure) (Pawlak et al. [38]) Let u ∈ U . A non-
negative, additive set function ρu : ℘(X) → [0,∞) defined by ρu(Y ) = ρ′(Y ∩
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[u]B) for Y ∈ ℘(X), where ρ′ : ℘(X) → [0,∞) is called a rough measure rela-
tive to U/indA(B) and u on the indiscernibility space (X,℘(X), U/indA(B)).

Furthermore, the rough membership function µB
u : ℘(X) → [0, 1] is a non-

negative set function [38].

Proposition 2 (Pawlak et al. [38]) The rough membership function µB
u as

defined in Definition 16 is additive on U .

Proposition 3 (Pawlak et al. [39]) (X,℘(X), U/indA(B), {µB
u }u∈U) is a rough

measure space over X and B.

Capacity-Based Discrete Integrals

This section gives a brief introduction to the Choquet integral, which eventu-
ally led to the introduction of a capacity-based rough integral.

Discrete Choquet Integral

Recall that the Choquet integral (C)
∫

fdµ is a generalization of the Lebesgue
integral defined with respect to a non-classical measure µ called a capacity.
Also recall that a capacity is a real-valued set function

µ : ℘(X) −→ ℜ+,

such that µ(∅) = 0 and X ′ ⊂ X ′′ ⊂ ℘(X) implies µ(X ′) ≤ µ(X ′′) (monotonic-
ity). When the Choquet integral is defined relative to a finite sets, then the
Choquet integral reduces to a weighted sum that has a variety of applications,
especially in multi-criteria decision-making (see, e.g., [34,33]).

Definition 17 (Discrete Choquet Integral [34]) Let µ be a capacity de-
fined on a finite set X. The discrete Choquet integral of a function f : X −→
ℜ+ with respect to capacity µ is defined by

(C)
∫

fdµ =
n

∑

i=1

[

f
(

x(i)

)

− f
(

x(i−1)

)]

· µ(X(i)),

where ·(i) denotes a permuted index so that 0 ≤ f
(

x(1)

)

≤ f
(

x(2)

)

≤, . . . ,≤

f
(

x(i)

)

≤, . . . ,≤ f
(

x(n)

)

≤ 1. Also, X(i) =
{

x(i), . . . , x(n)

}

, and f(x(0)) = 0.
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Discrete Rough Integral

The introduction of the rough capacity function µB
x paved the way for a dis-

crete rough integral (P )
∫

fdµB
x named after Zdzis law Pawlak. This rough

integral is a variation of the discrete Choquet integral [34,33,39,41,43].

Definition 18 (Discrete Rough Integral) Let µB
x be a rough capacity func-

tion defined on a finite set X. The discrete rough integral of a function f :
X −→ ℜ+ with respect to capacity µB

x is defined by

(P )
∫

fdµB
x =

n
∑

i=1

[

f
(

x(i)

)

− f
(

x(i−1)

)]

· µB
x (X(i)),

where ·(i) denotes a permuted index so that 0 ≤ f
(

x(1)

)

≤ f
(

x(2)

)

≤, . . . ,≤

f
(

x(i)

)

≤, . . . ,≤ f
(

x(n)

)

≤ 1. Also, X(i) =
{

x(i), . . . , x(n)

}

, and f(x(0)) = 0.

If f is non-negative, then (P )
∫

fdµB
x represents the lower approximation of

the area under the graph of f .

Proposition 4 If Minµ ≤ µB
x (X(i)) ≤ Maxµ, 1 ≤ i ≤ n, then 0 ≤ (P )

∫

f dµB
x ≤

Maxµ.

PROOF.

(P )
∫

fdµB
x =

n
∑

i=1

[

f
(

x(i)

)

− f
(

x(i−1)

)]

· µB
x (X(i))

≤
n

∑

i=1

[

f
(

x(i)

)

− f
(

x(i−1)

)]

· Maxµ

= Maxµ ·
[(

f
(

x(1)

)

− f
(

x(0)

))

+ · · · +
(

f
(

x(n)

)

− f
(

x(n−1)

))]

= Maxµ ·
[

−f
(

x(0)

)

+ f
(

x(n)

)]

≤Maxµ (because f(x(0)) = 0 and f
(

x(n)

)

≤ 1).

It can be proven in a straightforward way that (P )
∫

f dµB
x ≥ 0.

Consider a specialized capacity µ{f}
x defined in terms of a single function f ∈

B, where B is a set of functions representing features of objects in a finite set
X.

Proposition 5 [41] Let 0 < s ≤ r and f ∈ B. If f(x) ∈ [s, r] for all x ∈
X, then (P )

∫

f dµ{B}
x ∈ (0, r].
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Definite Discrete Rough Integral

In this section we introduce a discrete form of definite rough integral (DRI) of
a function f denoted by

∫ b
a f dµB

x , where ·(i) is a permuted index and a, b such
that x(1) ≤ a ≤ b ≤ x(n) are the lower and upper integral limits, respectively.
The limits on the rough integral specify the interval over which a function f

is integrated. This integral is defined in terms of an upper integral
∫ b
af dµB

x

and a lower integral
∫ b
af dµB

x .

b
∫

a

f dµB
x =

b
∫

a

f dµB
x −

b
∫

a

f dµB
x .

The discrete forms of the lower and upper integral are defined w.r.t [x1]B in
(2) and (3), respectively.

b
∫

a

f dµB
x1

=
b

∑

i=a

[

f(x(i−1))
]

∆(i)µ
B
x , (2)

b
∫

a

f dµB
x1

=
b

∑

i=a

[

f(x(i))
]

∆(i)µ
B
x , (3)

where ∆(i)µ
B
x is defined in (4).

∆(i)µ
B
x =

∣

∣

∣µB
x (X(i)) − µB

x (X(i−1))
∣

∣

∣ (4)

Definition 19 (Definite Discrete Rough Integral) Let µB
x denote a rough

capacity function with domain X(i) that is the set

X(i) =
{

x(i), x(i+1), . . . , x(n)

}

,

where ·(i) is a permuted index, X(0) = ∅, and a, b such that x(1) ≤ a ≤ b ≤ x(n)

are the lower and upper integral limits, respectively. The difference ∆(i)µ
B
x is

defined in (4) relative to the set X(i). The discrete definite rough integral of
f : X → ℜ+ is defined by

b
∫

a

f dµB
x =

b
∫

a

f dµB
x −

b
∫

a

f dµB
x ,

where the lower and upper integrals are defined in (2) and (3), respectively.
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Interpretation

Observe that the capacity function µB
x is defined in terms of a set of functions

B representing the features of sample objects of interest. The set B provides
a basis for the relation ∼B that defines a partition of the sample objects X
(source of integral limits). Then a function f is integrated with respect to µB

x .
In the discrete form of the DRI, µB

x provides a weight on each summand X{i},
a set of sample objects µB

x computes the degree of overlap between a class
[x]B representing objects that have been classified relative to the features
represented by B. In effect, B is a source of criteria for grouping together
objects matching the criteria represented by B. Hence, the definite rough
integral indicates the importance and relevance of a function integrated with
respect to µB

x . Hence, if a function representing an object feature is integrated
with respect to µB

x , the DRI provide effective means of selecting features that
used to discriminate objects. In effect, the definite rough integral is useful for
feature selection within the prescribed limits of the integral.

Feature Selection

In this section, we briefly illustrate an application of the discrete definite rough
integral (DRI). For simplicity, we assume that each vector of function values
used to describe a sample object is evaluated, e.g., acceptable (d = 1) vs.
unacceptable (d = 0). Put B = {d}, where d ∈ {0, 1} in defining the capacity
µB

x . Then any set of objects X can be partitioned using the set B.

Illustration

Next, consider, for example, a set of objects described with two functions,
namely, φ1, φ2 representing features of objects in a sample X. For the pur-
poses of illustration, we treat φ1, φ2 abstractly i.e., without considering spe-
cific functions. Here is a partial, sample description table with the evaluation
(decision) column d included. Note that x(i) indicates a permuted object with
values in ascending order.

We now compute the DRI relative to
[

x(1)

]

{d=0}
starting with integration of

φ1 where B = {d = 0}. The lower integral
∫ x(10)
x(1)

φ1 dµ{d=0}
x1

is

x(10)
∫

x(1)

φ1 dµ{d=0}
x1

= φ1(x(0)) · ∆(1)µ
{d=0}
x1

+ φ1(x(1)) · ∆(2)µ
{d=0}
x1

+ . . . = 0.7,
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Table 1
Sample data

X φ1 φ2 d X φ1 φ2 d

x(1) = x4 0.79224 29.988 0 x(11) = x11 0.92282 13.787 1
x(2) = x3 0.79467 30.114 0 x(12) = x12 0.93357 11.387 1
x(3) = x2 0.80596 27.402 0 x(13) = x13 0.94553 9.7302 1
x(4) = x5 0.81286 27.633 0 x(14) = x14 0.90996 13.979 1
x(5) = x1 0.85808 21.754 0 x(15) = x15 0.95608 7.1776 1
x(6) = x6 0.86020 22.866 0 x(16) = x16 0.94722 11.387 1
x(7) = x7 0.84569 24.43 0 x(17) = x17 0.94467 9.0222 1
x(8) = x8 0.87886 20.16 0 x(18) = x18 0.96424 6.3259 1
x(9) = x9 0.88235 19.945 0 x(19) = x19 0.92804 12.398 1

x(10) = x10 0.88094 19.227 0 x(20) = x20 0.93925 9.9671 1
x(21) = x21 0.99435 2.3081 1

and the upper integral
∫ x(10)
x(1)

φ1 dµ{d=0}
x1

is

x(10)
∫

x(1)

φ1 dµ{d=0}
x1

= φ1(x(1)) · ∆(1)µ
{d}
x1

+ φ1(x(2)) · ∆(2)µ
{d=0}
x1

+ . . . = 1.45.

Using these results, the definite integral
∫ x(10)
x(1)

φ1dµ{d=0}
x1

is

x(10)
∫

x(1)

φ1dµ{d=0}
x1

=

x(10)
∫

x(1)

φ1 dµ{d=0}
x1

−

x(10)
∫

x(1)

φ1 dµ{d=0}
x1

= 0.75.

Next, integrate φ2 with respect to µ{d=0}
x1

using class
[

x(1)

]

{d=0}
, and obtain

x(10)
∫

x(1)

φ2dµ{d=0}
x1

=

x(10)
∫

x(1)

φ2 dµ{d=0}
x1

−

x(10)
∫

x(1)

φ2 dµ{d=0}
x1

= 2.3.

This means that for class
[

x(1)

]

{d=0}
, the feature represented by φ2 is more

important than the feature represented by φ1. The computations have been
performed using the DRI tool (see Fig. 2) implemented in MATLAB R©.

From the plots in Fig. 3, notice that there is less dispersion of the values for
the plot for

∫ x(10)
x(1)

φ2dµ{d=0}
x1

i.e., the values for the successive lower and upper

values are tightly groups around the
∫ x(10)
x(1)

φ1dµ{d=0}
x1

values compared with the
∫ x(10)
x(1)

φ2dµ{d=0}
x1

values.

Similarly, consider the case for class
[

x(1)

]

{d=1}
and use the DRI to discover
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Fig. 2. DRI Tool interface.

(a) DRI φ1, d = 0 (b) DRI φ2, d = 0

Fig. 3. DRI for φ1, φ2 for class [x1]{d=0}.

which function has greater importance, i.e., carries more weight. Then the
DRI computed relative to φ1 is

x(21)
∫

x(11)

φ1dµ{d=1}
x1

=

x(21)
∫

x(11)

φ1 dµ{d=1}
x1

−

x(21)
∫

x(11)

φ1 dµ{d=1}
x1

= 0.

Next, integrate φ2 for the same class, and obtain

x(21)
∫

x(11)

φ2dµ{d=1}
x1

=

x(21)
∫

x(11)

φ2 dµ{d=1}
x1

−

x(21)
∫

x(11)

φ2 dµ{d=1}
x1

= 0.1.

We now calculate the DRI over the entire data set, for both classes
[

x(2)

]

{d=0}
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and
[

x(2)

]

{d=1}
for the two features φ1 and φ2 respectively:

x(21)
∫

x(1)

φ1dµ{d=0}
x2

=

x(21)
∫

x(1)

φ1 dµ{d=0}
x2

−

x(21)
∫

x(1)

φ1 dµ{d=0}
x2

= 0.7.

x(21)
∫

x(1)

φ2dµ{d=0}
x2

=

x(21)
∫

x(1)

φ2 dµ{d=0}
x2

−

x(21)
∫

x(1)

φ2 dµ{d=0}
x2

= 6.3.

(a) DRI φ1 (b) DRI φ2

Fig. 4. DRI for φ1, φ2 for class [x2].

From this, we can conclude that the feature represented by φ2 is more impor-
tant than the feature represented by φ1 with respect to both classes and for
different equivalence classes. The plots in Figures 3 and 4 reveal an interesting
feature of the sample objects that are a source of limits on the DRI, i.e., at
x(12) there is a sharp change in DRI values (this is especially evident in the
plot). This suggests a place to begin experimenting with different limits on the
integral. This break in the DRI values also indicates a change in the evaluation
of the functions representing object features.

Conclusion

This section introduces the definite rough integral defined relative to a rough
capacity function. It is the capacity µB

x that distinguishes the rough integral
from the original capacity-based integral introduced by Choquet during the
1950s. In addition to the the geometric interpretation of the definite rough
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integral already mentioned, this integral is highly significant because it offers
a measure of the importance and relevance of features of sample objects. This
measurement of the relevance of a feature is a byproduct of the rough ca-
pacity function that provides the basis for the rough integral. Now, with the
introduction of rough integral limits, it possible to measure the relevance of
features relative to selected ranges of objects. In effect, the definite rough in-
tegral provides a new basis for feature selection in the classification of objects.
Future work includes a study of the properties of the definite rough integral
and its applications.

25



4.3 Rough Sets and Flow Graphs Integrations

4.3.1 Rough Sets Approximations in Terms of a Flow Graph

A mathematical flow graph, invented by Pawlak in 2002, is an extension of
rough set theory [2]. A flow graph represents the information flow from the
given data set [52–54,68,56]. The branches of a flow graph can be constructed
as decision rules, with every decision rule, there are three associated coeffi-
cients: strength, certainty and coverage [56]. These coefficients satisfy Bayes’
theorem. Inference in flow graphs has polynomial time and flow conservation
comes with probabilistic conditional independencies in the problem domain
[44]. Flow graphs have led to many interesting applications and extensions
such as preference analysis [53], decision tree [68], survival analysis [63], asso-
ciation rule [46], data mining [56], search engines [45], fuzzy set [47,49], entropy
measures [51] and granular computing [48]. More studies involving rough sets
are discussed and provided in [57].

Flow distribution in flow graphs can be exploited for approximation and rea-
soning. Based on flow graph contexts, we define fundamental definitions for
rough sets: four categories of vagueness, accuracy of approximation, roughness
of approximation and dependency degree. In addition, we state formulas to
conveniently compute these measures for inverse flow graphs. To illustrate,
a possible car dealer preference analysis is provided to support our proposi-
tions. New categories and measures assist and alleviate some limitations in
flow graphs to discover new patterns and explanations.

Rough Set Theory

The following rough sets preliminary is taken from [2] . Rough sets are based
on an information system. An information system is a decision table, whose
columns are labeled by attributes, rows are labeled by objects of interest and
entries of the table are attribute values. Formally, it is a pair S = (U,A),
where U is a nonempty finite set of objects called the universe and A is a
nonempty finite set of attributes such that a: U → Va for every a ∈ A. The
set Va is called the domain of a.

If we partition an information system into two disjoint classes of attributes,
called condition and decision attributes, then the information system will be
called a decision system, denoted by S = (U,C,D), where C ∩ D = ∅. Any
subset B of A determines a binary relation I(B) on U called an indiscernibility
relation. It is defined as (x, y) ∈ I(B) if and only if a(x) = a(y) for every a ∈ A,
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where a(x) denotes the attribute value of element x. Equivalence classes of the
relation I(B) are referred to as B-elementary sets or B-elementary granules
denote by B(X), i.e., B(X) describes X in the terms of attribute values from
B [53]. Below, we recall key feature definitions of approximations in rough
sets.

Definition 20 [57] Let S = (U,A) be an information system. For X ⊆ U ,
B ⊆ A. The B-lower approximations, B-upper approximations and B-boundary
region of X are defined as B(X) =

⋃

x∈U {B(X)|B(X) ⊆ X}, B(X) =
⋃

x∈U {B(X)| B(X) ∩ X 6= ∅} and BNB(X) = B(X) − B(X), respectively.

If the boundary region of X is the empty set (i.e., BNB(x) = ∅), then X
is crisp. On the contrary, if BNB(X) 6= ∅, then X is rough. In what follows
we recall four basic classes of rough sets, i.e., four categories of vagueness. If
BNB(x) = ∅, then X is crisp. On the contrary, if BNB(X) 6= ∅, then X is
rough. In what follows we recall four basic classes of rough sets.

Definition 21 [57] Let S = (U,A) be an information system. For X ⊆ U ,
B ⊆ A, the four categories of vagueness are defined as

- B(X) 6= ∅ and B(X) 6= U iff X is roughly B-definable,
- B(X) = ∅ and B(X) 6= U iff X is internally B-indefinable,
- B(X) 6= ∅ and B(X) = U iff X is externally B-definable,
- B(X) = ∅ and B(X) = U iff X is totally B-indefinable.

Approximation of a rough set can be characterized numerically by some mea-
surements as follows.

Definition 22 [57] Let S = (U,A) be an information system. For X ⊆ U ,
B ⊆ A, the accuracy of approximation, αB(X), and roughness of approxi-

mation, γB(X), are defined respectively as αB(X) = card(B(X))

card(B(X))
and γB(X) =

1 − αB(X) = 1 − card(B(X))

card(B(X))
, where card(X) denotes the cardinality of X.

Let us observe that, 0 ≤ αB(X) ≤ 1. If αB(X) = 1, then X is crisp with
respect to B and otherwise, if αB(X) < 1, then X is rough with respect to B.

Definition 23 Let S = (U,A) be an information system and F = {X1, X2, . . . ,
Xn} be a partition of the universe U . For B ⊆ A, F depends on B to a degree

kB(F ) =
∑n

i=1
card(B(Xi))

card(U)
.

Definitions 2 − 4 will be stated in the context of flow graphs later.
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Flow Graphs

Flow graphs were introduced by Pawlak in 2002 [52]. In this section, we re-
call some concepts of flow graphs which were introduced by Pawlak in [52–
54,68,56].

A flow graph is a directed, acyclic, finite graph G = (N ,B, ϕ), where N is a set
of nodes, B ⊆ N×N is a set of directed branches, ϕ: B → R+ is a flow function
and R+ is the set of non-negative real numbers. If (x, y) ∈ B then x is an input
of node y denoted by I(y) and y is an output of node x denoted by O(x). The
input and output of a flow graph G are defined by I(G) = {x ∈ N | I(x) = ∅}
and O(G) = {x ∈ N |O(x) = ∅}. These inputs and outputs of G are called
external nodes of G whereas other nodes are called internal nodes of G. If
(x, y) ∈ B then we call (x, y) a throughflow from x to y. We will assume in
what follows that ϕ(x, y) 6= 0 for every (x, y) ∈ B. With every node x of a
flow graph G, we have its associated inflow and outflow respectively as: ϕ+(x)
=

∑

y∈I(x) ϕ(y, x) and ϕ−(x)=
∑

y∈O(x) ϕ(x, y).

Similarly, an inflow and an outflow for the flow graph G are defined as:
ϕ+(G) =

∑

x∈I(G) ϕ−(x) and ϕ−(G) =
∑

x∈O(G) ϕ+(x). We assume that for
any internal node x, ϕ−(x) = ϕ+(x) = ϕ(x), where ϕ(x) is a throughflow of
node x. Similarly then, ϕ−(G) = ϕ+(G) = ϕ(G) is a throughflow of graph G.
As discussed by Pawlak [53], the above equations can be considered as flow
conservation equations (or pairwise consistent [44]).

Normalized Flow Graphs, Paths and Connections

In order to demonstrate interesting relationships between flow graphs and
other disciplines (e.g., statistics), we come to the normalized version of flow
graphs.

A normalized flow graph is a directed, acyclic, finite graph G = (N ,B, σ),
where N is a set of nodes, B ⊆ N × N is a set of directed branches and σ:
B → [0, 1] is a normalized flow function of (x, y). The strength of (x, y) where

0 ≤ σ(x, y) ≤ 1 is σ(x, y) = ϕ(x,y)
ϕ(G)

.

With every node x of a flow graph G, the associated normalized inflow and
outflow are defined as: σ+(x) = ϕ+(x)

ϕ(G)
=

∑

y∈I(x) σ(y, x), σ−(x) = ϕ−(x)
ϕ(G)

=
∑

y∈O(x) σ(x, y). For any internal node x, it holds that σ+(x) = σ−(x) = σ(x),
where σ(x) is a normalized throughflow of x. Similarly, normalized inflow and

outflow for the flow graph G are defined as: σ+(G) = ϕ+(G)
ϕ(G)

=
∑

x∈I(G) σ−(x),

σ−(G) = ϕ−(G)
ϕ(G)

=
∑

x∈O(x) σ+(x). It also holds that σ+(G) = σ−(G) = σ(G) =
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1. With every branch (x, y) of a flow graph G, the certainty and the coverage

of (x, y) are defined respectively as: cer(x, y) = σ(x,y)
σ(x)

, cov(x, y) = σ(x,y)
σ(y)

, where

σ(x), σ(y) 6= 0. Properties of these coefficients were studied by Pawlak in [52–
54,68,56].

Next, if we focus on sequence of nodes in a flow graph, we can find them by
using the concept of a directed simple path. A (directed) path from x to y
(x 6= y) in G, denoted by [x . . . y], is a sequence of nodes x1, . . . , xn such that
x1 = x and xn = y and (xi, xi+1) ∈ B for every i, 1 ≤ i ≤ n − 1. The cer-
tainty, coverage and strength of the path [x1 . . . xn] are defined respectively as:
cer[x1 . . . xn] =

∏n−1
i=1 cer(xi, xi+1), cov[x1 . . . xn] =

∏n−1
i=1 cov(xi, xi+1), σ[x . . . y]

= σ(x)cer[x...y] = σ(y)cov[x . . . y].

The set of all paths from x to y (x 6= y) in G, denoted by 〈x, y〉, is a con-
nection of G determined by nodes x and y. For every connection 〈x, y〉, the
associated certainty, coverage and strength of the connection 〈x, y〉 are defined
as: cer 〈x, y〉 =

∑

[x...y]∈〈x,y〉 cer[x . . . y], cov 〈x, y〉 =
∑

[x...y]∈〈x,y〉 cov[x . . . y],
σ 〈x, y〉 =

∑

[x...y]∈〈x,y〉 σ[x . . . y] = σ(x)cer 〈x, y〉 = σ(y)cov 〈x, y〉.

If [x. . .y] is a path such that x and y are the input and output of G, then
[x. . .y] will be referred to as a complete path. The set of complete paths from
x to y will be called a complete connection from x to y in G.

If we substitute every complete connection 〈x, y〉 in G, where x and y are an
input and an output of a graph G with a single branch (x, y) such that σ(x, y)
= σ 〈x, y〉, cer(x, y) = cer 〈x, y〉 and cov(x, y) = cov 〈x, y〉 then we have a new
flow graph G′ with the property: σ(G) = σ(G′). G′ is called a combined flow
graph. A combined flow graph represents the relationship between its inputs
and outputs more precisely.

Starting from a flow graph, if we invert the direction of all branches in G,
then the resulting graph G−1 will be called the inverted graph of G (or the
inverse flow graph of G) [56]. Essentially, three coefficients of an inverse flow
graph can be computed from its flow graph as follows: σG−1(y, x) = σG(x, y),
cerG−1(y, x) = covG(x, y) and covG−1(y, x) = cerG(x, y).

Rough Set Approximations and Flow Graphs

In this section, we provide a bridge between flow graphs and rough approxi-
mation. From standard definitions of approximations made by rough sets, we
give these definitions in the context of flow graphs below.

Suppose we are given a normalized flow graph G = (A,B, σ), where A =
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{Al1 , Al2 , . . . , Aln} is a set of attributes 1 , B is a set of directed branches and
σ is a normalized flow function. A set of nodes in a flow graph G correspond-
ing to Ali is referred to as a layer i. For A = C ∪ D, we have that every
layer corresponding to C will be called a condition layer whereas every layer
corresponding to D will be called a decision layer. If an attribute Ali contains
nli values, we say that it contains nli nodes.

We now consider how to approximate an attribute value Y ∈ Ali+1
from at-

tribute values of Ali where Ali =
{

X1, X2, . . . , Xnli

}

, to indicate lower approx-
imation, upper approximation and boundary region of Y . In Definition 24, we
recall Pawlak’s definitions of lower approximation, upper approximation and
boundary region for flow graphs.

Definition 24 [53] Let G = (A,B, σ) be a normalized flow graph, Ali =

{X1, X2, . . . , Xnli

}

, 1 ≤ i ≤ k − 1, be an attribute in layer i and Y be a

node in Ali+1
. For any branch (Xj, Y ), j ∈ {1, . . . , nli}, of the flow graph G,

the union of all inputs Xj of Y is the upper approximation of Y (denoted
Ali(Y )), the union of all inputs Xj of Y , such that cer(Xj, Y ) = 1, is the
lower approximation of Y (denoted Ali(Y )). Moreover, the union of all in-
puts Xj of Y , such that cer(Xj, Y ) < 1, is the boundary region of Y (denoted
AliNAli

(Y )).

In Definition 25, we state four categories of rough sets mentioned in Definition
21 in terms of flow graph.

Definition 25 Let G = (A,B, σ) be a flow graph, Ali =
{

X1, X2, . . . , Xnli

}

,
1 ≤ i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1

. For any
branch (Xj, Y ), j ∈ {1, . . . , nli}, of G, we define four categories of vagueness
as

- ∃Xj [cer(Xj, Y ) = 1] and ∃Xj [Xj /∈ I(Y )] iff Y is roughly Ali-definable,
- ∀Xj [cer(Xj, Y ) 6= 1] and ∃Xj [Xj /∈ I(Y )] iff Y is internally Ali-indefinable,
- ∃Xj [cer(Xj, Y ) = 1] and ∀Xj [Xj ∈ I(Y )] iff Y is externally Ali-definable,
- ∀Xj [cer(Xj, Y ) 6= 1] and ∀Xj [Xj ∈ I(Y )] iff Y is totally Ali-indefinable.

From the definition we obtain the following interpretation:

- if Y is roughly Ali-definable, this means that we are able to decide for some
elements of U whether they belong to Y or −Y 2 , using Ali ,

- if Y is internally Ali-indefinable, this means that we are able to decide
whether some elements of U belong to −Y , but we are unable to decide for
any element of U , whether it belongs to Y or not, using Ali ,

1 In what follows, we regard N as A for simplicity.
2 Where −Y = U − Y .
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- if Y is externally Ali-indefinable, this means that we are able to decide for
some elements of U whether they belong to Y , but we are unable to decide,
for any element of U whether it belongs to −Y or not, using Ali ,

- if Y is totally Ali-indefinable, we are unable to decide for any element of U
whether it belongs to Y or −Y , using Ali .

Property 4 Let G = (A,B, σ) be a flow graph, Ali =
{

X1, X2, . . . , Xnli

}

,
2 ≤ i ≤ k, be an attribute in layer i and W be a node in Ali−1

. For any
branch (Xj,W ), j ∈ {1, . . . , nli} in the inverse flow graph of G, the union
of all output Xj of W in flow graph G is the upper approximation of W , the
union of all outputs Xj of W in a flow graph G, such that cov(W,Xj) = 1, is
the lower approximation of W . Moreover, the union of all outputs Xi of W ,
such that cov(W,Xj) < 1, is the boundary region of Y .

PROOF. It can be proved in a straightforward way according to definition
and property of inverse flow graph and Definition 24. 2

The following example illustrates the four basic categories.

Example Suppose we are given the flow graph for the preference analysis
problem depicted in Fig. 5, that describes four disjoint models of cars X =
{X1, X2, X3, X4}. They are sold to four disjoint groups of customers Z =
{Z1, Z2, Z3, Z4} through three dealers Y = {Y1, Y2, Y3}.

By Definition 24, when we consider customer Z1: the lower approximation of
Z1 is an empty set, the upper approximation of Z1 is Y1∪Y2 and the boundary
region Z1 is Y1∪Y2. Hence, by Definition 25, we conclude that Z1 is internally
Y -indefinable. In Fig. 5 (only limited information is available), by using the set
of dealers (Y ) to approximate the customer group Z1 together with the flow
distribution visualized in layers two and three, our results can be summarized
as the following.

- Since no branch connects Y3 and Z1, there is no customer Z1 buys a car from
dealer Y3. As a result if dealer Y3 plans to run new promotional campaigns,
they do not need to pay attention to customer group Z1 in these campaigns.

- If a customer buys a car through dealer Y1 or Y2, then we cannot conclude
whether this is a customer in group Z1 or not. Thus, if dealers Y1 and Y2

plan to run promotional campaigns, then they should, at least, target at
customer group Z1 in their campaigns.

Similarly, we can approximate all attribute values (node) in the inverse flow
graph of G by using Property 4.

However, the flow graph perspective on rough sets’ categories in Definition 25
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do not provide approximations quantitively. Hence, in Definitions 26 and 27,
we define two measures for flow graphs, the accuracy of approximation and
the roughness of approximation.

Definition 26 Let G = (A,B, σ) be a flow graph, Ali =
{

X1, X2, . . . , Xnli

}

,
1 ≤ i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1

. For any
branch (Xj, Y ), j ∈ {1, . . . , nli}, of G, the accuracy of approximation, αAli

(Y ),

is defined as: αAli
(Y ) =

card(Ali
(Y ))

card(Ali
(Y ))

.

We can use the accuracy of approximation to specify the quality of an ap-
proximation. Obviously, 0 ≤ αB(X) ≤ 1. If αAli

(Y ) = 1, then Y is crisp with
respect to Ali , and otherwise, if αAli

(Y ) < 1, then Y is rough with respect to
Ali .

Definition 27 Let G = (A,B, σ) be a flow graph, Ali =
{

X1, X2, . . . , Xnli

}

,
1 ≤ i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1

. For
any branch (Xi, Y ), i ∈ {1, . . . , nli}, of G, the roughness of approximation,

γAli
(Y ), is defined as: γAli

(Y ) = 1 − αAli
(Y ) =

card(Ali
(Y ))−card(Ali

(Y ))

card(Ali
(Y ))

.

We have that 0 ≤ γAli
(Y ) ≤ 1. If γAli

(Y ) = 0, then Y is crisp with respect to
Ali , and otherwise, if γAli

(Y ) < 1, then Y is rough with respect to Ali .

Property 5 Let G = (A,B, σ) be a flow graph, Ali =
{

X1, X2, . . . , Xnli

}

, 1 ≤
i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1

. For any branch
(Xj, Y ), j ∈ {1, . . . , nli}, of G, we have

(1) αAli
(Y ) =

∑

cer(Xj,Y )=1
σ(Xj)

∑

Xj∈I(Y )
σ(Xj)

and (2) γAli
(Y ) =

∑

cer(Xj,Y )<1
σ(Xj)

∑

Xj∈I(Y )
σ(Xi)

.
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PROOF. (1) From Definition 24, we have card(Ali(Y )) =
∑

cer(Xj ,Y )=1 card(Xj)

and card(Ali(Y )) =
∑

Xj∈I(Y ) card(Xi). Since card(Xj)=ϕ(Xj) = σ(Xj)ϕ(G) =

σ(Xj)ϕ(U) and by Definition 26, then αB(Y ) =

∑

cer(Xj,Y )=1
σ(Xj)

∑

Xj∈I(Y )
σ(Xj)

.

(2) It can be proved similarly to (1). 2

Let us briefly comment on Property 2(1) that the greater the boundary of Y ,
the lower is the accuracy. If αAli

(Y ) = 1, the boundary region of Y is empty.

Property 6 Let G = (A,B, σ) be a flow graph, Ali =
{

X1, X2, . . . , Xnli

}

,
2 ≤ i ≤ k, be an attribute in layer i and W be a node in Ali−1

. For any branch

(Xj,W ), j ∈
{

1, . . . , nlj

}

in the inverse flow graph of G, we have

(1) αAlj
(W ) =

∑

cov(W,Xj)=1
σ(Xj)

∑

Xj∈O(W )
σ(Xj)

and (2) γAlj
(W ) =

∑

cov(W,Xj)<1
σ(Xj)

∑

Xj∈O(W )
σ(Xj)

.

PROOF. (1) From Property 4, we have card(Alj (W ))=
∑

cov(Xj ,W )=1card(Xj)

and card(Alj (Y )) =
∑

Xj∈O(W ) card(Xj). Since card(Xj) = ϕ(Xj) = σ(Xj)ϕ(G) =

σ(Xj)ϕ(U) and by Definition 26, then αAlj
(W ) =

∑

cer(Xj,W )=1
σ(Xj)

∑

Xj∈O(W )
σ(Xj)

.

(2) It can be proved similarly to (1). 2

Example (Cont.) Consider the branches between dealer and customer group
in Fig. 5. We can read from our flow graph that 24% of all customers buy cars
through dealer Y3 (σ(Y3) = 0.24) and all of them are in customer group Z3

(cer(Y3, Z4) = 1). There is only one branch (Y3, Z4) with cer(Y3, Z4) = 1 3 .
Thus, by Property 5(1), we have αY (Z1) = αY (Z2) =αY (Z3) = 0 and αY (Z4)

=

∑

cer(Yi,Z4)=1
σ(Yi)

∑

Yi∈I(Z4)
σ(Yi)

= σ(Y3)
σ(Y1)+σ(Y2)+σ(Y3)

= 0.24.

These results imply that we should not make decisions involving customer
groups Z1, Z2 and Z3 solely by using dealers due to high imprecision. Nev-
ertheless, we can partly check that it will be customer group Z4 with low
accuracy by using dealers. Similarly, if we consider the roughness of approx-
imation between dealer and customer group, then by Property 5(2), we have
γY (Z1) = γY (Z2) =γY (Z3) = 1 and γY (Z4) = 0.76. We can draw a conclusion
in a similar manner as we did for the roughness measure.

3 By employing the approach presented in our previous study [46], we can extract
some interesting association rules. If the model of car X2 (or X4) is bought through
dealer Y3 then the customer group is Z4 with support 0.12 and confidence 1.
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Please note that we can calculate the accuracy and the roughness of approx-
imation between attributes in the inverse flow graph by using Property 6.
Another important topic in data analysis is dependency between attributes.
We introduce dependency degree between any two attributes in Definition 28.

Definition 28 Let G = (A,B, σ) be a flow graph, Ali=
{

X1, X2, . . . , Xnli

}

and Ali+1
=

{

Y1, Y2, . . . , Ynli+1

}

, 1 ≤ i ≤ k, be any two adjacent layers. Ali+1

depends on Ali to a degree kAli
(Ali+1

) =

∑
nli+1
l=1

card(Ali
(Yl))

card(U)
.

If kAli
(Ali+1

) = 1, we say that Ali+1
depends totally on Ali , and if kAli

(Ali+1
)

< 1, we say that Ali+1
depends partially in a degree kAli

(Ali+1
) on Ali . It is

worth pointing out that our dependency measure is different to the one given
by Pawlak [56]. The former gives dependency degree between two adjacent
attributes (layers) while the latter gives dependency degree between two nodes
connected by directed branch.

Property 7 Let G = (A,B, σ) be a flow graph, Ali=
{

X1, X2, . . . , Xnli

}

and

Ali+1
={X1, X2, . . . , Xnli+1

}

, 1 ≤ i ≤ k, be any two adjacent layers. Ali+1

depends on Ali to a degree kAli
(Ali+1

) =
∑

cer(Xi,Xj)=1 σ(Xi).

PROOF. From Definition 24,
∑nli+1

j=1 card(Ali(Xj))=
∑nli+1

j=1

∑

cer(Xi,Yj)=1card(Xi).
Since Xn ∩ Xm = ∅, 1 ≤ n 6= m ≤ nli , then Ali(Xn) ∩ Ali(Xm) = ∅. Thus
∑n

j=1 card(Ali(Xj)) =
∑

cer(Xi,Yj)=1 card(Xi). Since ϕ(Xi) = σ(Xi)ϕ(G) =
σ(Xi)ϕ(U) and by Definition 28, we can write γB(D) =

∑

cer(Xi,Xj)=1 σ(Xi). 2

Property 8 Let G = (A,B, σ) be a flow graph, Alj =
{

X1, X2, . . . , Xnlj

}

and

Alj−1
= {X1, X2, . . . , Xnlj−1

}

, 1 ≤ j ≤ k + 1, be any two adjacent layers in

the inverse flow graph of G. Alj−1
depends on Alj to a degree kAlj

(Alj−1
) =

∑

cov(Xi,Xj)=1 σ(Xi).

PROOF. It can be proved similarly as Property 7 2

Example (Cont.) Consider model of car and dealer in the flow graph G in
Fig. 5. By Property 7, dealer depends on model of car to a degree γX(Y ) =
∑

cer(Xi,Yj)=1 σ(Xi) = σ(X3) = 0.17. On the other hand, if we consider customer
and dealer in the inverse flow graph of G, then by Property 8, we obtain that
dealer depends on customer group to a degree γZ(Y ) =

∑

cov(Yi,Zj)=1 σ(Zi) =
σ(Z3) = 0.21. These results give a conclusion that dealers depend on customer
groups more than models of cars.
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In what follows, we aim to approximate a specific attribute value by some
attribute values such that they are not in adjacent layers. We can use the
concept of a connection to do this. More specifically, if we aim to approximate
an attribute value in an output layer by attribute values in an input layer,
then we will use the concept of complete connection.
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Fig. 6. A combined flow graph.

Example (Cont.) For model of car and customer group in Fig. 5, we give
a combined flow graph in Fig. 6. By Definition 24, for Z4, the lower approx-
imation of Z4 is an empty set, the upper approximation and the boundary
region of Z4 are X1 ∪ X2 ∪ X3 ∪ X4. Hence, by Definition 25, Z4 is totally
X-indefinable.

By Property 5, we have the accuracy and the roughness approximation of
customer Z4 by model of car as: αX(Z4) = 0 and γX(Z4) = 1. Additionally,
we can use Property 7 to compute the dependency between model of car and
customer group, and the result is 0. From these results due to the imprecision
and dependency, we should not make decisions involving customer group Z4

by using only model of car. As before, we can approximate and measure them
for the inverse flow graph in the same way. Comparing the obtained accuracy
and roughness measures, we can draw a conclusion that from this population
dealer is a better indicator for analyzing customer group Z4 than model of car.

Conclusion

In this research, we introduce definitions and properties of rough set approxi-
mations, accuracy and roughness of approximation which are defined in terms
of a flow graph. They can be useful when the initial data is in the form of
flow graph and contains some limitations. We illustrate a car dealer preference
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analysis to support our propositions. Our future work is to explore relation-
ships between flow graphs and three-way decision rules.
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4.3.2 Flow Graphs and Decision Trees

Flow graphs, invented by Pawlak as an extention of rough set theory [64],
model the information flow of a given data set [65–68]. When starting from
a large data set (as in databases around the world), reasoning is referred to
as inductive reasoning. Reasoning using flow graphs is included in inductive
reasoning. This is in contrast to deductive reasoning, where axioms expressing
some universal truths are used as a departure point of reasoning [65]. We
can discover dependencies, correlations and decision rules within a data set
without reference to its probabilistic nature by using flow graphs [65]. It is an
efficient method for uncertainty management, partly because the branches of
a flow graph are interpreted as decision rules. Flow graphs play an important
role in reasoning from uncertain data and have been successfully applied in
many areas e.g., fuzzy sets [60], search engines [61], rule analysis [63], conflict
analysis [67] and data mining [68].

We look at two developments here. One concerns the quality of an individual
flow graph. A promising measure considered in this paper is entropy. A decision
tree can be constructed as a unique flow graph by removing the root while its
nodes are labeled by the same attribute [68]. We further investigate decision
tree generation from flow graphs, which is the inverse problem. Thus, creation
of decision trees can be accomplished without referring to decision tables but
using the information flow about the problem we are interested in.

Flow Graphs

In this section we breifly review and discuss basic definitions and some math-
ematical properties of flow graphs from the studies of Pawlak [66,68].

Flow graphs have traditionally been used for managing uncertainty [58,60,61,63,65–
68]. In order to demonstrate interesting relationships between flow graphs and
other disciplines, we consider the normalized version of flow graphs.

A normalized flow graph is a directed, acyclic, finite graph G = (N, B, σ),
where N is a set of nodes, B ⊆ N ×N is a set of directed branches ϕ: B → R+

is a flow function, ϕ(G) is a throughflow of flow graph G, σ: B → [0, 1] is a
normalized flow of (x, y) and σ(x) is a normalized throughflow of x.

With every decision rule, there are three associated coefficients: strength, cer-
tainty and coverage. The strength of (x, y) is given by

σ(x, y) =
ϕ(x, y)

ϕ(G)
. (5)
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For every node x of a flow graph G, the associated normalized inflow and out-
flow are defined respectively as ϕ+(x) =

∑

y∈I(x) σ(y, x), ϕ−(x) =
∑

y∈O(x) σ(x, y).
For every branch (x, y) of a flow graph G, the certainty and the coverage of
(x, y) are defined respectively as:

cer(x, y) =
σ(x, y)

σ(x)
, (6)

cov(x, y) =
σ(x, y)

σ(y)
(7)

where σ(x), σ(y) 6= 0. As a consequence of the previous definitions, the fol-
lowing properties hold:

∑

y∈O(x) cer(x, y) =
∑

y∈I(x) cov(x, y) = 1, σ(x) =
∑

y∈O(x) cer(x, y)σ(x) =
∑

y∈O(x) σ(x, y) =
∑

x∈I(x) cov(x, y)σ(y) =
∑

x∈I(x) σ(x, y)

and cer(x, y) = cov(x,y)σ(y)
σ(x)

and cov(x, y) = cer(x,y)σ(x)
σ(y)

[66,68]. The two last

equations are Bayes’ rules [65] which simplifies computation. Furthermore,
flow conservations of flow graphs are discussed in [66].

Example 1 Consider the well known weather data set for data mining, given
in Table 2 [62], where Outlook, Temperature, Humidity, Wind are condition
attributes and PlayTennis is the decision attribute. Fig. 7 depicts the flow
graph corresponding to this data set. Each group of nodes (vertically) in the
flow graph is referred to as a layer, for example, Fig. 7 has five layers. Every
layer corresponds to a particular attribute, and all nodes of a layer correspond
to possible values of the attribute. We can interpret some patterns e.g., the
database shows 36% sunny outlook, 29% overcast outlook and 36% rain out-
look. We also know that 40% of sunny days are high, 40% are mild and 20%
are low, etc. Briefly, the flow graph visualizes the information of the data given
in Table 2.

If we focus on Wind and the decision PlayTennis, then we can construct a
flow graph to analyze its information flow and decision rules as shown in Fig.
8(a) 4 . Nodes in the first layer are the possible values of Wind labelled by
Weak and Strong with their normalized throughflow, σ(x), (calculated from
8
14

and 6
14

) indicate there are 57% and 43% of days which have weak and strong
wind, respectively. The nodes in the second layer are the possible values of
PlayTennis, labelled by No and Yes. These nodes indicate that 64% and 36%
of the days they do and do not play tennis, respectively.

All branches are interpreted as decision rules with certainty, strength and
coverage coefficients computed by (5)–(7). In the branches starting from Weak,
σ = 0.14 and σ = 0.43, there are 14% and 43% of days that wind is weak but

4 The computations may contain roundoff errors.
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Table 2
Weather data set [62].

Day Outlook Temperature Humidity Wind PlayTennis

D1 Sunny Hot High Weak No

D2 Sunny Hot High Strong No

D3 Overcast Hot High Weak Yes

D4 Rain Mild High Weak Yes

D5 Rain Cool Normal Weak Yes

D6 Rain Cool Normal Strong No

D7 Overcast Cool Normal Strong Yes

D8 Sunny Mild High Weak No

D9 Sunny Cool Normal Weak Yes

D10 Rain Mild Normal Weak Yes

D11 Sunny Mild Normal Strong Yes

D12 Overcast Mild High Strong Yes

D13 Overcast Hot Normal Weak Yes

D14 Rain Mild High Strong No
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Fig. 7. Flow graph weather data.

they do not play tennis and play tennis, respectively. Accordingly, cer = 0.25
and cer = 0.75 indicate that there are 25% and 75% of the weak wind days that
they do not play tennis and play tennis, respectively. Finally, for the branches
ending at No, cov = 0.4 and cov = 0.6 indicate that there are 40% and 60%
of the do not play tennis days which are weak and strong wind, respectively.
Similarly, Fig. 8(b) illustrates the flow graph of Humidity and PlayTennis.
Traditionally, decision rules from flow graphs with large values of certainty
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are included in the classifier system e.g., IF Wind = Weak THEN PlayTennis
= Yes or IF Humidity = High THEN PlayTennis = No. The respective values
of coverage are useful to give explanations (reasons) for these decision rules.
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(a) Wind and PlayTennis (b) Humidity and PlayTennis

Fig. 8. Flow graphs of weather data.

Entropy

Entropy-based measurements of uncertainty and predictability of flow graphs
are considered in this paper. The entropy of a random variable measures the
uncertainty associated with that variable (sometimes called the Shannon en-
tropy [69]).

Definition 29 If X is a discrete random variable and p(x) is the value of
probability distribution, then the entropy of X is H(X) = −

∑

x∈X p(x) log2 p(x).

Definition 30 If X and Y are discrete random variables and p(x, y) is the
value of their joint probability distribution at (x, y), then the joint entropy of
X and Y is H(X,Y ) = −

∑

x∈X

∑

y∈Y p(x, y) log2 p(x, y).

Joint entropy is the amount of information in two (or more) random variables
whereas conditional entropy is the amount of information in one random vari-
able given we already know the other.

Definition 31 If X and Y are discrete random variables and p(x, y) and
p(y|x) are the values of their joint and conditional probability distributions,
then the conditional entropy of Y given X is

H(Y |X) = −
∑

x∈X

∑

y∈Y p(x, y) log2 p(y|x).

Entropy Measures of Flow Graphs

Similar to the standard definition of entropy, we give definitions of the entropy
of a flow graph in this section (measured in bits).
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Traditionally, given a collection (training data) S, the entropy is defined rel-
ative to its classification to characterizes the purity of this collection of ex-
amples. This is essentially the entropy of the probability distribution defined
by the data set for the decision attribute Y . We define the entropy of a flow
graph by replacing this probability with the normalized throughflow of value
y, which is natural, since σ(y) = p(Y = y).

Definition 32 The entropy, H(G), of a flow graph G is defined as

H(G) = −
∑

y∈Y

σ(y) log2 σ(y)

where σ(y) is the normalized throughflow of the decision attribute value Y = y.

The joint entropy and conditional entropy between attributes X and Y are
also defined similar to existing definitions.

Definition 33 If X and Y are attributes in the flow graph G then the joint
entropy of X and Y is

H(X,Y ) = −
∑

x∈X

∑

y∈Y

σ(x, y) log2 σ(x, y)

where σ(x, y) is the strength coefficient of the attribute values X = x and
Y = y.

The task of inference in knowledge discovery is related to computing p(Y =
y|X = x) where x and y are values of condition and decision attributes. This
how the entropy measures of a flow graph describe the predictive performance
of an attribute. Recall that cer(x, y) = p(Y = y|X = x). We define the
conditional entropy of attributes in a flow graph below.

Definition 34 If X and Y are attributes in the flow graph G then the condi-
tional entropy of Y given X is defined as

H(Y |X) = −
∑

x∈X

∑

y∈Y

σ(x, y) log2 cer(x, y).

where σ(x, y) and cer(x, y) are the strength and certainty coefficients of the
attribute values X = x and Y = y, respectively.

Next, we give a formula to compute the information gain, Gain(G,X) of a
particular condition attribute X. It is the original entropy of the flow graph
(Definition 32) minus the conditional entropy of Y given X.
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Definition 35 If X and Y are attributes in the flow graph G then the in-
formation gain, Gain(G,X) of an attribute X, relative to a flow graph G, is
defined as

Gain(G,X) = H(G) − H(Y |X).

Information gain can serve as a tool for predictive performance discovery. It
measures the effectiveness of an attribute to classify the given (training) flow
graph. In other words, it indicates the best prediction attribute (having highest
Gain(G,X)) of decision attributes in flow graph. Using these new definitions,
we will analyze flow graphs not in probabilistic flavor but in deterministic
flavor in detail in the next sections.

Illustrative Example

The attributes of the data 5 given in Fig. 8, can be regarded as discrete ran-
dom variables where Wind takes values w = {Weak, Strong}, Humidity—h =
{High, Normal} and PlayTennis—t = {Yes, No}.

First let us focus on Wind and PlayTennis in the flow graph in Fig. 8(a), their
normalized throughflows are:

- σ(x) of Wind are σ(Weak) = 0.57 and σ(Strong) = 0.43, and
- σ(y) of PlayTennis are σ(No) = 0.36 and σ(Y es) = 0.64.

The strength coefficients σ(x, y) of Wind and PlayTennis are:

- σ(Weak,No) = 0.14, - σ(Weak, Y es) = 0.43,
- σ(Strong,No) = 0.21, - σ(Strong, Y es) = 0.21.

First, let us calculate the entropy of the flow graph G in Fig. 8(a) by using
Definition 32.

H(G) =−
∑

y∈PlayTennis

σ(y) log2 σ(y)

=−(0.36 log2 0.36 + 0.64 log2 0.64)

= 0.94.

5 Wind and PlayTennis are not independent since p(Wind = w, P layTennis =
t) 6= p(Wind = w) × p(PlayTennis = t), c.f. [58] for dependency issue.
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We calculate the certainty coefficients cer(x, y) of Wind and PlayTennis as

- cer(Weak,No) = σ(Weak,No)
σ(Weak)

= 0.25, - cer(Weak, Y es) = 0.75,

- cer(Strong,No) = 0.5, - cer(Strong, Y es) = 0.5.

According to Definition 34, conditional entropy of PlayTennis given Wind is

H(PlayTennis|Wind) =−
∑

x∈Wind

∑

y∈PlayTennis

σ(x, y) log2 cer(x, y)

=−(0.14 log2 0.25 + 0.21 log2 0.5

+0.43 log2 0.75 + 0.21 log2 0.5)

= 0.89.

Thus, the information gain of attribute Wind, relative to the flow graph G
given in Fig. 8(a) is

Gain(G,Wind) = H(G) − H(PlayTennis|Wind)

= 0.94 − 0.89

= 0.05.

Similarly, the information gain of Humidity, relative to a flow graph G in Fig.
8(b) is Gain(G,Humidity) = 0.15

According to the discussion provided in [62], our definition of information
gain of a particular attribute relative to a flow graph G is similar to the
information gain they used to build decision trees. Gain(G,Wind) is less than
Gain(G,Humidity) indicates condition attribute Wind has less predictive
power than Humidity. In other words, knowing the Humidity value helps to
predict outcome better than knowing the Wind value. This is thus referring
to the quality of the flow graph in Fig. 8(a) as a classifier is not as predictive
as the flow graph in Fig. 8(b).

An Application to Decision Trees

Entropy in machine learning has been successful in computing information
gain in decision trees [62]. In further discussion, we adopt standard terminology
concerning decision trees like root, branches, etc. Starting from a decision
tree, it can be constructed as a unique flow graph by removing the root while
its nodes are labeled by the same attribute [68]. Theoretically, Butz et al.
showed that a flow graph is a special case of chain Bayesian network [58]. On
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Fig. 9. Predictive decision tree from weather data set.

the contrary, in some situations, such as voting analysis and supply–demand
problems (discussed in [65]), the available format is not a decision table or a
database but is a flow graph. Hence, a classifier system constructed directly
from a flow graph instead of a decision table is required. It is shown that
classification of objects in flow graph representation boils down to finding the
maximal output flow [65]. For these reasons, flow graph information gain is
applied to solve this problem.

In this section, a new construction for decision trees from a flow graph is es-
tablished. It is not sufficient to just precede in the inverse order as a (unique)
flow graph construction from a decision tree, since a flow graph can be re-
arranged its layer order. Thus, it can construct several decision trees with
distinct predictabilities.

Example 2 We are given the initial flow graph in Fig. 7 and we aim to con-
struct a decision tree classifier. We can construct the decision tree by adding
its root. All corresponding nodes and branches are inherited from the flow
graph. Although, a decision tree constituted directly from this graph will have
the level of nodes as appeared in the flow graph which has less predictive per-
formance as discussed in [62]. Alternatively, from Section 4, the information
gain (predictive) order of condtional attributes is Outlook, Humidity, Wind
and Temperature. Then we can generate a decision tree classifier (Fig. 9). Its
levels are determined according to their flow graph information gains. As one
can see, this flow graph can be used as a classifier for PlayTennis. Hence, a
more predictive decision tree can be constructed by using the proposed flow
graph entropy and information gain.
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Concluding Remarks

We propose flow graphs’ analysis based on entropy computation. We have
shown a new mathematical relationship between flow graphs and entropy,
which can be used for data analysis. In particular, an information gain derived
from entropy is suitable for creating and analyzing decision trees from flow
graphs when starting from a specified format. The entropy of flow graphs
may have applications not necessarily associated with decision trees, but these
require further study. Future works are an exploration of such problems and
a more formal scheme for decision tree generation.
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5. ขอเสนอแนะสําหรับงานวิจัยในอนาคต 
 
 ผูวิจัยไดคนพบสมบัตทิางคณิตศาสตรที่สาํคัญของ roughness measure รวมถึงคิดคน
และพิสูจนขอบเขตบนและลางของ roughness measure of fuzzy sets สําหรับยูเนียนและ
อินเตอรเซกชนัสําหรับสองเซต ถือเปนเพียงการพิสูจนบางสวนเพือ่ระบุขอบเขตการดําเนินการ
ทางคณิตศาสตรของ roughness measure of fuzzy sets เทาน้ัน และยังตองทําการศึกษาและ
พิสูจนสําหรับรูปแบบทัว่ไปมากขึ้นตอไปตามลําดับ และพัฒนาเพื่อประยุกตใช roughness 
measure และขอบเขตที่ไดกับขอมูลตาง ๆ ตอไป  
 จากผลการทดลองของ DRI ผูวิจัยสังเกตขอบงชีท้ี่สาํคัญอีก 2 ประการ นั่นคือ เม่ือพบ
ตําแหนงในกราฟแสดงผลลพัธที่มีการเปลี่ยนมุมหรือมีจุดหักเปลี่ยนคา DRI เม่ือเปรียบเทยีบกบั
คาฟงกชันแลว ควรเลือกคาขอบเขตของปริพันธในการทดลองที่ตางออกไปใหม และจากความ
ถูกตอง ประสทิธิภาพ ความรวดเร็ว และความยืดหยุนที่สามารถเลือกฟงกชัน ชวงและ class ที่
ตองการได จึงควรตอยอดนํา DRI ไปวิเคราะหขอมูลที่เก็บจากตวัเซนเซอรทางวศิวกรรมศาสตร
ตอไป  
 ในแงของกราฟสายงาน นิยาม สูตร และระเบียบวธิีจากผลการวิจัยที่ไดนัน้คิดคน
สําหรับโหนดที่ประชิดกัน จึงควรตอยอดสําหรับกรณีทั่วไป และสาํหรับวิถีและการเชื่อมตอดวย 
นอกจากนี้ เอนโทรป information gain, categories of vagueness, accuracy of 
approximation, roughness approximation และ dependency degree ที่ไดเสนอขึ้นอาจมี
ประโยชนในแงอ่ืน ๆ ที่ตองศึกษาตอไป รวมถึงการพัฒนาระเบยีบวธิีการแปลงกราฟสายงาน
เปนตนไมการตัดสินใจโดยพิจารณาวิถีและการเชื่อมตอ เพ่ือยกระดับตนไมการตัดสินใจผลลพัธ
ใหมีความถูกตองและสรางไดรวดเร็วมากยิ่งขึ้น  
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In this work, we study the roughness measure of fuzzy sets. New properties and roughness
bounds for fuzzy set operations are established. Knowing these bounds of the operations
results helps one to avoid unnecessary space in computation.
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1. Introduction

Rough set theory was invented by Pawlak [1] and fuzzy set theory by Zadeh [2]. The given set, which is the target of
the study, typically contains vagueness and data uncertainty that all require adjustments. In order to accommodate such
difficulties, approximation is required and thus rough sets and fuzzy sets are expedient. Rough sets approximation is carried
out in terms of two sets: the lower and upper approximations [1]. Alternatively, fuzzy sets approximation is carried out using
a membership function [2,3]. According to Pawlak [1], ‘‘A rough set represents a new mathematical approach to vagueness and
uncertainty, the emphasis being on the discovery of patterns in data’’. The rough sets approach is viewed as a soft, rather
than hard, computing technique. Thus, rough sets approaches are effective in the fields of data analysis, machine learning,
information retrieval, survival analysis [4–8]. Fuzzy set theory has attracted researchers and played an important role in
natural language, image processing, robotics, etc. [3]. Dubois et al. proposed rough fuzzy sets and fuzzy rough sets, and then
established theoretical rough sets and fuzzy sets integrations [9]. The study by Banerjee et al. strengthens the connections
between rough sets and fuzzy sets with the roughness measure of fuzzy sets [10]. Huynh et al. introduced a new roughness
measure of fuzzy sets based on mass assignment [11]. The roughness of a fuzzy set was then interpreted as the weighted
sum of the roughness measures of nested focal subsets. Yang et al. have investigated roughness bounds under different set
operations for rough sets [12].
Not only has the theoretical development expanded, but practical applications were studied as well. Banerjee et al.

and Zhang et al. found measures of the roughness of fuzzy sets useful for applications in pattern recognition [10,13]. The
authors proposed using rough fuzzy sets as the model for images [14]. The results show that objects are extracted with
higher accuracy using their approach, compared to Shannon’s probabilistic entropy. In the work of Huynh et al. [11], a new
roughness measure was used to analyze relational databases. Yang et al. reported that roughness measures are important
indicators for decisionmaking applications [12]. Whenwe focus on data mining, machine learning, bioinformatics, network
security, natural language processing, etc., data sets are usually huge. Thus, we investigate bounds on roughness measures
for the fuzzy set operations. This work is organized as follows. Sections 2 and 3 contain requisite notions of rough sets,
fuzzy sets and roughness measures. The theoretical background for important operators and new bounds on the roughness
measure for fuzzy set operations are provided in Sections 4 and 5.
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2. Rough sets and fuzzy sets

Definition 1 ([1]). Let U be a non-empty finite set called the universe and R be an equivalence relation on U . We call 〈U, R〉
an approximation space.

Definition 2 ([1]). Let 〈U, R〉 be an approximation space, A ⊆ U and X1, X2, . . . , Xn denote the equivalence classes in U with
respect to R. The lower approximation A, upper approximation A and boundary region BNR are defined as A =

⋃
{Xi : Xi ⊆

A}, A =
⋃
{Xi : Xi ∩ A 6= ∅}, and BNR = A− Awhere i ∈ {1, 2, . . . , n}, respectively.

Definition 3 ([1]). Let 〈U, R〉 be an approximation space and A ⊆ U . A measure of roughness of A in 〈U, R〉 is defined as
ρA = 1−

|A|
|A|
,where |X | denotes the cardinality of the set X .

Yao [7] stated that the roughness measure can be understood as the distance between the lower and upper
approximations. Next, let A : U → [0, 1] be a fuzzy set in U , A(x), x ∈ U , giving the degree of membership of x in A [10].

Definition 4 ([10]). The lower and upper approximations of fuzzy set A in U , A and A, are defined as fuzzy sets in U/R →
[0, 1] and A(Xi) = infx∈Xi A(x), A(Xi) = supx∈Xi A(x), i = 1, . . . , n, where inf (sup) denotes infimum (supremum).

Definition 5 ([10]). Fuzzy sets A ,A : U → [0, 1] are defined as follows: A (x) = A(Xi) and A (x) = A(Xi), if
x ∈ Xi, i ∈ {1, . . . , n}.

3. Roughness measure of fuzzy sets

Definition 6 ([10]). Suppose α, β are two given parameters, where 0 < β ≤ α ≤ 1. The α-cut set and the β-cut set of fuzzy
sets A , A are defined as A α = {x : A (x) ≥ α} and A β = {x : A (x) ≥ β}, respectively.

A α and A β can be considered as the collection of objects with α as the minimum degree of definite membership, and
β as the minimum degree of possible membership in the fuzzy set A [10].

Definition 7 ([10]). A roughness measure ρα,βA of fuzzy set A in U with respect to parameters α, β , where 0 < β ≤ α ≤ 1,
and the approximation space 〈U, R〉, is defined as ρα,βA = 1− |A α |

|A β |
.

This roughnessmeasure depends strongly on parameters α and β . There are several crucial properties of ρα,βA introduced
in [10] as follows.

Proposition 1 ([10]). Let α, β be two given parameters, where 0 < β ≤ α ≤ 1 and let A α and A β be the α-cut set and β-cut
set of fuzzy sets A , A ; we have

(a) A ∪Bβ = A β ∪Bβ , (b) A ∩B α = A α ∩B α,

(c) A α ∪B α ⊆ A ∪B α, (d) A ∩Bβ ⊆ A β ∩Bβ .

Property 1 ([10]). For fuzzy sets A and B, it holds that

(a) ρ
α,β

A∪B = 1−
|A ∪B α|

|A ∪Bβ |
= 1−

|A ∪B α|

|A β ∪Bβ |
≤ 1−

|A α ∪B α|

|A β ∪Bβ |
,

(b) ρ
α,β

A∩B = 1−
|A ∩B α|

|A ∩Bβ |
= 1−

|A α ∩B α|

|A ∩B β |
≤ 1−

|A α ∩B α|

|A β ∩Bβ |
.

4. Certain increment and uncertain decrement operators

The pioneering studies of fuzzy rough sets [1,10] derived Proposition 1(c) and (d). They perform subset instead of set equal.
This cannot be analyzed quantitatively. Successive roughness measures also depend on the parameters α, β , and these two
difficulties restrict some computations [13]. Thus, two new parameter-free operators of fuzzy sets were devised [13].

Definition 8 ([13]). Let U be the universe and let R be an equivalence relation on U . Let X, Y ⊆ U . When X is extended by
Y (i.e., X ∪ Y ), Z (·)(·) : U × U → U , defined by Z (X)(Y ) =

⋃
{[x]R | x ∈ L(X), lX (x) 6⊆ Yand hX (x) ⊆ Y }, is called the certain

increment operator of X , where L(X) =
⋃
{lX (x)|x ∈ BNR(X) ∩ X}, hX (x) = [x]R − X , and lX (x) = [x]R − hX (x).

Definition 9 ([13]). Let U be the universe and let R be an equivalence relation on U . Let X, Y ⊆ U . When X is cut by Y
(i.e., X ∩ Y ), Z (·)(·) : U × U → U , defined by Z (X)(Y ) =

⋃
{[x]R | x ∈ L(X), lX (x) ∩ Y = ∅ and hX (x) ∩ Y 6= ∅}, is called the

uncertain decrement operator of X , where L(X) =
⋃
{lX (x)|x ∈ BNR(X) ∩ X}, hX (x) = [x]R − X , and lX (x) = [x]R − hX (x).
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Property 2 ([13]). For crisp sets X, Y ⊆ U, it holds that

(a) Z (X)(Y ) = Z (Y )(X), (b) Z (X)(Y ) = Z (Y )(X).

Theorem 1 ([13]). Let α, β : U → [0, 1] be two fuzzy sets in universe U and 0 < β ≤ α ≤ 1, where Z Aα (Bα),
Z Bα (Aα), Z Aβ

(Bβ) and Z Bβ
(Aβ) are certain increment operators of Aα , B α and the uncertain decrement operators of Aβ ,

Bβ , respectively. We have

(a) A ∪B α = A α ∪B α ∪ Z Aα (Bα) = A α ∪B α ∪ Z Bα (Aα),

(b) A ∩B β = A β ∩B β − Z Aβ
(Bβ) = A β ∩B β − Z Bβ

(Aβ).

Property 3 ([13]). For fuzzy sets A and B, it holds that

(a) ρ
α,β

A∪B = 1−
|A α ∪B α ∪ Z Aα (Bα)|

|A β ∪Bβ |
= 1−

|A α ∪B α ∪ Z Bα (Aα)|

|A β ∪Bβ |
,

(b) ρ
α,β

A∩B = 1−
|A α ∩B α|

|A β ∩Bβ − Z Aβ
(Bβ)|

= 1−
|A α ∩B α|

|A β ∩Bβ − Z Bβ
(Aβ)|

.

5. Some new bounds of roughness measures of fuzzy sets

The roughness measure is an important indicator of the uncertainty and accuracy associated with a given set [12]. Since
data sets in most applications are usually huge, operations on these data sets are time- and space-consuming. Thus, before
completing large volume operations involving two fuzzy sets, we must know the bounds of such results.

Theorem 2. An upper bound of the roughness measure ρα,βA∪B of fuzzy sets A, B in U with respect to α, β is given by ρα,βA∪B ≤

1−ρα,βA ρ
α,β
B

2−(ρα,βA +ρ
α,β
B )
, where 0 < β ≤ α ≤ 1.

Proof. From Property 1(a) and a basic set property, we have ρα,βA∪B ≤ 1−
max{|A α |,|B α |}

|A β |+|Bβ |
. If |A α| ≥ |B α| (or vice versa), then

we obtain ρα,βA∪B ≤ 1−
1

(|A β |/|A α |)+(|Bβ |/|A α |)
. Thus, ρα,βA∪B ≤

1−ρα,βA ρ
α,β
B

2−(ρα,βA +ρ
α,β
B )
by Definition 7. �

Theorem 3. An upper bound of the roughness measure ρα,βA∩B of fuzzy sets A, B in U with respect to α, β is given by ρα,βA∩B ≤

ρ
α,β

A + ρ
α,β

B − 1+ U
∗, where 0 < β ≤ α ≤ 1 and U∗ = |A∪B α |

|A∩Bβ |
.

Proof. From Property 1(b) and a basic set property, ρα,βA∩B = 1 − |A α |

|A∩B β |
−

|B α |

|A∩B β |
+
|A α∪B α |

|A∩B β |
. With respect to

Proposition 1(d), A ∩Bβ ⊆ A β (and ⊆ Bβ ) implies |A ∩Bβ | ≤ |A β | (and ≤ |Bβ |); we therefore have
|A α |

|A β |
≤

|A α |

|A∩B β |

and |B α |

|B β |
≤

|B α |

|A∩B β |
. Then ρα,βA∩B ≤ 1 −

|A α |

|A β |
−
|B α |

|B β |
+
|A∪B α |

|A∩B β |
by Proposition 1(c). According to Definition 7, ρα,βA∩B ≤

ρ
α,β

A + ρ
α,β

B − 1+
|A∪B α |

|A∩Bβ |
.We finally have ρα,βA∩B ≤ ρ

α,β

A + ρ
α,β

B − 1+ U
∗,where U∗ = |A∪B α |

|A∩Bβ |
. �

The bound in Theorem2depends on the roughnessmeasures of fuzzy setsA andBwhile the bound in Theorem3depends
on the roughness measures of fuzzy sets A and B in addition to |A ∪B α| and |A ∩Bβ |.

Theorem 4. A lower bound on the roughness measure ρα,βA∪B of fuzzy sets A, B in U with respect to α, β is given by ρα,βA∪B ≥

ρ
α,β

A + ρ
α,β

B − 1− L∗, where 0 < β ≤ α ≤ 1 and U∗ =
|Z Aα (Bα)|

max{|A β |,|B β |}
.

Proof. From Property 3(a) and a basic set property, we have that ρα,βA∪B ≥ 1 −
|A α |+|B α |+|Z Aα (Bα)|

max{|A β |, |Bβ |}
. For |A β | ≥ |B β |,

ρ
α,β

A∪B ≥ 1−
|A α |+|B α |+|Z Aα (Bα)|

|A β |
= 1− |A α |

|A β |
−
|B α |

|A β |
−
|Z Aα (Bα)|

|A β |
. In accordancewithDefinition 7 and |B α |

|A β |
≤
|B α |

|B β |
, we have

ρ
α,β

A∪B ≥ 1−
|A α |

|A β |
−
|B α |

|Bβ |
−
|Z Aα (Bα)|

|A β |
= 1−(1−ρα,βA )−(1−ρα,βB )−

|Z Aα (Bα)|

|A β |
. Therefore,ρα,βA∪B ≥ ρ

α,β

A +ρ
α,β

B −1−
|Z Aα (Bα)|

|A β |
.

Similarly, for |A β | < |B β |, ρ
α,β

A∪B ≥ 1−
|A α |+|B α |+|Z Aα (Bα)|

|Bβ |
. Therefore, ρα,βA∪B ≥ ρ

α,β

A + ρ
α,β

B − 1−
|Z Aα (Bα)|

|Bβ |
.We finally

have ρα,βA∪B ≥ ρ
α,β

A + ρ
α,β

B − 1− L∗, where L∗ =
|Z Aα (Bα)|

max{|A β |,|B β |}
. �
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Theorem 5. A lower bound of the roughness measure ρα,βA∩B of fuzzy sets A, B in U with respect to α, β is given by ρα,βA∩B ≥

1− 1−ρα,βA −ρ
α,β
B +ρ

α,β
A ρ

α,β
B

2−ρα,βA −ρ
α,β
B −I∗(1−ρ

α,β
A )(1−ρα,βB )

, where 0 < β ≤ α ≤ 1 and I∗ =
|A β∪Bβ |+|Z Aβ

(Bβ )|

min{|A α |,|B α |}
.

Proof. From Property 3(b), and basic set properties, we have ρα,βA∩B ≥ 1 −
min{|A α |,|B α |}

|A β |+|Bβ |−|A β∪Bβ |−|Z Aβ
(Bβ )|

. For |A α| ≤

|B α|, we have that ρ
α,β

A∩B ≥ 1 − 1
|Aβ |

|A α |
+
|Bβ |

|A α |
−
|Aβ∪Bβ |

|A α |
−

|ZAβ
(Bβ )|

|A α |

. From Definition 7 and |Bβ |

|A α |
≥

|Bβ |

|B α |
, ρα,βA∩B ≥ 1 −

1
|Aβ |

|A α |
+
|Bβ |

|Bα |
−
|Aβ∪Bβ |

|A α |
−

|ZAβ
(Bβ )|

|A α |

= 1 − 1

1
1−ρα,βA

+
1

1−ρα,βB

−

|Aβ∪Bβ |+|ZAβ
(Bβ )|

|A α |

. We define I|A α | =
|A β∪Bβ |+|ZAβ

(Bβ )|

|A α |
; thus

ρ
α,β

A∩B ≥ 1 − 1−ρα,βA −ρ
α,β
B +ρ

α,β
A ρ

α,β
B

2−ρα,βA −ρ
α,β
B −I|A α |(1−ρ

α,β
A )(1−ρα,βB )

. Similarly, for |A α| > |B α|, if we define I|B α | =
|A β∪Bβ |+|ZAβ

(Bβ )|

|B α |
,

therefore we have ρα,βA∩B ≥ 1 −
1−ρα,βA −ρ

α,β
B +ρ

α,β
A ρ

α,β
B

2−ρα,βA −ρ
α,β
B −I|Bα |(1−ρ

α,β
A )(1−ρα,βB )

. Thus, ρα,βA∩B ≥ 1 −
1−ρα,βA −ρ

α,β
B +ρ

α,β
A ρ

α,β
B

2−ρα,βA −ρ
α,β
B −I∗(1−ρ

α,β
A )(1−ρα,βB )

, where

I∗ =
|A β∪Bβ |+|Z Aβ

(Bβ )|

min{|A α |,|B α |}
. �

The lower bounds for ρα,βA∩B differ from the upper bounds on ρ
α,β

A∩B, in that they depend on the roughness measures of the
fuzzy sets A and B and also |A β |, |Bβ |, |A α|, |B α| and |Z Aβ

(Bβ)|.

6. Concluding remarks

The roughness measure is an important indicator of uncertainty and accuracy associated with a given fuzzy set. More
importantly, these roughness measures propagate through various set operations. Thus, before completing large volume
operations involving two large fuzzy sets, we should have bounds on the roughness measure of the result, as proven in this
work.
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Capacity-Based Definite Rough Integral
and Its Application

Puntip Pattaraintakorn, James F. Peters, and Sheela Ramanna

Abstract. This paper introduces an extension of the original capacity-based rough
integral defined over a specific interval. The approach hearkens back to the pioneer-
ing work on capacities and the generalization of the Lebesgue integral by Gustav
Choquet during the 1950s. Variations in the definition of the capacity function has
led to various forms of the discrete Choquet integral. In particular, it is the rough ca-
pacity function (also called a rough membership function) introduced by Zdzisław
Pawlak and Andrzej Skowron during the 1990s that led to the introduction of a
capacity-based rough integral. By extension of the original work on the rough inte-
gral introduced in 2000, a discrete form of a capacity-based definite rough integral
is introduced in this paper. This new form of the rough integral provides a means of
measuring the relevance of functions representing features useful in the classifica-
tion of sets of sample objects.

Keywords: capacity, Choquet integral, feature selection, rough set theory, rough
membership function, definite rough integral.

1 Introduction

During the early 1990s, Zdzisław Pawlak introduced a discrete form of the definite
Riemann integral of a continuous, real function defined over intervals representing
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equivalence classes [6]. Since that time, work on various forms of rough integrals has
continued fairly steadily (see, e.g., [5, 8, 9, 10]). The original integral was called a
rough integral because it was defined over intervals represented equivalence classes
in a partition of sequences of reals defined by an equivalence relation.

Based on work on the Choquet integral (C)
∫

f dμ considered in the context of
rough sets [12], a new form of discrete rough integral

∫

f dμB
x was introduced [8, 9]

and elaborated in [10]. The Choquet integral is a generalization of the Lebesgue
integral defined relative to a capacity μ [1, 2]. A capacity is a function μ that assigns
a non-negative real number to every subset of a finite set X and satisfies f ( /0) = 0
[4]. When the discrete form of the Choquet integral (C)

∫

f dμ is defined relative
to a finite universe, the Lebesgue integral reduces to a (convex) linear combination,
where each individual integrand function value is weighted with a capacity function
value [2].

This article introduces a new form of the Choquet integral called a capacity-
based definite rough integral because its capacity is a function defined relative to
equivalence classes. The extension of the capacity-based rough integral has a num-
ber applications. In particular, we show in this article how this integral can be used
in feature selection with the DRI tool implemented in MATLAB®.

This article is organized as follows. A capacity-based rough integral is defined in
Sect. 3. A discrete form of the definite rough integral (DRI) is defined in Sect. 4. An
illustration of the application of the DRI is presented in Sect. 5.

2 Rough Capacity Function

Rough capacity functions were introduced during the mid-90s [11]. A rough capac-
ity function returns the degree of overlap between a fixed set containing objects of
interest and a set of sample objects.

Definition 1 (Rough Capacity Function). Let S = (O,F ) denote an information
system. Assume X ⊆℘(O), B ⊆ F , x ∈ X and [x]B ⊆ X/ ∼B. The capacity μB

x :
℘(O) −→ [0,1] is defined:

μB
x (X) =

{ |X∩[x]B|
|[x]B| , if X �= /0,

0, otherwise.
(1)

The capacity μB
x is an example of a set function, i.e., a function whose domain is

a family of sets [3]. This set function measures the degree of overlap between the
set X and the class [x]B, i.e., the extent that X is covered by [x]B. Recall that [x]B
is a set of objects having matching descriptions. This is important in evaluating
the set X , since μB

x (X) is a measure of the extent that the objects in X are part of
the classification represented by [x]B. In the context of capacity-based integrals, the
function μB

x is a source of weights, i.e., degree of importance of each set X in a
weighted sum for the discrete form of the integral.
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It can also be observed that μB
x is a real-valued set function that is additive. That

is, for X ,X ′ in ℘(O), it can be shown that

μB
x (X ∪ X ′) = μB

x (X)+ μB
x (X ′).

3 Capacity-Based Discrete Integrals

This section gives a brief introduction to the Choquet integral, which eventually led
to the introduction of a capacity-based rough integral.

3.1 Discrete Choquet Integral

Recall that the Choquet integral (C)
∫

f dμ is a generalization of the Lebesgue inte-
gral defined with respect to a non-classical measure μ called a capacity. Also recall
that a capacity is a real-valued set function

μ : ℘(X)−→ ℜ+,

such that μ( /0) = 0 and X ′ ⊂ X ′′ ⊂℘(X) implies μ(X ′) ≤ μ(X ′′) (monotonicity).
When the Choquet integral is defined relative to a finite sets, then the Choquet in-
tegral reduces to a weighted sum that has a variety of applications, especially in
multi-criteria decision-making (see, e.g., [1, 2]).

Definition 2 (Discrete Choquet Integral [2]). Let μ be a capacity defined on a
finite set X . The discrete Choquet integral of a function f : X −→ ℜ+ with respect
to capacity μ is defined by

(C)

∫

f dμ =
n

∑
i=1

[

f
(

x(i)
)− f

(

x(i−1)

)] ·μ(X(i)),

where ·(i) denotes a permuted index so that 0 ≤ f
(

x(1)

)≤ f
(

x(2)

)≤ ·· · ≤ f
(

x(i)

)≤
·· · ≤ f

(

x(n)

) ≤ 1. Also, X(i) =
{

x(i), . . . ,x(n)

}

, and f (x(0)) = 0.

3.2 Discrete Rough Integral

The introduction of the rough capacity function μB
x paved the way for a discrete

rough integral (P)
∫

f dμB
x named after Zdzisław Pawlak. This rough integral is a

variation of the discrete Choquet integral [1, 2, 7, 9, 10].

Definition 3 (Discrete Rough Integral). Let μB
x be a rough capacity function de-

fined on a finite set X . The discrete rough integral of a function f : X → ℜ+ with
respect to capacity μB

x is defined by
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(P)
∫

f dμB
x =

n

∑
i=1

[

f
(

x(i)

)− f
(

x(i−1)

)] ·μB
x (X(i)),

where ·(i) denotes a permuted index so that 0 ≤ f
(

x(1)

)≤ f
(

x(2)

)≤ ·· · ≤ f
(

x(i)
)≤

·· · ≤ f
(

x(n)

) ≤ 1. Also, X(i) =
{

x(i), . . . ,x(n)

}

, and f (x(0)) = 0.

If f is non-negative, then (P)
∫

f dμB
x represents the lower approximation of the

area under the graph of f .

Proposition 1. If Minμ ≤ μB
x (X(i)) ≤ Maxμ , 1 ≤ i ≤ n, then 0 ≤ (P)

∫

f dμB
x ≤

Maxμ .

Proof

(P)
∫

f dμB
x =

n

∑
i=1

[

f
(

x(i)

)− f
(

x(i−1)

)] ·μB
x (X(i))

≤
n

∑
i=1

[

f
(

x(i)
)− f

(

x(i−1)

)] ·Maxμ

= Maxμ · [( f
(

x(1)

)− f
(

x(0)

))

+
(

f
(

x(2)

)− f
(

x(1)

))

+

· · ·+ (

f
(

x(n)

)− f
(

x(n−1)

))]

= Maxμ · [− f
(

x(0)

)

+ f
(

x(n)

)]

≤ Maxμ (because f (x(0)) = 0 and f
(

x(n)

) ≤ 1).

It can be proven in a straightforward way that (P)
∫

f dμB
x ≥ 0. 
�

Consider a specialized capacity μ{φ}
x defined in terms of a single function φ ∈ B,

where B is a set of functions representing features of objects in a finite set X .

Proposition 2. [9] Let 0 < s ≤ r and φ ∈ B. If f (x) ∈ [s,r] for all x ∈ X , then

(P)
∫

f dμ{φ}
x ∈ (0,r].

4 Definite Discrete Rough Integral

In this section, we introduce a discrete form of definite rough integral (DRI) of a
function f denoted by

∫ b
a f dμB

x , where ·(i) is a permuted index and a,b such that
x(1) ≤ a ≤ b ≤ x(n) are the lower and upper integral limits, respectively. The limits
on the rough integral specify the interval over which a function f is integrated and
it is assumed that f is continuous over [a,b]. This integral is defined in terms of an

upper integral
∫ b

a f dμB
x and a lower integral

∫ b
a f dμB

x .

∫ b

a
f dμB

x =

∫ b

a
f dμB

x −
∫ b

a
f dμB

x .



Capacity-Based Definite Rough Integral and Its Application 303

The discrete forms of the lower and upper integral are defined w.r.t. [x1]B in (2) and
(3), respectively.

∫ b

a
f dμB

x1
=

b

∑
i=a

[

f (x(i−1))
]

Δ(i)μB
x , (2)

∫ b

a
f dμB

x1
=

b

∑
i=a

[

f (x(i))
]

Δ(i)μB
x , (3)

where Δ(i)μB
x is defined in (4).

Δ(i)μB
x =

∣

∣μB
x (X(i))− μB

x (X(i−1))
∣

∣ . (4)

Definition 4 (Definite Discrete Rough Integral). Let μB
x denote a rough capacity

function with domain X(i) that is the set

X(i) =
{

x(i),x(i+1), . . . ,x(n)

}

,

where ·(i) is a permuted index, X(0) = /0, and a,b such that x(1) ≤ a ≤ b ≤ x(n) are
the lower and upper integral limits, respectively. It is assumed that f

(

x(0)

)

= 0. The
difference Δ(i)μB

x is defined in (4) relative to the set X(i). The discrete definite rough
integral of f : X → ℜ+ is defined by

∫ b

a
f dμB

x =

∫ b

a
f dμB

x −
∫ b

a
f dμB

x ,

where the lower and upper integrals are defined in (2) and (3), respectively.

4.1 Interpretation

Observe that the capacity function μB
x is defined in terms of a set of functions B

representing the features of sample objects of interest. The set B provides a basis for
the relation ∼B that defines a partition of the sample objects X (source of integral
limits). Then a function f is integrated with respect to μB

x . In the discrete form
of the DRI, μB

x provides a weight on each summand X{i}, a set of sample objects.
The capacity μB

x computes the degree of overlap between a set X and a class [x]B
representing objects that have been classified relative to the features represented
by B (see Sect. 2). In effect, B is a source of criteria for grouping together objects
matching the criteria represented by B. Hence, the definite rough integral indicates
the importance and relevance of a function integrated with respect to μB

x . Hence, if
a function φ representing an object feature is integrated with respect to μB

x , the DRI
provides an effective means of selecting features that can be used to discriminate
objects. In effect, the definite rough integral is useful for feature selection within the
prescribed limits of the integral. The novelty here is that the limits on the DRI can
be varied to measure varying importance of an individual feature represented by a
function φ .
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5 Feature Selection

In this section, we briefly illustrate an application of the discrete definite rough
integral (DRI). For simplicity, we assume that each vector of function values used
to describe a sample object is evaluated, e.g., acceptable (d = 1) vs. unacceptable
(d = 0). Put B = {d}, where d ∈ {0,1} in defining the capacity μB

x . Then any set of
objects X can be partitioned using the set B.

5.1 Illustration

Next, consider, for example, a set of objects described with two functions, namely,
φ1,φ2 representing features of objects in a sample X . For the purposes of illustra-
tion, we treat φ1,φ2 abstractly, i.e., without considering specific functions. Here is a
partial, sample description table with the evaluation (decision) column d included.
Note that x(i) indicates a permuted object with values in ascending order.

Table 1 Sample data

X φ1 φ2 d X φ1 φ2 d

x(1) = x4 0.79224 29.988 0 x(11) = x11 0.92282 13.787 1
x(2) = x3 0.79467 30.114 0 x(12) = x12 0.93357 11.387 1
x(3) = x2 0.80596 27.402 0 x(13) = x13 0.94553 9.7302 1
x(4) = x5 0.81286 27.633 0 x(14) = x14 0.90996 13.979 1
x(5) = x1 0.85808 21.754 0 x(15) = x15 0.95608 7.1776 1
x(6) = x6 0.86020 22.866 0 x(16) = x16 0.94722 11.387 1
x(7) = x7 0.84569 24.43 0 x(17) = x17 0.94467 9.0222 1
x(8) = x8 0.87886 20.16 0 x(18) = x18 0.96424 6.3259 1
x(9) = x9 0.88235 19.945 0 x(19) = x19 0.92804 12.398 1

x(10) = x10 0.88094 19.227 0 x(20) = x20 0.93925 9.9671 1
x(21) = x21 0.99435 2.3081 1

We now compute the DRI relative to
[

x(1)

]

{d=0} starting with integration of φ1

where B = {d = 0}. The lower integral
∫ x(10)

x(1)
φ1 dμ{d=0}

x1 is

∫ x(10)

x(1)

φ1dμ{d=0}
x1 = φ1(x(0)) ·Δ(1)μ

{d=0}
x1 + φ1(x(1)) ·Δ(2)μ

{d=0}
x1 + · · · = 0.7,

and the upper integral
∫ x(10)

x(1)
φ1 dμ{d=0}

x1 is

∫ x(10)

x(1)

φ1 dμ{d=0}
x1 = φ1(x(1)) ·Δ(1)μ

{d}
x1 + φ1(x(2)) ·Δ(2)μ

{d=0}
x1 + · · · = 1.45.

Using these results, the definite integral
∫ x(10)

x(1)
φ1 dμ{d=0}

x1 is
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∫ x(10)

x(1)

φ1 dμ{d=0}
x1 =

∫ x(10)

x(1)

φ1 dμ{d=0}
x1 −

∫ x(10)

x(1)

φ1 dμ{d=0}
x1 = 0.75.

Next, integrate φ2 with respect to μ{d=0}
x1 using class

[

x(1)

]

{d=0}, and obtain

∫ x(10)

x(1)

φ2 dμ{d=0}
x1 =

∫ x(10)

x(1)

φ2 dμ{d=0}
x1 −

∫ x(10)

x(1)

φ2 dμ{d=0}
x1 = 2.3.

This means that for class
[

x(1)

]

{d=0}, the feature represented by φ2 is more important

than the feature represented by φ1. The computations have been performed using
the DRI tool (see Fig. 1) implemented in MATLAB ®. From the plots in Fig. 2,

notice that there is less dispersion of the values for the plot for
∫ x(10)

x(1)
φ2 dμ{d=0}

x1 ,
i.e., the values for the successive lower and upper values are tightly groups around

the
∫ x(10)

x(1)
φ1 dμ{d=0}

x1 values compared with the
∫ x(10)

x(1)
φ2 dμ{d=0}

x1 values.

Fig. 1 DRI Tool interface

Similarly, consider the case for class
[

x(1)

]

{d=1} and use the DRI to discover

which function has greater importance, i.e., carries more weight. Then the DRI
computed relative to φ1 is

∫ x(21)

x(11)

φ1 dμ{d=1}
x1 =

∫ x(21)

x(11)

φ1 dμ{d=1}
x1 −

∫ x(21)

x(11)

φ1 dμ{d=1}
x1 = 0.

Next, integrate φ2 for the same class, and obtain

∫ x(21)

x(11)

φ2 dμ{d=1}
x1 =

∫ x(21)

x(11)

φ2 dμ{d=1}
x1 −

∫ x(21)

x(11)

φ2 dμ{d=1}
x1 = 0.1.
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(a) (b)

Fig. 2 DRI for φ1,φ2 for class
[

x(1)

]

{d=0}
a DRI φ1,d = 0. b DRI φ2,d = 0

(a) (b)

Fig. 3 DRI for φ1,φ2 for class
[

x(2)

]

{d=1}
a DRI φ1,d = 1. b DRI φ2,d = 1

We now calculate the DRI over the entire data set, for both classes
[

x(2)

]

{d=0}
and

[

x(2)

]

{d=1} for the two features φ1 and φ2 respectively:

∫ x(21)

x(1)

φ1 dμ{d=0}
x2 =

∫ x(21)

x(1)

φ1 dμ{d=0}
x2 −

∫ x(21)

x(1)

φ1 dμ{d=0}
x2 = 0.7.

∫ x(21)

x(1)

φ2 dμ{d=0}
x2 =

∫ x(21)

x(1)

φ2 dμ{d=0}
x2 −

∫ x(21)

x(1)

φ2 dμ{d=0}
x2 = 6.3.

From this, we can conclude that the feature represented by φ2 is more important
than the feature represented by φ1 with respect to both classes and for different
equivalence classes. The plots in Figs. 2 and 3 reveal an interesting feature of the
sample objects that are a source of limits on the DRI, i.e., at x(12) there is a sharp
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change in the difference between φ2 and DRI values (this is especially evident in
the plot). This suggests a place to begin experimenting with different limits on the
integral. This break in the DRI values also indicates a change in the evaluation of
the functions representing object features.

6 Conclusion

This paper introduces the definite rough integral defined relative to a rough capacity
function. It is the capacity μB

x that distinguishes the rough integral from the original
capacity-based integral introduced by Choquet during the 1950s. In addition to the
geometric interpretation of the definite rough integral already mentioned, this inte-
gral is highly significant because it offers a measure of the importance and relevance
of features of sample objects. This measurement of the relevance of a feature is a
byproduct of the rough capacity function that provides the basis for the rough inte-
gral. Now, with the introduction of rough integral limits, it is possible to measure
the relevance of features relative to selected ranges of objects. In effect, the definite
rough integral provides a new basis for feature selection in the classification of ob-
jects. Future work includes a study of the properties of the definite rough integral
and its applications.
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Abstract. Entropy is a fundamental principle in many disciplines such as
information theory, thermodynamics, and more recently, artificial intelli-
gence. In this article, a measure of entropy on Pawlak’s mathematical flow
graph is introduced. The predictability and quality of a flow graph can be
derived directly from the entropy. An application to decision tree gener-
ation from a flow graph is examined. In particular, entropy measures on
flow graphs lead to a new methodology of reasoning from data and shows
rigorous relationships between flow graphs, entropy and decision trees.

Keywords: Flow graphs, Entropy, Decision trees.

1 Introduction

Flow graphs, invented by Pawlak as an extention of rough set theory [7], model the
information flow of a given data set [8,9,10,11]. When starting from a large data set
(as in databases around the world), reasoning is referred to as inductive reasoning.
Reasoning using flow graphs is included in inductive reasoning. This is in contrast
to deductive reasoning, where axioms expressing some universal truths are used as
a departure point of reasoning [8]. We can discover dependencies, correlations and
decision rules within a data set without reference to its probabilistic nature by us-
ing flow graphs [8]. It is an efficient method for uncertainty management, partly
because the branches of a flow graph are interpreted as decision rules. Flow graphs
play an important role in reasoning from uncertain data and have been success-
fully applied in many areas e.g., fuzzy sets [3], search engines [4], rule analysis [6],
conflict analysis [10] and data mining [11].

We look at two developments here. One concerns the quality of an individual
flow graph. A promising measure considered in this paper is entropy. A decision
tree can be constructed as a unique flow graph by removing the root while its
nodes are labeled by the same attribute [11]. We further investigate decision
tree generation from flow graphs, which is the inverse problem. Thus, creation
of decision trees can be accomplished without referring to decision tables but
using the information flow about the problem we are interested in.

This paper is organized as follows. Section 2 introduces preliminary defini-
tions of flow graphs. Section 3 describes basic notions of entropy. Next, we state
entropy measures of flow graphs (Section 4). Section 5 contains an illustrative
data analysis example, followed by an application to decision trees (Section 6).

P. Wen et al. (Eds.): RSKT 2009, LNCS 5589, pp. 618–625, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Flow Graphs

In this section we breifly review and discuss basic definitions and some mathe-
matical properties of flow graphs from the studies of Pawlak [9,11].

Flow graphs have traditionally been used for managing uncertainty
[1,3,4,6,8,9,10,11]. In order to demonstrate interesting relationships between flow
graphs and other disciplines, we consider the normalized version of flow graphs.

A normalized flow graph is a directed, acyclic, finite graph G = (N, B, σ),
where N is a set of nodes, B ⊆ N × N is a set of directed branches ϕ: B → R+

is a flow function, ϕ(G) is a throughflow of flow graph G, σ: B → [0, 1] is a
normalized flow of (x, y) and σ(x) is a normalized throughflow of x.

With every decision rule, there are three associated coefficients: strength, cer-
tainty and coverage. The strength of (x, y) is given by

σ(x, y) =
ϕ(x, y)
ϕ(G)

. (1)

For every node x of a flow graph G, the associated normalized inflow and outflow
are defined respectively as ϕ+(x) =

∑

y∈I(x) σ(y, x), ϕ−(x) =
∑

y∈O(x) σ(x, y).
For every branch (x, y) of a flow graph G, the certainty and the coverage of (x, y)
are defined respectively as:

cer(x, y) =
σ(x, y)
σ(x)

, (2)

cov(x, y) =
σ(x, y)
σ(y)

(3)

where σ(x), σ(y) �= 0. As a consequence of the previous definitions, the fol-
lowing properties hold:

∑

y∈O(x) cer(x, y) =
∑

y∈I(x) cov(x, y) = 1, cer(x, y) =
cov(x,y)σ(y)

σ(x) and cov(x, y) = cer(x,y)σ(x)
σ(y) [9,11]. The two last equations are Bayes’

rules [8] which simplifies computation. Furthermore, flow conservations of flow
graphs are discussed in [9].

Example 1. Consider the well known weather data set for data mining, given
in Table 1 [5], where Outlook, Temperature, Humidity, Wind are condition at-
tributes and PlayTennis is the decision attribute. Fig. 1 depicts the flow graph
corresponding to this data set. Each group of nodes (vertically) in the flow graph
is referred to as a layer, for example, Fig. 1 has five layers. Every layer corre-
sponds to a particular attribute, and all nodes of a layer correspond to possible
values of the attribute. We can interpret some patterns e.g., the database shows
36% sunny outlook, 29% overcast outlook and 36% rain outlook. We also know
that 40% of sunny days are high, 40% are mild and 20% are low, etc. Briefly,
the flow graph visualizes the information of the data given in Table 1.

If we focus on Wind and the decision PlayTennis, then we can construct
a flow graph to analyze its information flow and decision rules as shown in
Fig. 2(a)1. Nodes in the first layer are the possible values of Wind labelled by
Weak and Strong with their normalized throughflow, σ(x), (calculated from 8

14

1 The computations may contain roundoff errors.
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Table 1. Weather data set [5]

Day Outlook Temperature Humidity Wind PlayTennis
D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3 Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
D5 Rain Cool Normal Weak Yes
D6 Rain Cool Normal Strong No
D7 Overcast Cool Normal Strong Yes
D8 Sunny Mild High Weak No
D9 Sunny Cool Normal Weak Yes
D10 Rain Mild Normal Weak Yes
D11 Sunny Mild Normal Strong Yes
D12 Overcast Mild High Strong Yes
D13 Overcast Hot Normal Weak Yes
D14 Rain Mild High Strong No

High
0.5

Normal
0.5

Weak
0.57

Strong
0.43

Humidity Wind

cer = 0.57, σ = 0.28, cov = 0.5

cer = 0.43, σ = 0.22, cov = 0.5
ce

r =
 0.

57
, σ

 = 
0.2

8, 
co

v =
 0.

5 cer = 0.43, σ = 0.22, cov = 0.5

Sunny
0.36

Overcast
0.29

Hot
0.29

Mild
0.43

Outlook Temperature

cer = 0.4, σ = 0.14, cov = 0.5

cer = 0.25, σ = 0.07, cov = 0.17

cer = 0.2, σ = 0.07, cov = 0.25

 cer = 0.4, σ = 0.14, cov = 0.33

cer = 0.75, σ = 0.21, cov = 0.43

cer = 0.33, σ = 0.14, cov = 0.29
ce

r =
 0.

67
, σ

 = 0.
29

, c
ov

 = 0.
57

 cer = 0.25, σ = 0.07, cov = 0.14

No
0.36

Yes
0.64

PLayTennis

cer = 0.25, σ = 0.14, cov = 0.4

cer = 0.5, σ = 0.21, cov = 0.33

ce
r =

 0.
5, 
σ =

 0.
21

, c
ov

 = 0.
6

 cer = 0.75, σ = 0.43, cov = 0.67

Rain
0.36

Cool
0.29cer = 0.4, σ = 0.14, cov = 0.5

ce
r =

 0.
6, 
σ =

 0.
22

, c
ov

 = 
0.5

 cer = 0.25, σ = 0.07, cov = 0.25 ce
r =

 1,
 σ 

= 0
.29

, c
ov

 = 0.
57

ce
r =

 0.
5, 
σ =

 0.
14

, c
ov

 = 
0.5

Fig. 1. Flow graph weather data

and 6
14 ) indicate there are 57% and 43% of days which have weak and strong

wind, respectively. The nodes in the second layer are the possible values of
PlayTennis, labelled by No and Yes. These nodes indicate that 64% and 36% of
the days they do and do not play tennis, respectively.

All branches are interpreted as decision rules with certainty, strength and
coverage coefficients computed by (1)–(3). In the branches starting from Weak,
σ = 0.14 and σ = 0.43, there are 14% and 43% of days that wind is weak but
they do not play tennis and play tennis, respectively. Accordingly, cer = 0.25
and cer = 0.75 indicate that there are 25% and 75% of the weak wind days that
they do not play tennis and play tennis, respectively. Finally, for the branches
ending at No, cov = 0.4 and cov = 0.6 indicate that there are 40% and 60% of the
do not play tennis days which are weak and strong wind, respectively. Similarly,
Fig. 2(b) illustrates the flow graph of Humidity and PlayTennis. Traditionally,
decision rules from flow graphs with large values of certainty are included in the
classifier system e.g., IF Wind = Weak THEN PlayTennis = Yes or IF Humidity
= High THEN PlayTennis = No. The respective values of coverage are useful to
give explanations (reasons) for these decision rules.
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Weak
0.57

Strong
0.43

No
0.36

Yes
0.64

Wind PLayTennis

cer = 0.25, σ = 0.14, cov = 0.4

cer = 0.5, σ = 0.21, cov = 0.33

cer =
 0.5, σ = 0.21, co

v =
 0.6

 cer = 0.75, σ = 0.43, cov = 0.67

High
0.5

Normal
0.5

No
0.36

Yes
0.64

Humidity PLayTennis

cer = 0.58, σ = 0.29, cov = 0.8

cer = 0.86, σ = 0.43, cov = 0.67

cer =
 0.14, σ

 = 0.07, co
v =

 0.1
 cer = 0.42, σ = 0.21, cov = 0.33

(a) Wind and PlayTennis (b) Humidity and PlayTennis

Fig. 2. Flow graphs of weather data

3 Entropy

Entropy-based measurements of uncertainty and predictability of flow graphs are
considered in this paper. The entropy of a random variable measures the uncer-
tainty associated with that variable (sometimes called the Shannon entropy [12]).

Definition 1. If X is a discrete random variable and p(x) is the value of prob-
ability distribution, then the entropy of X is H(X) = −∑

x∈X p(x) log2 p(x).

Definition 2. If X and Y are discrete random variables and p(x, y) is the value
of their joint probability distribution at (x, y), then the joint entropy of X and
Y is H(X, Y ) = −∑

x∈X

∑

y∈Y p(x, y) log2 p(x, y).

Joint entropy is the amount of information in two (or more) random variables
whereas conditional entropy is the amount of information in one random variable
given we already know the other.

Definition 3. If X and Y are discrete random variables and p(x, y) and p(y|x)
are the values of their joint and conditional probability distributions, then the
conditional entropy of Y given X is H(Y |X)= −∑

x∈X

∑

y∈Y p(x, y) log2 p(y|x).

4 Entropy Measures of Flow Graphs

Similar to the standard definition of entropy, we give definitions of the entropy
of a flow graph in this section (measured in bits).

Traditionally, given a collection (training data) S, the entropy is defined rela-
tive to its classification to characterizes the purity of this collection of examples.
This is essentially the entropy of the probability distribution defined by the data
set for the decision attribute Y . We define the entropy of a flow graph by replac-
ing this probability with the normalized throughflow of value y, which is natural,
since σ(y) = p(Y = y).

Definition 4. The entropy, H(G), of a flow graph G is defined as

H(G) = −
∑

y∈Y

σ(y) log2 σ(y)

where σ(y) is the normalized throughflow of the decision attribute value Y = y.

The joint entropy and conditional entropy between attributes X and Y are also
defined similar to existing definitions.
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Definition 5. If X and Y are attributes in the flow graph G then the joint
entropy of X and Y is

H(X, Y ) = −
∑

x∈X

∑

y∈Y

σ(x, y) log2 σ(x, y)

where σ(x, y) is the strength coefficient of the attribute values X = x and Y = y.

The task of inference in knowledge discovery is related to computing p(Y =
y|X = x) where x and y are values of condition and decision attributes. This
how the entropy measures of a flow graph describe the predictive performance of
an attribute. Recall that cer(x, y) = p(Y = y|X = x). We define the conditional
entropy of attributes in a flow graph below.

Definition 6. If X and Y are attributes in the flow graph G then the conditional
entropy of Y given X is defined as

H(Y |X) = −
∑

x∈X

∑

y∈Y

σ(x, y) log2 cer(x, y).

where σ(x, y) and cer(x, y) are the strength and certainty coefficients of the at-
tribute values X = x and Y = y, respectively.

Next, we give a formula to compute the information gain, Gain(G, X) of a
particular condition attribute X . It is the original entropy of the flow graph
(Definition 4) minus the conditional entropy of Y given X .

Definition 7. If X and Y are attributes in the flow graph G then the in-
formation gain, Gain(G, X) of an attribute X, relative to a flow graph G, is
defined as

Gain(G, X) = H(G) − H(Y |X).

Information gain can serve as a tool for predictive performance discovery. It
measures the effectiveness of an attribute to classify the given (training) flow
graph. In other words, it indicates the best prediction attribute (having highest
Gain(G, X)) of decision attributes in flow graph.

5 Illustrative Example

The attributes of the data2 given in Fig. 2, can be regarded as discrete random
variables where Wind takes values w = {Weak, Strong}, Humidity—h = {High,
Normal} and PlayTennis—t = {Yes, No}.

First let us focus on Wind and PlayTennis in the flow graph in Fig. 2(a), their
normalized throughflows are:

- σ(x) of Wind are σ(Weak) = 0.57 and σ(Strong) = 0.43, and
- σ(y) of PlayTennis are σ(No) = 0.36 and σ(Y es) = 0.64.

2 Wind and P layTennis are not independent since p(Wind = w, P layTennis = t) �=
p(Wind = w) × p(P layTennis = t), c.f. [1] for dependency issue.
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The strength coefficients σ(x, y) of Wind and PlayTennis are:

- σ(Weak, No) = 0.14, - σ(Weak, Y es) = 0.43,
- σ(Strong, No) = 0.21, - σ(Strong, Y es) = 0.21.

First, let us calculate the entropy of the flow graph G in Fig. 2(a) by using
Definition 4.

H(G) = −
∑

y∈PlayTennis

σ(y) log2 σ(y)

= −(0.36 log2 0.36 + 0.64 log2 0.64)
= 0.94.

We calculate the certainty coefficients cer(x, y) of Wind and PlayTennis as

- cer(Weak, No) = σ(Weak,No)
σ(Weak) = 0.25, - cer(Weak, Y es) = 0.75,

- cer(Strong, No) = 0.5, - cer(Strong, Y es) = 0.5.

According to Definition 6, conditional entropy of PlayTennis given Wind is

H(PlayTennis|Wind) = −
∑

x∈Wind

∑

y∈PlayTennis

σ(x, y) log2 cer(x, y)

= −(0.14 log2 0.25 + 0.21 log2 0.5
+0.43 log2 0.75 + 0.21 log2 0.5)

= 0.89.

Thus, the information gain of attribute Wind, relative to the flow graph G given
in Fig. 2(a) is

Gain(G, Wind) = H(G) − H(PlayTennis|Wind)
= 0.94 − 0.89
= 0.05.

Similarly, the information gain of Humidity, relative to a flow graph G in Fig.
2(b) is Gain(G, Humidity) = 0.15

According to the discussion provided in [5], our definition of information
gain of a particular attribute relative to a flow graph G is similar to the in-
formation gain they used to build decision trees. Gain(G, Wind) is less than
Gain(G, Humidity) indicates condition attribute Wind has less predictive power
than Humidity. In other words, knowing the Humidity value helps to predict
outcome better than knowing the Wind value. This is thus referring to the qual-
ity of the flow graph in Fig. 2(a) as a classifier is not as predictive as the flow
graph in Fig. 2(b).

6 An Application to Decision Trees

Entropy in machine learning has been successful in computing information gain
in decision trees [5]. In further discussion, we adopt standard terminology con-
cerning decision trees like root, branches, etc. Starting from a decision tree, it
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can be constructed as a unique flow graph by removing the root while its nodes
are labeled by the same attribute [11]. Theoretically, Butz et al. showed that
a flow graph is a special case of chain Bayesian network [1]. On the contrary,
in some situations, such as voting analysis and supply–demand problems (dis-
cussed in [8]), the available format is not a decision table or a database but is
a flow graph. Hence, a classifier system constructed directly from a flow graph
instead of a decision table is required. It is shown that classification of objects
in flow graph representation boils down to finding the maximal output flow [8].
For these reasons, flow graph information gain is applied to solve this problem.

In this section, a new construction for decision trees from a flow graph is estab-
lished. It is not sufficient to just precede in the inverse order as a (unique) flowgraph
construction from a decision tree, since a flow graph can be rearranged its layer or-
der. Thus, it can construct several decision trees with distinct predictabilities.

Example 2. We are given the initial flow graph in Fig. 1 and we aim to construct
a decision tree classifier. We can construct the decision tree by adding its root. All
corresponding nodes and branches are inherited from the flow graph. Although,
a decision tree constituted directly from this graph will have the level of nodes
as appeared in the flow graph which has less predictive performance as discussed
in [5]. Alternatively, from Section 5, the information gain (predictive) order of
condtional attributes is Outlook, Humidity, Wind and Temperature. Then we can
generate a decision tree classifier (Fig. 3). Its levels are determined according to
their flow graph information gains. As one can see, this flow graph can be used
as a classifier for PlayTennis. Hence, a more predictive decision tree can be
constructed by using the proposed flow graph entropy and information gain.

High

Over
castSunny Outlook

Normal

Rain

High Normal High Normal Humidity

No Yes No Yes No Yes No Yes... PlayTennis

... ... ...

Fig. 3. Predictive decision tree from weather data set

7 Concluding Remarks

We propose flow graphs’ analysis based on entropy computation. We have shown
a new mathematical relationship between flow graphs and entropy, which can be
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used for data analysis. In particular, an information gain derived from entropy is
suitable for creating and analyzing decision trees from flow graphs when starting
from a specified format. The entropy of flow graphs may have applications not
necessarily associated with decision trees, but these require further study. Future
works are an exploration of such problems and a more formal scheme for decision
tree generation.
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Abstract. This paper concerns some aspects of mathematical flow
graph based data analysis. In particular, taking a flow graph view on
rough sets’ categories and measures leads to a new methodology of in-
ductively reasoning form data. This perspective shows interesting rela-
tionships and properties among rough set, flow graphs and inverse flow
graphs. A possible car dealer application is outlined and discussed. Ev-
idently, our new categories and measures assist and alleviate some limi-
tations in flow graphs to discover new patterns and explanations.

Key words: Flow graphs, rough sets and decision rules

1 Introduction

A mathematical flow graph, invented by Pawlak in 2002, is an extension of
rough set theory [9]. A flow graph represents the information flow from the given
data set [10–14]. The branches of a flow graph can be constructed as decision
rules, with every decision rule, there are three associated coefficients: strength,
certainty and coverage [14]. These coefficients satisfy Bayes’ theorem. Inference in
flow graphs has polynomial time and flow conservation comes with probabilistic
conditional independencies in the problem domain [1]. Flow graphs have led to
many interesting applications and extensions such as preference analysis [11],
decision tree [13], survival analysis [7], association rule [3], data mining [14],
search engines [2], fuzzy set [4, 6], entropy measures [8] and granular computing
[5]. More studies involving rough sets are discussed and provided in [15].

Flow distribution in flow graphs can be exploited for approximation and
reasoning. Based on flow graph contexts, we define fundamental definitions for
rough sets: four categories of vagueness, accuracy of approximation, roughness of
approximation and dependency degree. In addition, we state formulas to conve-
niently compute these measures for inverse flow graphs. To illustrate, a possible
car dealer preference analysis is provided to support our propositions. New cat-
egories and measures assist and alleviate some limitations in flow graphs to
discover new patterns and explanations.

This paper is organized as follows. In Section 2, we present the basic concepts
of rough sets. In Section 3, we recall preliminary definitions of flow graphs. In
Section 4, we present a new bridge between rough sets and flow graphs with an
example throughout, followed by a conclusion in the last section.



2 Doungrat Chitcharoen and Puntip Pattaraintakorn

2 Rough Set Theory

The following rough sets preliminary is taken from [9]. Rough sets are based on
an information system. Formally, it is a pair S = (U,A), where U is a nonempty
finite set of objects called the universe and A is a nonempty finite set of attributes
such that a: U → Va for every a ∈ A. The set Va is called the domain of a.

If we partition an information system into two disjoint classes of attributes,
called condition and decision attributes, then the information system will be
called a decision system, denoted by S = (U,C,D), where C ∩ D = ∅. Any
subset B of A determines a binary relation I(B) on U called an indiscernibility

relation. It is defined as (x, y) ∈ I(B) if and only if a(x) = a(y) for every
a ∈ A, where a(x) denotes the attribute value of element x. Equivalence classes
of the relation I(B) are referred to as B-elementary sets or B-elementary granules

denote by B(X), i.e., B(X) describes X in the terms of attribute values from B

[11]. Below, we recall key feature definitions of approximations in rough sets.

Definition 1 [15] Let S = (U,A) be an information system. For X ⊆ U , B ⊆
A. The B-lower approximations, B-upper approximations and B-boundary region

of X are defined as B(X) =
⋃

x∈U {B(X)|B(X) ⊆ X}, B(X) =
⋃

x∈U {B(X)|

B(X) ∩ X 6= ∅} and BNB(X) = B(X) − B(X), respectively.

If the boundary region of X is the empty set (i.e., BNB(x) = ∅), then X

is crisp. On the contrary, if BNB(X) 6= ∅, then X is rough. In what follows we
recall four basic classes of rough sets, i.e., four categories of vagueness.

Definition 2 [15] Let S = (U,A) be an information system. For X ⊆ U , B ⊆
A, the four categories of vagueness are defined as

- B(X) 6= ∅ and B(X) 6= U iff X is roughly B-definable,
- B(X) = ∅ and B(X) 6= U iff X is internally B-indefinable,
- B(X) 6= ∅ and B(X) = U iff X is externally B-definable,
- B(X) = ∅ and B(X) = U iff X is totally B-indefinable.

Approximation of a rough set can be characterized numerically by some mea-
surements as follows.

Definition 3 [15] Let S = (U,A) be an information system. For X ⊆ U ,

B ⊆ A, the accuracy of approximation, αB(X), and roughness of approxima-

tion, γB(X), are defined respectively as αB(X) = card(B(X))

card(B(X))
and γB(X) =

1 − αB(X) = 1 − card(B(X))

card(B(X))
, where card(X) denotes the cardinality of X.

Let us observe that, 0 ≤ αB(X) ≤ 1. If αB(X) = 1, then X is crisp with
respect to B and otherwise, if αB(X) < 1, then X is rough with respect to B.

Definition 4 Let S = (U,A) be an information system and F = {X1,X2, . . . ,

Xn} be a partition of the universe U . For B ⊆ A, F depends on B to a degree

kB(F ) =
∑ n

i=1 card(B(Xi))

card(U) .

Definitions 2 − 4 will be stated in the context of flow graphs in Section 4.
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3 Flow Graphs

In this section, we recall some concepts of flow graphs which were introduced by
Pawlak in [10–14].

A flow graph is a directed, acyclic, finite graph G = (N ,B, ϕ), where N is a set
of nodes, B ⊆ N ×N is a set of directed branches, ϕ: B → R+ is a flow function

and R+ is the set of non-negative real numbers. If (x, y) ∈ B then x is an input

of node y denoted by I(y) and y is an output of node x denoted by O(x). The
input and output of a flow graph G are defined by I(G) = {x ∈ N | I(x) = ∅} and
O(G) = {x ∈ N |O(x) = ∅}. These inputs and outputs of G are called external

nodes of G whereas other nodes are called internal nodes of G. If (x, y) ∈ B then
we call (x, y) a throughflow from x to y. We will assume in what follows that
ϕ(x, y) 6= 0 for every (x, y) ∈ B. With every node x of a flow graph G, we have
its associated inflow and outflow respectively as: ϕ+(x) =

∑

y∈I(x) ϕ(y, x) and

ϕ−(x)=
∑

y∈O(x) ϕ(x, y). Similarly, an inflow and an outflow for the flow graph

G are defined as: ϕ+(G) =
∑

x∈I(G) ϕ−(x) and ϕ−(G) =
∑

x∈O(G) ϕ+(x). We

assume that for any internal node x, ϕ−(x) = ϕ+(x) = ϕ(x), where ϕ(x) is a
throughflow of node x. Similarly then, ϕ−(G) = ϕ+(G) = ϕ(G) is a throughflow

of graph G. As discussed by Pawlak [11], the above equations can be considered
as flow conservation equations (or pairwise consistent [1]).

Normalized Flow Graphs, Paths and Connections

In order to demonstrate interesting relationships between flow graphs and other
disciplines (e.g., statistics), we come to the normalized version of flow graphs.

A normalized flow graph is a directed, acyclic, finite graph G = (N ,B, σ),
where N is a set of nodes, B ⊆ N ×N is a set of directed branches and σ: B →
[0, 1] is a normalized flow function of (x, y). The strength of (x, y) is σ(x, y) =
ϕ(x,y)
ϕ(G) . With every node x of a flow graph G, the associated normalized inflow

and outflow are defined as: σ+(x) = ϕ+(x)
ϕ(G) =

∑

y∈I(x) σ(y, x), σ−(x) = ϕ−(x)
ϕ(G) =

∑

y∈O(x) σ(x, y). For any internal node x, it holds that σ+(x) = σ−(x) = σ(x),

where σ(x) is a normalized throughflow of x. Similarly, normalized inflow and

outflow for the flow graph G are defined as: σ+(G) = ϕ+(G)
ϕ(G) =

∑

x∈I(G) σ−(x),

σ−(G) = ϕ−(G)
ϕ(G) =

∑

x∈O(x) σ+(x). It also holds that σ+(G) = σ−(G) = σ(G)

= 1. With every branch (x, y) of a flow graph G, the certainty and the coverage

of (x, y) are defined respectively as: cer(x, y) = σ(x,y)
σ(x) , cov(x, y) = σ(x,y)

σ(y) , where

σ(x), σ(y) 6= 0. Properties of these coefficients were studied by Pawlak in [10–14].
Next, if we focus on sequence of nodes in a flow graph, we can find them

by using the concept of a directed simple path. A (directed) path from x to
y (x 6= y) in G, denoted by [x . . . y], is a sequence of nodes x1, . . . , xn such
that x1 = x and xn = y and (xi, xi+1) ∈ B for every i, 1 ≤ i ≤ n − 1. The
certainty, coverage and strength of the path [x1 . . . xn] are defined respectively as:

cer[x1 . . . xn] =
∏n−1

i=1 cer(xi, xi+1), cov[x1 . . . xn] =
∏n−1

i=1 cov(xi, xi+1), σ[x . . . y]
= σ(x)cer[x...y] = σ(y)cov[x . . . y].
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The set of all paths from x to y (x 6= y) in G, denoted by 〈x, y〉, is a con-

nection of G determined by nodes x and y. For every connection 〈x, y〉, the
associated certainty, coverage and strength of the connection 〈x, y〉 are defined
as: cer 〈x, y〉 =

∑

[x...y]∈〈x,y〉 cer[x . . . y], cov 〈x, y〉 =
∑

[x...y]∈〈x,y〉 cov[x . . . y],

σ 〈x, y〉 =
∑

[x...y]∈〈x,y〉 σ[x . . . y] = σ(x)cer 〈x, y〉 = σ(y)cov 〈x, y〉. If [x. . .y] is

a path such that x and y are the input and output of G, then [x. . .y] will be
referred to as a complete path. The set of complete paths from x to y will be
called a complete connection from x to y in G.

If we substitute every complete connection 〈x, y〉 in G, where x and y are an
input and an output of a graph G with a single branch (x, y) such that σ(x, y) =
σ 〈x, y〉, cer(x, y) = cer 〈x, y〉 and cov(x, y) = cov 〈x, y〉 then we have a new flow
graph G′ with the property: σ(G) = σ(G′). G′ is called a combined flow graph.

Starting from a flow graph, if we invert the direction of all branches in G,
then the resulting graph G−1 will be called the inverted graph of G (or the
inverse flow graph of G) [14]. Essentially, three coefficients of an inverse flow
graph can be computed from its flow graph as follows: σG−1(y, x) = σG(x, y),
cerG−1(y, x) = covG(x, y) and covG−1(y, x) = cerG(x, y).

4 Rough Set Approximations and Flow Graphs

In this section, we provide a bridge between flow graphs and rough approxima-
tion. From standard definitions of approximations made by rough sets, we give
these definitions in the context of flow graphs below.

Suppose we are given a normalized flow graph G = (A,B, σ), where A =
{Al1 , Al2 , . . . , Aln} is a set of attributes1, B is a set of directed branches and σ is
a normalized flow function. A set of nodes in a flow graph G corresponding to Ali

is referred to as a layer i. For A = C∪D, we have that every layer corresponding
to C will be called a condition layer whereas every layer corresponding to D will
be called a decision layer. If an attribute Ali contains nli values, we say that it
contains nli nodes.

We now consider how to approximate an attribute value Y ∈ Ali+1
from

attribute values of Ali where Ali =
{

X1,X2, . . . ,Xnli

}

, to indicate lower ap-

proximation, upper approximation and boundary region of Y . In Definition 5,
we recall Pawlak’s definitions of lower approximation, upper approximation and
boundary region for flow graphs.

Definition 5 [11] Let G = (A,B, σ) be a normalized flow graph, Ali = {X1,X2,

. . . ,Xnli

}

, 1 ≤ i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1
.

For any branch (Xj , Y ), j ∈ {1, . . . , nli}, of the flow graph G, the union of all

inputs Xj of Y is the upper approximation of Y (denoted Ali(Y )), the union

of all inputs Xj of Y , such that cer(Xj , Y ) = 1, is the lower approximation

of Y (denoted Ali(Y )). Moreover, the union of all inputs Xj of Y , such that

cer(Xj , Y ) < 1, is the boundary region of Y (denoted AliNAli
(Y )).

1 In what follows, we regard N as A for simplicity.
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In Definition 6, we state four categories of rough sets mentioned in Definition
2 in terms of flow graph.

Definition 6 Let G = (A,B, σ) be a flow graph, Ali =
{

X1,X2, . . . ,Xnli

}

,

1 ≤ i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1
. For any

branch (Xj , Y ), j ∈ {1, . . . , nli}, of G, we define four categories of vagueness as

- ∃Xj [cer(Xj , Y ) = 1] and ∃Xj [Xj /∈ I(Y )] iff Y is roughly Ali-definable,
- ∀Xj [cer(Xj , Y ) 6= 1] and ∃Xj [Xj /∈ I(Y )] iff Y is internally Ali-indefinable,
- ∃Xj [cer(Xj , Y ) = 1] and ∀Xj [Xj ∈ I(Y )] iff Y is externally Ali-definable,
- ∀Xj [cer(Xj , Y ) 6= 1] and ∀Xj [Xj ∈ I(Y )] iff Y is totally Ali-indefinable.

From the definition we obtain the following interpretation:

- if Y is roughly Ali-definable, this means that we are able to decide for some
elements of U whether they belong to Y or −Y 2, using Ali ,

- if Y is internally Ali-indefinable, this means that we are able to decide
whether some elements of U belong to −Y , but we are unable to decide
for any element of U , whether it belongs to Y or not, using Ali ,

- if Y is externally Ali-indefinable, this means that we are able to decide for
some elements of U whether they belong to Y , but we are unable to decide,
for any element of U whether it belongs to −Y or not, using Ali ,

- if Y is totally Ali-indefinable, we are unable to decide for any element of U

whether it belongs to Y or −Y , using Ali .

Property 1 Let G = (A,B, σ) be a flow graph, Ali =
{

X1,X2, . . . ,Xnli

}

, 2 ≤

i ≤ k, be an attribute in layer i and W be a node in Ali−1
. For any branch

(Xj ,W ), j ∈ {1, . . . , nli} in the inverse flow graph of G, the union of all output

Xj of W in flow graph G is the upper approximation of W , the union of all

outputs Xj of W in a flow graph G, such that cov(W,Xj) = 1, is the lower

approximation of W . Moreover, the union of all outputs Xi of W , such that

cov(W,Xj) < 1, is the boundary region of Y .

Proof. It can be proved in a straightforward way according to definition and
property of inverse flow graph and Definition 5. ⊓⊔

Example Suppose we are given the flow graph for the preference analy-
sis problem depicted in Fig. 1, that describes four disjoint models of cars X

= {X1,X2,X3,X4}. They are sold to four disjoint groups of customers Z =
{Z1, Z2, Z3, Z4} through three dealers Y = {Y1, Y2, Y3}.

By Definition 5, when we consider customer Z1: the lower approximation of
Z1 is an empty set, the upper approximation of Z1 is Y1 ∪ Y2 and the boundary
region Z1 is Y1 ∪ Y2. Hence, by Definition 6, we conclude that Z1 is internally
Y -indefinable. In Fig. 1 (only limited information is available), by using the set
of dealers (Y ) to approximate the customer group Z1 together with the flow
distribution visualized in layers two and three, our results can be summarized
as the following.

2 Where −Y = U − Y .
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- Since no branch connects Y3 and Z1, there is no customer Z1 buys a car from
dealer Y3. As a result if dealer Y3 plans to run new promotional campaigns,
they do not need to pay attention to customer group Z1 in these campaigns.

- If a customer buys a car through dealer Y1 or Y2, then we cannot conclude
whether this is a customer in group Z1 or not. Thus, if dealers Y1 and Y2

plan to run promotional campaigns, then they should, at least, target at
customer group Z1 in their campaigns.
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Fig. 1. A normalized flow graph.

Similarly, we can approximate all attribute values (node) in the inverse flow
graph of G by using Property 1.

However, the flow graph perspective on rough sets’ categories in Definition
6 do not provide approximations quantitively. Hence, in Definitions 7 and 8,
we define two measures for flow graphs, the accuracy of approximation and the
roughness of approximation.

Definition 7 Let G=(A,B, σ) be a flow graph, Ali =
{

X1,X2, . . . ,Xnli

}

, 1 ≤

i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1
. For any branch

(Xj , Y ), j ∈ {1, . . . , nli}, of G, the accuracy of approximation, αAli
(Y ), is de-

fined as: αAli
(Y ) =

card(Ali
(Y ))

card(Ali
(Y ))

.

We can use the accuracy of approximation to specify the quality of an approxi-
mation. Obviously, 0 ≤ αB(X) ≤ 1. If αAli

(Y ) = 1, then Y is crisp with respect
to Ali , and otherwise, if αAli

(Y ) < 1, then Y is rough with respect to Ali .

Definition 8 Let G=(A,B, σ) be a flow graph, Ali =
{

X1,X2, . . . ,Xnli

}

, 1 ≤

i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1
. For any branch
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(Xi, Y ), i ∈ {1, . . . , nli}, of G, the roughness of approximation, γAli
(Y ), is de-

fined as: γAli
(Y ) = 1 − αAli

(Y ) =
card(Ali

(Y ))−card(Ali
(Y ))

card(Ali
(Y ))

.

Property 2 Let G = (A,B, σ) be a flow graph, Ali =
{

X1,X2, . . . ,Xnli

}

, 1 ≤

i ≤ k − 1, be an attribute in layer i and Y be a node in Ali+1
. For any branch

(Xj , Y ), j ∈ {1, . . . , nli}, of G, we have

(1) αAli
(Y ) =

∑

cer(Xj,Y )=1 σ(Xj)
∑

Xj∈I(Y ) σ(Xj)
and (2) γAli

(Y ) =

∑

cer(Xj,Y )<1 σ(Xj)
∑

Xj∈I(Y ) σ(Xi)
.

Proof. (1) From Definition 5, we have card(Ali(Y )) =
∑

cer(Xj ,Y )=1 card(Xj)

and card(Ali(Y )) =
∑

Xj∈I(Y ) card(Xi). Since card(Xj)=ϕ(Xj) = σ(Xj)ϕ(G) =

σ(Xj)ϕ(U) and by Definition 7, then αB(Y ) =

∑

cer(Xj,Y )=1 σ(Xj)
∑

Xj∈I(Y ) σ(Xj)
.

(2) It can be proved similarly to (1). ⊓⊔

Let us briefly comment on Property 2(1) that the greater the boundary of
Y , the lower is the accuracy. If αAli

(Y ) = 1, the boundary region of Y is empty.

Property 3 Let G = (A,B, σ) be a flow graph, Ali =
{

X1,X2, . . . ,Xnli

}

, 2 ≤

i ≤ k, be an attribute in layer i and W be a node in Ali−1
. For any branch

(Xj ,W ), j ∈
{

1, . . . , nlj

}

in the inverse flow graph of G, we have

(1) αAlj
(W ) =

∑

cov(W,Xj)=1 σ(Xj)
∑

Xj∈O(W ) σ(Xj)
and (2) γAlj

(W ) =

∑

cov(W,Xj)<1 σ(Xj)
∑

Xj∈O(W ) σ(Xj)
.

Proof. (1) From Property 1, we have card(Alj (W ))=
∑

cov(Xj ,W )=1card(Xj) and

card(Alj (Y )) =
∑

Xj∈O(W ) card(Xj). Since card(Xj) = ϕ(Xj) = σ(Xj)ϕ(G) =

σ(Xj)ϕ(U) and by Definition 7, then αAlj
(W ) =

∑

cer(Xj,W )=1 σ(Xj)
∑

Xj∈O(W ) σ(Xj)
.

(2) It can be proved similarly to (1). ⊓⊔

Example (Cont.) Consider the branches between dealer and customer
group in Fig. 1. We can read from our flow graph that 24% of all customers
buy cars through dealer Y3 (σ(Y3) = 0.24) and all of them are in customer group
Z3 (cer(Y3, Z4) = 1). There is only one branch (Y3, Z4) with cer(Y3, Z4) = 13.
Thus, by Property 2(1), we have αY (Z1) = αY (Z2) =αY (Z3) = 0 and αY (Z4)

=
∑

cer(Yi,Z4)=1 σ(Yi)
∑

Yi∈I(Z4) σ(Yi)
= σ(Y3)

σ(Y1)+σ(Y2)+σ(Y3)
= 0.24.

These results imply that we should not make decisions involving customer
groups Z1, Z2 and Z3 solely by using dealers due to high imprecision. Neverthe-
less, we can partly check that it will be customer group Z4 with low accuracy by
using dealers. Similarly, if we consider the roughness of approximation between
dealer and customer group, then by Property 2(2), we have γY (Z1) = γY (Z2)

3 By employing the approach presented in our previous study [3], we can extract some
interesting association rules. If the model of car X2 (or X4) is bought through dealer
Y3 then the customer group is Z4 with support 0.12 and confidence 1.



8 Doungrat Chitcharoen and Puntip Pattaraintakorn

=γY (Z3) = 1 and γY (Z4) = 0.76. We can draw a conclusion in a similar manner
as we did for the roughness measure.

Please note that we can calculate the accuracy and the roughness of ap-
proximation between attributes in the inverse flow graph by using Property 3.
Another important topic in data analysis is dependency between attributes. We
introduce dependency degree between any two attributes in Definition 9.

Definition 9 Let G = (A,B, σ) be a flow graph, Ali=
{

X1,X2, . . . ,Xnli

}

and

Ali+1
=

{

Y1, Y2, . . . , Ynli+1

}

, 1 ≤ i ≤ k, be any two adjacent layers. Ali+1
depends

on Ali to a degree kAli
(Ali+1

) =

∑

nli+1
l=1 card(Ali

(Yl))

card(U) .

If kAli
(Ali+1

) = 1, we say that Ali+1
depends totally on Ali , and if kAli

(Ali+1
)

< 1, we say that Ali+1
depends partially in a degree kAli

(Ali+1
) on Ali . It is worth

pointing out that our dependency measure is different to the one given by Pawlak
[14]. The former gives dependency degree between two adjacent attributes (lay-
ers) while the latter gives dependency degree between two nodes connected by
directed branch.

Property 4 Let G = (A,B, σ) be a flow graph, Ali=
{

X1,X2, . . . ,Xnli

}

and

Ali+1
={X1,X2, . . . , Xnli+1

}

, 1 ≤ i ≤ k, be any two adjacent layers. Ali+1

depends on Ali to a degree kAli
(Ali+1

) =
∑

cer(Xi,Xj)=1 σ(Xi).

Proof. From Definition 5,
∑nli+1

j=1 card(Ali(Xj))=
∑nli+1

j=1

∑

cer(Xi,Yj)=1card(Xi).

Since Xn ∩ Xm = ∅, 1 ≤ n 6= m ≤ nli , then Ali(Xn) ∩ Ali(Xm) = ∅. Thus
∑n

j=1 card(Ali(Xj)) =
∑

cer(Xi,Yj)=1 card(Xi). Since ϕ(Xi) = σ(Xi)ϕ(G) =

σ(Xi)ϕ(U) and by Definition 9, we can write γB(D) =
∑

cer(Xi,Xj)=1 σ(Xi). ⊓⊔

Property 5 Let G = (A,B, σ) be a flow graph, Alj =
{

X1,X2, . . . ,Xnlj

}

and

Alj−1
= {X1,X2, . . . ,Xnlj−1

}

, 1 ≤ j ≤ k + 1, be any two adjacent layers in

the inverse flow graph of G. Alj−1
depends on Alj to a degree kAlj

(Alj−1
) =

∑

cov(Xi,Xj)=1 σ(Xi).

Proof. It can be proved similarly as Property 4 ⊓⊔

Example (Cont.) Consider model of car and dealer in the flow graph G

in Fig. 1. By Property 4, dealer depends on model of car to a degree γX(Y ) =
∑

cer(Xi,Yj)=1 σ(Xi) = σ(X3) = 0.17. On the other hand, if we consider customer
and dealer in the inverse flow graph of G, then by Property 5, we obtain that
dealer depends on customer group to a degree γZ(Y ) =

∑

cov(Yi,Zj)=1 σ(Zi) =

σ(Z3) = 0.21. These results give a conclusion that dealers depend on customer
groups more than models of cars.

In what follows, we aim to approximate a specific attribute value by some
attribute values such that they are not in adjacent layers. We can use the concept
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of a connection to do this. More specifically, if we aim to approximate an attribute
value in an output layer by attribute values in an input layer, then we will use
the concept of complete connection.
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Fig. 2. A combined flow graph.

Example (Cont.) For model of car and customer group in Fig. 1, we give a
combined flow graph in Fig. 2. By Definition 5, for Z4, the lower approximation
of Z4 is an empty set, the upper approximation and the boundary region of Z4

are X1 ∪ X2 ∪ X3 ∪ X4. Hence, by Definition 6, Z4 is totally X-indefinable.
By Property 2, we have the accuracy and the roughness approximation of

customer Z4 by model of car as: αX(Z4) = 0 and γX(Z4) = 1. Additionally,
we can use Property 4 to compute the dependency between model of car and
customer group, and the result is 0. From these results due to the imprecision
and dependency, we should not make decisions involving customer group Z4 by
using only model of car. As before, we can approximate and measure them for
the inverse flow graph in the same way. Comparing the obtained accuracy and
roughness measures, we can draw a conclusion that from this population dealer

is a better indicator for analyzing customer group Z4 than model of car.

5 Conclusion

In this paper, we introduce definitions and properties of rough set approxima-
tions, accuracy and roughness of approximation which are defined in terms of a
flow graph. They can be useful when the initial data is in the form of flow graph
and contains some limitations. We illustrate a car dealer preference analysis to
support our propositions.
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