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experimental observations. The vibrational spectra were also evaluated from each system by means of the
velocity autocorrelation functions (VACFs) to compare with Raman and IR results. We also introduced a
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the symmetry breaking of carbonate ion, while the nitrate ion retains the planarity.
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1. Introduction

The understanding of solution is the most important to explain the chemical reaction most of them
occur in the liquid phase. The dynamic properties of solute in solvent atmosphere are the challenge
subject, providing the information of nonequilibrium processed in solution””. Although the structural
properties of hydrated solute are obtained by the diffraction techniques and simulation procedures, only
the simulation technique gives the dynamic properties.

The molecular dynamics (MD) method has become a valuable tool in this area as this technique yields
not only equilibrium structures of the system but also its dynamical behavior . The success of a
computer simulation depends on a suitable treatment of the inter-particles forces which is related to the
employed potential functions describing the interactions between particles. These potentials are often
constructed by fitting an analytical formula to a set of ab initio calculation results. Because of the
difficulty to construct higher interaction functions than three-body potential functions and the importance
of many-body effects to describe the solution systems, quantum mechanics (QM) are employed in the MD
simulation to treat N-body interactions as well as polarization and charge transfer effects. For a MD
simulation containing a few thousand particles, the application of quantum mechanics to treat the entire
system is beyond the present technical feasibility. Thus, the most relevant region for example the solute
and its first hydration shell is treated by QM, while the rest of the system is treated by molecular
mechanics (MM). This approach is referred to as hybrid quantum mechanical/molecular mechanical
(QM/MM) method. Potential functions are still required by the conventional QM/MM MD to treat
interaction in the MM region as well as to account for the coupling of QM and MM region. This
limitation limits the conventional QM/MM MD methodology to solutes with a very simple composition.
In this work, a new formalism named the quantum mechanical charge field molecular dynamics (QMCF
MD) based on an electrostatic embedding scheme was developed to omit the time-consuming and tedious
task of the construction of new potential functions. This method has been succeeded to acquire the
structural and dynamical properties for the solute that it has a complicated structure e.g. sulfate&s,
phospha‘ce8 and perchlorate8 anions.

A method based on a hybrid method of integral equation theory in statistical mechanics, namely

reference interaction site model self-consistent field (RISM-SCF), is an alternative method to the



QM/MMQ_B. This method succeeded to investigate the structural properties of the solute and the solvation
effects on the reactions in a solution phasem_lg.

In this project, we applied the QMCF MD formalism to investigate the properties of bicarbonate,
bisulfate and bisulfide anions, and the hydrochloric solutions. The evaluation of structural properties for
these composite solutes was introduced by means of the molecular approach. The RISM-SCF formalism
was also applied to investigate the optimized geometry of carbonate and nitrate anions in aqueous

solution. The classical electrostatic free energy calculation based on the multipole expansionlg’ * was also

utilized as a model to understand the true nature of the symmetry breaking caused by the solvation effect.

2. Methods

2.1. QMCF MD

The ab initio quantum mechanical charge field molecular dynamics (QMCF MD) formalism has been
outlined in detail elsewhere”'. Due to the inclusion of an additional quantum mechanically treated solvent
layer zone located beyond the first hydration shell of the solute species, the QMCF method does not
require the construction of potential functions between the solute and water molecules; i.e., it avoids a
time-consuming and sometimes hardly manageable task necessary in the conventional quantum
mechanical/molecular mechanical molecular dynamics (QM/MM MD) formalism™ . A further
advantage of the QMCF MD method is the inclusion of the point charges of the atoms in the MM region

with their changing positions in the core Hamiltonian for the QM region via a perturbation term
’ q;

53 3 (1)
where 7 is the number of atoms in the QM region, m is the number of atoms in the MM region, q;"M is the
partial charges of these atoms according to the selected water model, and r, refers to the distance between
a pair of particles in the QM (i) and MM (j) regions. On the other hand, the dynamically changing charges

of QM particles, ¢, determined by population analysis contribute to the force on each atom j in the MM

region as Coulombic forces

QM MM

5 4 4
F/QM MM _ Z—/ )

i=1 T

As the conventional QM/MM MD formalism, the QMCF MD method allows the migration of water

molecules between the QM and MM region. For this process, one has to apply a smoothing function”



0 for r>r

on
2
2 2 2 2 2
S(r): (rﬂff ! ) (roff+2r 3’?».) for r <r<r 3)
N 2\3 on =" = Toff
ruff_run

1 for r<

Vo

where 7 is the distance of a given solvent molecule from the center of the simulation box, . is the radius
of the QM region, and r, is the inner border of the smoothing region. The formalism is applied to all
atoms of molecules located in the smoothing region, ensuring a continuous transition and change of forces
for these molecules according to
Fyreot = FM (B2 = FY™)x S (r) (4)
where F].layer is the force acting on a particle j located in the (outer QM) smoothing zone and FjMM is the
force acting on a particle j in the MM region. In this context, it has to be mentioned that energy is not
rigorously conserved, but the related error can be considered very minor due to the short simulation time
and the large size of the quantum mechanical region.
The dynamical properties of a fluid system related to macroscopic transport coefficients can be
evaluated from the velocity autocorrelation functions (VACFs), and their Fourier transformations can be
interpreted as the vibrational spectra. The vibrational spectra of bisulfate ion were obtained from the

VACFs using normal-coordinate analysis27. The normalized VACF, C(?), is defined as
N, N
ZZV/. (t)v, (1, +1)
= jN/ N
NINZZV./ (t,.)v/. (1)
i

where N is the number of particles, N, is the number of time origins #, and v, denotes a certain velocity

c(r) (5)

component of the particle j. A correlation length of 2.0 ps was used to obtain the power spectra with 4000

averaged time origins.

2.2. RISM-SCF-SEDD

The RISM-SCF method has been outlined in detail elsewhere . Similar to the QM/MM, this method
evaluates the statistical solvent distribution consistent with the electronic structure of the solute, while the
electronic structure of the solute is affected by the surrounding solvent distribution. Thus, both the RISM
integral equation and ab initio molecular orbital (MO) calculation must be solved in a self-consistent

manner. The statistical mechanics part of the RISM-SCF method was solved with the Kovalenko and



Hirata (KH) closure approximationzg' * to obtain the structure of the solvent on a grid of 2048 points on
the radial direction, whereas the ab initio MO methods at Hartree-Fock (HF) and density functional
theory, namely, Becke, three-parameter, Lee-Yang-Parr exchange-correlation functional (B3LYP),
associated with the 6-311+G* basis set 31, were utilized to evaluate the electronic structure of carbonate
and nitrate ions in the SCF procedure, so-called RISM-SCF/HF and RISM-SCF/B3LYP, respectively. We
further employed the CCSD(T) method coupled with solvation effect (RISM-SCF/CCSD(T)) to obtain
highly accurate solvation energy. The SPC water model” with the corrected Lennard-Jones parameters of
hydrogen sites (¢) 1.0 A and &) 0.056 kcal mol_]) was selected for solvent water in the RISM equation.

All solution-phase calculations were performed with the RISM-SCF-SEDD (spatial electron density
distribution, SEDD) code'” implemented in GAMESS program package33 modified by us. In the theory,
the total energy of the system ( 4 ) is defined as the sum of the solute potential energy and solvation free
energy:

A= <\Psolute

H() |\Psolute>+ A,U (6)
where H, is the standard Hamiltonian of solute in a gas phase, W*"* is the wave function of the solute
obtained by solving the equation with the modified Fock operator, and Au is the solvation free energy

evaluated by the KH closure equations.

3. Results and Discussion

This project applied the QMCF MD to simulate bicarbonate, bisulfate, bisulfide and HCI in aqueous
solution. The RISM-SCF-SEDD was also applied to study the effect of solvent to the planarity of
carbonate and nitrate ions in aqueous solution. All details for each work in this project%39 were presented

in the Appendix section.

3.1. Bicarbonate ion in aqueous solution
The structural and dynamical properties of bicarbonate ion in aqueous solution were evaluated by
means of specific radial distribution functions (RDFs), coordination number distributions (CNDs),
angular distribution functions (ADFs), and ligand mean residence time (MRTs). The molecular aspect
was also introduced to determine the hydration shell of the ion. The difference in coordination numbers

obtained by summation over atoms (6.6) and for the solvent-accessible surface (5.4) indicates the sharing



of some water molecules between the individual atomic hydration shells. It also proved the importance to
consider the hydration of the chemically different atoms individually for the evaluation of structural and
dynamical properties of the ion. The mean residence time in the surroundings of the bicarbonate ion
classify it generally as a structure-breaking ion, but the analysis of the individual ion-water hydrogen
bonds revealed a more complex behavior of the different coordination sites. This work was published in
Journal of Computational Chemistry”.

The further analysis of bicarbonate ion was determined by means of the VACFs to clarify the
ambiguous assignments of the CO—H stretching (v,) mode in Raman and IR spectra, published in Journal
of Molecular Structure: T HEOCHEM. The v, spectrum includes inter- and intra-molecular OH
stretching modes of hydrated bicarbonate ion and is presented together with the other vibrations, namely
the symmetric CO stretching (v,), the C—-OH stretching (v,) and the CO, out-of-plane deformation (v,),

modes.

3.2. Bisulfate ion in aqueous solution

The structural and dynamical properties of hydrated bisulfate ion were evaluated from the QMCF
MD simulations, published in The Journal of Physical Chemistry B”. The averaged geometry of bisulfate
ion supports the separation of six normal modes of the O*-SO3 unit with C, symmetry from three modes
of the OH group in the evaluation of vibrational spectra obtained from the velocity autocorrelation
functions (VACFs) with subsequent normal coordinate analyses. The calculated frequencies are in good
agreement with the observations in Raman and IR experiments. The difference of the averaged
coordination number obtained for the whole molecule (8.0) and the summation over coordinating sites
(10.9) indicates some water molecules to be located in the overlapping volumes of individual hydration
spheres. The averaged number of hydrogen bonds during the simulation period (5.8) indicates that some
water molecules are situated in the molecular hydration shell with an unsuitable orientation to form a
hydrogen bond with the ion. The mean residence time in the surroundings of the bisulfate ion classify it
generally as a weak structure-making ion, but the analysis of the individual sites reveals a more complex

behavior of them, in particular a strong interaction with a water molecule at the hydrogen site.



3.3. Bisulfide ion in aqueous solution
The hydration structure of the bisulfide (HS) ion in dilute aqueous solution was characterized by
means of an ab initio quantum mechanical charge field (QMCF) molecular dynamics simulation at the
Hartree-Fock level employing Dunning double-{ plus polarization function (DZP) basis sets, also
published in The Journal of Physical Chemistry B”. An average H-S bond distance of 1.35 A resulted
from the simulation and a hydration shell located at 2.42 A S, ~~"H,and 3.97 A HS' distances,
respectively. At the sulfur site, the average coordination number is 5.9 + 1.1, while the value for the

hydrogen site is 9.2 = 1.6. The calculated H S stretching frequency of 2752 cm’ obtained from the

QMCF MD simulation is in good agreement with that reported from the Raman spectrum (2570 cm_l)
only if a scaling factor of 0.89 is applied. The stability of the nondissociated HS  structure is reflected by

the force constants of 436.1 and 4.5 N/m determined for the H _-S and H _---O, bonds,

HS™
respectively. A weak structure-making effect of the hydrated HS- ion results from the mean residence
times of 1.5 and 2.1 ps of coordinated water molecules at the sulfur and hydrogen sites of the HS ion,

respectively.

3.4. Dilute aqueous HCI solution
Another QMCF MD simulation has been performed to study the structural and dynamical
properties of a dilute aqueous HCI solution, published in Journal of Computational Chemistry34. The
solute molecule HCIl and its surrounding water molecules were treated at Hartree-Fock level in
conjunction with Dunning double-{ plus polarization function basis sets. The simulation predicts an
average H-Cl bond distance of 1.28 A, which is in good agreement with the experimental value. The

H,, -0, and Cl,,---H_ distances of 1.84 and 3.51 A were found for the first hydration shell. At the

hydrogen site of HCI, a single water molecule is the most preferred coordination, whereas an average
coordination number of 12 water molecules of the full first shell was observed for the chloride site. The
hydrogen bonding at the hydrogen site of HCI is weakened by proton transfer reactions and an associated
lability of ligand binding. Two proton transfer processes were observed in the QMCF MD simulation,
demonstrating acid dissociation of HCI. A weak structure-making/breaking effect of HCI in water is

recognized from the mean residence times of 2.1 and 0.8 ps for ligands in the neighborhood of Cl and H

sites of HCl, respectively.
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3.5. RISM-SCF-SEDD study on the symmetry breaking of carbonate and nitrate anions in aqueous
solution
The planarity of carbonate and nitrate anions was investigated in the gas and solution phases by
means of the reference interaction site model self-consistent field spatial electron density distribution
(RISM-SCF-SEDD) method. The computed optimized geometries and solvation structures are compared
with the diffraction data. In the solution phase, the symmetry of carbonate anion is changed from D,, to

c

3w

whereas the planarity of nitrate anion is still retained. These are fully consistent with experimental
knowledge. The classical electrostatic model was also utilized to elucidate the mechanism of the
symmetry breaking. It should be emphasized that the symmetry breaking occurs not only by a specific
solvent molecule attaching to the ion but by an overall electrostatic interaction between the infinite
number of solvent molecules and the ion. This work was also published in The Journal of Physical

Chemistry B*

4. Conclusions

Our structural and dynamical properties obtained from the QMCF MD simulations of hydrated anions
and HCl are well compatible with the experimental data. The molecular evaluation of structural properties
gives better results than the classical method that it determines such properties on each site of solute
molecule. The molecular RDFs show the advantage of this method clarifying the hydration shell
comparison to the atomic RDFs, which are unable to characterize the shell. The defined vector projection
for each vibration mode coupling with the VACF calculation gives the vibrational frequencies in good
agreement with the Raman and IR experiments. With these results, it indicates that the QMCF formalism
is suitable to simulate the aqueous solution consisting of composite solute.

The RISM-SCF is another method that it can describe the solvent effect on the electronic structure of
solute molecule in the statistical sense. The RDFs were also obtained from the calculations, presenting an
excellent agreement with the diffraction results. The symmetry breaking occurs in the carbonate anion in
an aqueous solution from D,, to C,, (or lower), while the nitrate anion still retains the planarity in the
solution phase. The dynamic picture is also interested for these anion, however; the RISM-SCF is unable
to present these properties. This work will be complemented with the QMCF MD simulation for both

systems.
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The ambiguous assignments of the CO-H stretching ( v,) mode of bicarbonate ion in Raman and IR spectra
were clarified based on a careful investigation of hydrogen bonding and its influence on the power spec-
tra evaluated from the velocity autocarrelation functions obtained by an ab initio QMCF MD simulation.
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C-0H stretching (vs) and the CO; out-of-plane deformation (vs), modes.
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1. Introduction

The bicarbonate ion, plays important roles in chemical and
biological processes. This ion is generated as the major product by
the dissolution of carbon dioxide in water in the pH range of 8-10
[1], and also produced by the human carbonic anhydrase I [2,3] to
maintain the blood pH at the level suitable for tissues and enzymes
activities. Several spectroscopic techniques have been utilised to
obtain experimentally quantitative and structural information
about the bicarbonate anion dissolved in water [4]. The vibrational
frequencies of bicarbonate ion inaqueous solution have been inves-
tigated by Raman and infrared (IR) spectroscopy and presented in
many publications [4-12]. The deviations of normal frequencies
between Raman spectra and theoretical results based on density
functional theory (DFT) were less than 150 cm !, except the CO-H
stretching mode which differed by ~1000cm-! [10]. The CO-H
stretching mode of bicarbonate ion was assigned to a band located
around 2600 cm ' in Raman and IR spectra [4-6,10], while the DFT
calculation employing the B3LYP/6-31+G* method for bicarbonate
ion in a cluster with three water molecules gave the frequency of
3596.5 cm~' [10]. This significant difference was attributed to the
influence of strong anharmonicity [10], implying a scaling factor of
0.723 for correcting the overestimation of this frequency. However,
itis well-known that the scaling factors for the B3LYP method are
larger than 0.96 [13-15], thus making ambiguous the assignment
of this vibrational frequency.

* Corresponding author. Fax: +66 (0) 2218 7598.
E-mail ad dress: Viwat.V@Chula.ac.th (V. Vchirawongkwin).

0166-1280/$ - see front matter @ 2009 Elsevier BV. All rights reserved.
doi:10.1016/j .theochem.2009.08.001

Computer simulations have become an alternative tool to eluci-
date the microscopic solvate properties helpful for the interpreta-
tion of experimental observations [16-18]. A recently proposed
simulation protocol, namely the ab initio quantum mechanical
charge field (QMCF) molecular dynamics (MD) formalism [19],
has succeeded to determine the vibrational frequencies of tetrahe-
dral sulphate ion [20] and analogous oxo-anions [21]. Here we re-
port the vibrational frequencies of the stretching modes evaluated
by means of the velocity autocorrelation functions (VACFs) of the
bicarbonate ion in aqueous solution obtained from a QMCF MD
simulation [22], associated with the influence of hydrogen-bonds
(H-bonds), aiming at clarifying the OH stretching frequency assign-
ments of bicarbonate ion in agueous solution.

2. Computational details

The QMCF MD simulation protocol has been reported previ-
ously [22]. The QMCF MD formalism is based on the conventional
quantum mechanical/molecular mechanical (QM/MM) MD meth-
od, increasing the size of the QM region by adding a further QM re-
gion containing only solvent molecules (layer zone), thus allowing
the non-Coulombic interactions between the solute in the inner
QM region (core zone) and solvent molecules in the MM region
to be neglected. Therefore, the only potential function needed is
the one for interaction between solvent molecules. The Coulombic
interaction from the point charges of solvent molecules in the MM
region to all atoms in the QM region are incorporated via a pertur-
bation term in the core Hamiltonian, while the charges of the
atoms in the QM region obtained from population analysis are

19



20

V. Vichirawongkwin et al /Journal of Molecular Structure: THEOCHEM 913 (2009) 236-239 237

utilised to evaluate the Coulombic interactions with the atoms in
the MM part. The simulation was performed in the NVT ensemble
using a general predictor-corrector algorithm with a time step of
0.2 fs. The system temperature was maintained at 298.16 K by
the Berendsen temperature-scaling algorithm [23] with a relaxa-
tion time of 100 fs. The simulation system consisted of one bicar-
bonate ion and 496 water molecules in a cubic box of 24.65A
with periodic boundary conditions. The density of the simulation
box was 0.997 gcm 2, i.e, the experimental value of pure water
at 298 K. The calculation of forces for the most relevant region,
the QM region extended to 5.4 A with the core radius of 3.2 A,
was performed by means of Hartree-Fock (HF) method with the
Dunning double-C plus polarisation and diffuse functions (DZP+)
basis sets [24-26] for hydrogen, carbon, and oxygen atoms of the
bicarbonate ion, and Dunning double-{ plus polarisation function
(DZP) basis sets [24-26] for hydrogen and oxygen atoms of water,
respectively. The thickness of the smoothing region was chosen as
0.2 A with the values of r,; and ry as 5.2 and 5.4 A, respectively,
according to the radial distribution function (RDF) obtained from
the equilibrated simulation. The selected water model applied to
calculate the interactions between pairs of water in the MM region
was the flexible BJH-CF2 model [27,28], with the cutoff distances of
3.0and 5.0 A for non-Coulombic interactions between H atoms and
between O and H atoms, respectively. The reaction field method
combined with the shifted-force potential technique were applied
to account for long-range electrostatic potentials and forces, with a
spherical cutoff limit of 12.350 A. The system was initially equili-
brated by performing the QMCF MD simulation for 10 ps (50,000
steps), and a further 10 ps (50,000 steps) were utilised for data
sampling [22].

Because of the low symmetry of bicarbonate anion, the number
of water molecules within the first hydration shell was evaluated
firstly by the determination of the radius of hydration according
to the RDFs for each atomic site. These radii were then utilised to
determine the coordination number based on the solvent-accessi-
ble surface to avoid double-counting of some water molecules
within the overlap zone of individual hydration shells, as presented
in our previous work, resulting in an average total coordination
number of 541 [22].

The dynamical properties of a fluid system related to macro-
scopic transport coefficients can be evaluated from the VACFs,
and their Fourier transformations can be interpreted as the vibra-
tional spectra. The vibrational spectra of bicarbonate ion were ob-
tained from the VACFs using normal-coordinate analysis [29]. The
normalised VACF, C(t), is defined as

Z; vi(t)vi(ti +t)

~7 (1)
NrNZ;'zj vi(ti)vj(ti)

C{t)=

where N is the number of particles, N, is the number of time origins
t;. and v; denotes a certain velocity component of the particle j. In
order to obtain the vibrational frequencies corresponding to the
vibrational motions, the instantanous velocities of hydrogen, carbon
and three oxygen atoms of the bicarbonate ion were analysed on
the basis of the Raman and IR active harmonic normal modes
according to the C; symmetry. All nine modes of bicarbonate are
infrared and Raman active. Due to the main goal of the present
work, only four vibrational modes were explicitly defined. The
CO-H stretching (v,) mode is the main target of this work, while
the symmetric CO stretching (v;), C-OH stretching (vs) and COs
out-of-plane deformation (vy) modes are employed to determine
the ability of QMCF MD formalism to elucidate the dynamical prop-
erties of hydrated bicarbonate ion. The atomic motions of these
modes are schematically depicted in Fig. 1. The instantaneous H,
C and O velocities were decomposed into the necessary smallest
fragments. The O velocity was projected onto a unit vector parallel

A u B

(]

Fig. 1. The defined normal vectors of (A) CO-H stretching (v,), (B) symmetric CO
stretching (v3), (C) C—OH stretching (vs ) and (D) CO4 out-of-plane deformation (vs)
modes for the bicarbonate ion.

to the corresponding C-0 bond (i, i = 1 to 3) and a unit vector per-
pendicular to a normal vector of the O-C-0 plane (5;, i = 1 to 3). The
H velocity was projected onto a unit vector parallel to the O-H bond
(). The C velocity was also projected onto a unit vector parallel to
the bond between C and O adjacent hydrogen (v, ) and a unit vector
perpendicular to a normal vector of the bicarbonate plane (V). U,, S;,
V, and V: are used to denote the projection of the H, Cand O veloc-
ity onto the unit vectors i, S, Vy and Vs, respectively. The relevant
four vibrational modes are defined as following

vi=Us
3
vi=>U;
i=1
vs=V,

3
Vg = v5+Zsi
=

The v;, vs and vz modes present the mixing states due to the flexible
movement of atoms within the simulation period.

As the bicarbonate ion exhibits structure-breaking effects in
aqueous solution [9,22], the number of H-bonds between the ion
and the hydration shell fluctuates during the simulation period.
The number of H-bonds was estimated by different definitions on
the basis of energetic and geometric criteria [30,31], as shown in
Fig. 2, employing a structural criterion depending on the cutoff
parameters (distance R}, R and angle ¢’ ) in analogy to water—di-
methyl sulphoxide mixtures [32]. The cutoff distances R{m and Rgé
were obtained from the radial distribution functions for the bicar-
bonate's hydrogen and water oxygen atoms (H, — 0,,) and for the
bicarbonate’s oxygen and adjacent hydrogen and water oxygen
atoms (0z: — Oy), presenting the boundary of the first coordination

N

Fig. 2. The hydrogen-bond definition according to the geometrical relation between
the hydrogen atom of bicarbonate ion and water molecule.
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shell at 2.6 A and 3.8 A, respectively [22]. The angle $“ was set to
30° [32].

For the CO-H stretching ( vy ) frequency comparison between the
experimental assignments and theoretical investigation, we also
performed the frequency calculation with Gaussian 03 [33] for
small water clusters of bicarbonate ion, employing the Hartree-
Fock (HF), second-order Meller—Plesset (MP2) and Becke, three-
parameter, Lee-Yang-Parr (B3LYP) methods associated with the
double-( plus polarisation and diffuse functions (DZP+) basis set.
Rudolph et al. suggested the cluster having three water molecules
calculated with the B3LYP/6-31+G* method providing the best
agreement of the calculated peak positions with the measured Ra-
man data [10]. Thus, we extended the cluster size including the
forth water molecule and also including electron correlation effects
at MP2 level, to determine its effect on the v, frequency.

3. Results and discussion

The power spectra predicted by applying the Fourier transfor-
mation to the VACFs employing a correlation length of 1.0 ps with
1800 averaged time origins (10 ps) of the symmetric CO stretching
(v3), C—OH stretching (vs) and CO; out-of-plane deformation (vs)
modes, and CO-H stretching (v, ) mode in the bicarbonate ion are
displayed in Fig. 3. The dominant peak at 1498 cm~' of vy
(Fig. 3A, spectrum a) differs from the Raman data (1312 cm™")
[10] by 134 cm~!, while two weak peaks located at 1075 and
700 cm~' superimpose with the strong peak of vs (Fig. 3A, spec-
trum by and vs (Fig. 3A, spectrum c), respectively. These two modes
were assigned in Raman experiment to 1015and 673 cm !, respec-
tively. [ 10] The acceptable deviation of vibrational frequencies for
these three modes in Fig. 3A indicates the success of QMCF MD
methodology to supply good dynamical data of hydrated bicarbon-
ate ion [22]. The €O — H stretching spectrum in Fig. 3B consists of a
strong peak located at 4023 cm~! and a weak broad band, shown in
the insert, with its peak ar 2687 cm~', We also performed the fre-
quency calculation with Gaussian 03 [33] for small water clusters
of bicarbenate ion (HCO; -nH,0, n=1,2,3.4) [22], employing
the Hartree-Fock (HF), second-order Maller-Plesset (MP2) and
Becke, three-parameter, Lee-Yang-Parr (B3LYP) methods associ-
ated with DZP+ basis sets [24-26]. The v, frequencies are shown
in Table 1, corresponding to the frequency of the strong peak in
Fig. 3B. If one accepts that the MP2 level represents the best quality
(although MP2 can also overestimate correlation influence), the
obtained results confirm the common observation from many sim-
ilar simulations including DFT-based Car—Parrinello MD simula-
tions that DFT overestimates the strength and thus the rigidity of
H bonds, while ab initio simulations at HF level tend to underesti-
mate hydrogen bond strength. The peak of the observed weak band
corresponds to the frequency found in the Raman and IR experi-
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Table 1

Vibrational frequencies (cm ') of CO-H stretch (v, ) within the bicarbonate ion in four
hydrated forms (HCO; -nH,0, m=1.2.3,4) obtained from HF, MP2 and B3LYP
calculations with DZP+ basis sets [24-26].

Method Frequencies (cm™')

Hz0 2H;0 3Hz0 4H;0
HF 4196 4182 4162 4146
B3LYP 3692 3653 3609 3582
MP2 3812 3782 3T 3719

ments at ca. 2600 cm ! [4-6,10]. The characterisation of this weak
band requires further details for an interpretation, which are pre-
sented below.

The number of H-bonds between the hydrogen atom of bicar-
bonate ion and water molecules within the hydration shell was
counted throughout the simulation time as shown in Fig. 4. Fur-
ther, we investigated the effect of H-bonding on the vibrational
spectrum of the v, vibration. We chose three short intervals lo-
cated from 0.5 to 2.5 ps (few H-bonds), 6.0 to 8.0 ps (numerous
H-bonds) and 8.6 to 10.0 ps (no H-bonds), and evaluated the spec-
trum for each period by means of the VACFs employing a correla-
tionlength of 1.0 ps with 200 and 80 averaged time origins for time
intervals 2.0 ps and 1.4 ps, respectively. The power spectra are
shown in Fig. 5. In the spectrum of the few H-bonds period
(Fig. 5A), the strong peak is located at 4007 cm-! and a weak band
from 2394 to 2736 cm~! reaches 3.0% of the strong peak’s height.
The strong presence of H-bonds affects the frequencies and inten-
sities of strong and weak band, as shown in Fig. 5B. The strong peak
is lowered and redshifted, while the weak band is less well struc-
ture and starts at 2525cm~! and extends to 2899 cm~! implying
a blueshift of this band. At the same time the intensity of the weak
peak increases to 12.0% of that of the strong one, apparently due to
the more intense H-bonding, The absence of H-bonds shifts the
strong peak (cf. Fig. 5C) to 4039 cm !, which means a blueshift
compared to the peak in Fig. 5A. The weak band peak is redshifted
by 81 cm™', and amounts to only 1.6% of the strong peak height.
These results clearly reflect the influence of H-bonds on the inter-
and intra-molecular OH stretching modes of bicarbonate ion. An
increasing number of H-bonds redshifts the strong peak and blue-
shifts the weak band, also rising the relative intensity of the weak
band. Our results show that the strong peak represents the intra-
molecular OH stretch, while the weak band corresponds to the
intermelecular OH interactions due to the H-bonds. The shape of
this peaks shows the wide varieties of H-bonds realised in solution.

The frequency of the strong peak agrees with the value obtained
by the quantum mechanical calculations of the CO-H stretching
within the bicarbonate ion. The location of the weak band corre-
sponds to the peak assignment of CO-H stretch in the Raman
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Fig. 3. Power spectra of (A) symmetric CO stretching (a), C-OH stretching (b) and CO4 out-of-plan e deformation (c) modes, and (B) CO-H stretch of the hydrated bicarbonate
ion with the insert presenting the weak band located from 2250 to 3000 cm ! obtained from the 10 ps QMCF MD simulation [22].
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Fig. 4. Number of hydrogen-bonds between the hydrogen atom of bicarbonate ion

and water molecules within the hydration shell during 10 ps of QMCF MD
simulation [22].
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Fig. 5. Power spectra of v, obtained from the QMCF MD simulation [22] evaluated
during (A) 0.5-2.5 ps, (B) 6.0-8.0 ps, and (C) 8.6-10.0 ps with the inserts showing
the weak band located from 2250 to 3000 cm ',

and IR experiments [4-6,10], but it has to be assigned to the inter-
molecular OH stretching mode involving hydrogen bonds between
ion and water molecules.

4. Conclusion

The successful application of the ab initio QMCF MD approach
for the unambiguous assignment of the experimentally observed
vibrational frequencies, in particular of the CO-H stretching fre-
quency, can be seen as a strong indication that this methodology
is suitable for simulations of composite solutes of low symmetry
in water. Previous simulations of phosphate, sulphate and perchlo-
rate in water [20,34-36] have already shown that the method is
well suited to treat hydrogen bonded, weakly interacting anions
and thus let us expect in connection with the results presented
here that this applicability is of rather general character and should
be valid for neutral hydrogen bonding solutes as well.
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Abstract: The ab initio quantum mechanical charge field molecular dynamics (QMCF MD) formalism was applied to
simulate the bicarbonate ion. HCO7 . in aqueous solution. The difference in coordination numbers obtained by summation
over atoms (6.6) and for the solvent-accessible surface (5.4) indicates the sharing of some water molecules between the
individual atomic hydration shells. It also proved the importance to consider the hydration of the chemically different
atoms individually for the evaluation of structural and dynamical properties of the ion. The orientation of water molecules
in the hydration shell was visualized by the 6-tilt surface plot. The mean residence time in the surroundings of the HCO3
ion classify it generally as a structure-breaking ion, but the analysis of the individual ion-water hydrogen bonds revealed

amore complex behavior of the different coordination sites.

© 2009 Wiley Periodicals, Inc.  J Comput Chem 31: 249-257, 2010
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Introduction

The bicarbonate ion, HCO5 , is one of the most commonly found
anions. Dissolution of carbon dioxide in water in the pH range of
8 1o 10 generates the HCOZ ion as the major product.' The HCO;
ion is also produced by human carbonic anhydrase II (HCA I1),>*
which catalyzes the hydration of CO,. This ion also maintains the
pH of blood at the level suitable for tissues and enzyme activities.

The structural parameters of HCO; ion have been investigated
by X-ray diffraction of sodium bicarbonate crystals.*> Jonsson et al.
reported the optimized geometry with an unusually long C—OH dis-
tance in the HCOS ion based on a Hartree-Fock level calculation
with a double-¢ basis set augmented by diffuse s and p functions.®
Keesee et al. used high-pressure mass spectrometry to determine
the hydration enthalpy of HCO; ion as —95kcal mol=" in the gas
phase.” Leung et al. employed molecular dynamics based on density
functional theory (DFT) to simulate a hydrated HCO; system con-
taining 63 water molecules and one ion® They obtained an average
coordination number of 6.9 water molecules from the summation
of coordination numbers of individual atoms.

The structural and dynamical properties of hydrated bicarbonate
ion are of great significance for the detailed understanding of all
chemical processes of this ion in aqueous solution. in particular its

role in biology. However. the bicarbonate ion is a composite struc-
ture difficult to access by a conventional QM/MM method, because
of the complicated and asymmetric potential energy hypersurface
describing the interaction between the HCO; ion and water. The
ab initio quanium mechanical charge field molecular dynamics
(QMCF MD) formalism,” however, does not require a constructed
analytical potential and hence this method has already been success-
fully employed to investigate the structural and dynamical properties
of the hydrated composite anions sulfate,'®!! phosphate,'>!* and
perchlorate.'” In this work, the QMCF MD method was used to
simulate the hydrated HCOS ion in order to obtain its structure and
some dynamical properties. The structural properties were obtained
via radial distribution functions (RDFs). coordination number dis-
tributions (CNDs), and angular distribution functions (ADFs). The
dynamics were characterized by means of lipand mean residence
times (MRTs). We also introduce the “solvent-accessible surface™
to evaluate the additional structural and dynamical features of the
hydration shell. The & and tilt angles are characteristic properlies
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of hydrating water and were thus depicted by means of surface and
contour plots to interpret the orientation of water molecules within
the hydration shell.

Methods

The ab initio quantum mechanical charge field molecular dynam-
ics (QMCF MD) formalism has been outlined in detail previously.”?
Because of the inclusion of an additional quantum mechanically
treated solvent layer zone located beyond the first hydration shell of
the solute species, the QMCF method does not require the construc-
tion of potential functions between the solute and water molecules.
i.e.. it avoids a time-consuming and sometimes hardly manageable
task necessary in the conventional quantum mechanical/molecular
mechanical molecular dynamics (QM/MM MD) formalism."*17 A
further advantage of the QMCF MD method is the inclusion of the
point charges of the atoms in the MM region in their changing posi-
tions in the core Hamiltonian for the QM region via a perturbation
term,

a m

=3y )

=1 j=1

where # is the number of atoms in the QM region, m the number
of atoms in the MM region, qj"m the partial charges of these atoms
according to the selected water model, and r;; refers o the distance
between a pair of particles in the QM (i) and MM (j) regions. On
the other hand. the dynamically changing charges of QM particles.
q?M. contribute to the force on each atom j in the MM region as

Coulombic forces,

M i %Y
J =l S

Tij

(2)

i=1

As the conventional QM/MM MD formalism. the QMCF MD
method allows the migration of water molecules between the QM
and MM region. For this process, one has to apply a smoothing
function,'®

0 for r = ron,

S(r)= 7('5”7"() ‘(r"”;f*}r““) forrgn < r <reg. (3
rowr—"en

1 for r < rof

where r is the distance of a given solvent molecule from the center
of the simulation box, ry is the radius of the QM region, and ron is
the inner border of the smoothing region. The formalism is applied
to all atoms of molecules located in the smoothing region, ensur-
ing a smooth transition and continuous change of forces for these
molecules according to

Froooh — P (R — FYM) % S(r) )
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where FJ[ is the force acting on a particle j located in the (outer

QM) smoothing zone and Fj’““ is the force acting on a particle j in
the MM region. In this context, it has to be mentioned that energy is
not rigorously conserved. but the related mistake can be considered
very minor due to the short simulation time and the large size of the
quantum mechanical region.

The bicarbonate solution consisted of one bicarbonate ion and
496 water molecules in a cubic box of 24.65 A with periodic bound-
ary condition. The separate zones of this system according to the
QMCF scheme are shown in Figure 1. The density of the simulation
box was 0.997 gem 2, i.e., the experimental value of pure water at
298 K. The simulation was performed in the NVT ensemble using a
general predictor-corrector algorithm with a time step of 0.2 fs. The
system temperature was maintained at 298.16 K by the Berendsen
lemperature-scaling algorithm'® with a relaxation time of 100fs.
The QM subregions, namely the core and layer zone, extended Lo
3.2 and 54A, respectively. The quantum mechanical calculation
was performed by means of the Hartree-Fock (HF) method with
the Dunning double-¢ plus polarization and diffuse functions®>!
basis sets for hydrogen, carbon. and oxygen atoms of the HCO;
ion, and Dunning double-¢ plus polarization function®-2! basis
sets for hydrogen and oxygen atoms of water. respectively. The
thickness of the smoothing region was chosen as 0.2 A with the val-
ues of rop and ror as 5.2 and 5.4 A, respectively, according to the
radial distribution function (RDF) obtained from the equilibrated
simulation. The selected water model applied to calculate the inter-
actions between pairs of water in the MM region was the flexible
BJH-CF2 model.”>? with the cutoff distances of 3.0 and 5.0 A for
non-Coulombic interactions between H atoms and between O and
H atoms, respectively. The partial charges for oxygen and hydrogen
aloms in the water molecule according to the BJH-CF2 model are
—0.65996 and 4-0.32983. This water model supports the fully flex-
ible molecular geometries of water molecule within the QM region.
Whenever a water molecule migrates to the MM region it can retain
its geometry as initial configuration in the MM region. The Coulom-
bic interactions between the Mulliken charges on the atoms within
the QM region and the point charges of water molecules accord-
ing to the BJH-CF2 model are evaluated providing an electrostatic
description by a dynamically charging field of point charges, which
changes according to the movements of atoms inside the QM region
and water molecules in the MM region in the course of the simu-
lation. This ensures the continuous adaplation of the Coulombic
interactions to all polarization and charge-transfer effects within
solute and surrounding solvent layers.” In addition, the reaction
field method combined with the shifted-force potential technique
were applied Lo account for long-range electrostatic potentials and
forces, with a spherical cutoff limit of 12.350 A. The system was
equilibrated with the QMCF MD method for 50,000 steps (10ps),
and a further 50,000 steps (10 ps) were collected as data sampling
for analyzing the structural and dynamical properties.

One problem to elucidate the structural and dynamical properties
of the hydration shell of composite ions is the identification of water
molecules coordinating to individual atoms of the solute species on
the hand, and the general properties of the whole ion in solution.
For the latter. one can define a “solvent-accessible surface.” calcu-
lating all distances between the oxygen atoms of all waler molecules
and each atom within the carbonate ion and searching for each
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QM region

Core zone

Layer zone

Smoothing region

Figure 1. Definition of the quantum mechanical (QM) and molecular
mechanical (MM) regions in the QMCF formalism: the QM region is
separated into the core zone and the layer zone (the picture is not in
scale). The numbering of oxygen atoms is also outlined.

shortest distance to define the coordination. Another method to solve
this problem has been proposed based on allowing/removing double
counting of solvent molecules.?* The solvent-accessible surface can
be applied to evaluate both structural and dynamical properties by
means of specific radial distribution functions (RDFs). coordina-
tion number distributions (CNDs), angular distribution functions
(ADFs), and ligand mean residence times (MRTs) of the bicar-
bonate ion. Figure 2 shows the shape of the solvent-accessible
surface constructed with a probing water molecule around all sites
of bicarbonate ion.

All MRT values were evaluated by the direct method,” counting
the water exchange processes between hydration shell and bulk. The
most appropriate {ime span o record a waler displacement from
its original coordination sphere as an exchange process is 0.5 ps,”
which corresponds to the average lifetime of a hydrogen bond in the
solvent.?

Results

Structural Properties of HCOY Ton

Taking into account the stretching motions of bonds within the
bicarbonate ion during the simulation period, bond distances were
collected and their variations determined. The most probable bond
distances of C-O(1) and C-O(2) and their “bandwidth™ are 1.243 +
0.085 A and 1.248 £ 0.090 A, respectively. The O(3) linked to the
hydrogen atom has a longer mean distance to carbon, C-O(3), of
1.370 + 0.145 A, and the O(3)-H distance is 0.960 + 0.085 A.
These data show a high flexibility of the HCO; ion in water, which
certainly has consequences for all of its properties.

A further important information in this context are the bond
angles. The ZO(1)CO(2), £0(1)CO(3), and ZCO(3)H angles were
collected in the form of angular distribution functions (ADFs). The
most probable angles for ZO(1)CO(2) and £O(1)CO(3) are 129° +
127 and 115° £ 107, respectively. The ZCO(3)H ADF shows an even
stronger flexibility of this angle along the simulation. The most

Journal of Computational Chemistry

1
t

probable angles were analyzed decomposing the ADF to a linear
combination of three Gaussian functions (average absolute residual
of fitting was 0.00663). The maxima of these functions are located
at 100.5°, 106.3°, and 113.3°, with a probability of 1.58%, 5.81%,
and 3.57%. respectively.

The dihedral angle measured between the plane defined by the
oxygen atoms of HCO; ion and the hydrogen atom is one of its
characteristic structural properties. The distribution of this angle
within the simulation period is presented in Figure 3. showing lwo
peaks located at —7° and 7° with the probability of 9.49% and
8.31%, respectively. The left peak appears in the range between
—22° and —1°, while the right peak exlends from 1° to 22°. The
symmetric shape of these peaks show an average dihedral angle of
7°. This angle distribution represents the flexibility of the HCO3
ion in water, H being located either above or below the oxygens’
plane.

Structural Properties of the First Hydration Shell

In the simulation period, the average number of solvent molecules
within the total QM region is 16.40, which are almost all located in
the layer zone. Figures 4a;—c; and Figures 4a;—dc> present the
radial distribution functions (RDFs) of individual oxygen atoms
within the bicarbonate ion with oxygen and hydrogen atoms of water
molecules. The O(1) RDFs in Figures 4a, and 4a; show the aver-
age distances of O(1)—0, e and O(1)—H,, ye; as 2.855 and 1.895 A,
respectively. The well-defined hydration shell of O(2) represented
by Figures 4b; and 4b, has the main peaks for O(2)-Oyy., and
O(2)-H,qer at 2.865 and 1.895 A. The average distance of O(3)—
Oy 18 considerably higher than either 0)— and 03—0,., With
3.385A [Fig. 4¢;]. and the O(3)-Hyuyer RDF smoothly increases,
starting from ~1.7 A [Fig. 4c;] without forming a distinct first-shell
peak. The integration numbers are 1.80 (O(1)-Oyyer RDF), 2.45
(0(2)-0yyyer RDF), and 1.98 (O(3)-Oyy., RDF), referring to the
average number of water molecules within the first hydration shells
of individual atoms. However, because of the less-defined minimum
of the 03—Oyaer RDF and the lack of a first-shell minimum in the
03-H,,er RDF the water in the neighborhood of O3 cannot be con-
sidered as regular hydrating ligands. Figures 4d; and 4d, show the
H-water RDFs. The first peak of the H-O,y.r RDF extends from
1.559 to 2.585 A with the integration number of 0.33. This indicates

Figure 2. The solvent-accessible surface of HCOY ion showing the
allocated spheres around the individual atoms with the intersection vol-
ume causing multicounts of water molecules in the analysis of hydration
shell properties.
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Figure 3. The dihedral angle within the bicarbonate ion.

a very weak interaction between the hydrogen of the O-H group
with the solvent.

The calculated solvent-accessible surface leads to the RDFs
between HCO, and water molecules shown in Figure 5. The
HCO; Oy RDF has its maximum at 2.855 A with some side-
peaks hidden under the main peak. The distance of 3.485A was
chosen as the criterion to determine the integration number of
HCO; —Owuer RDF, because the value of function at this distance
is the lowest one. The integration number according to this condi-
tion results as 6.13. For the HCO; —Hyuer RDF, the dominant peak
is located at 1.905 A and the minimum limiting the first hydration
shell is found at 2.775 A. Integration up to this point gives a value
of 6.13 as well.
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The first minimum of O(1)}-Oyaer (3.265A). O2)-Oyuer
(3.5154), O(3)Oyaer (3.595A4), and H-Oyaer (2.585A) RDFs
were utilized as the boundary of atom-specific hydration shells to
evaluate the coordination number distributions (CNDs) for each site.
shown in Figure 6. The coordination number of O(1) varies from 0
to 3 with the occurrence of 3.2, 31.9, 46.4, and 18.5%, respectively.
The O(2) CND in Figure 6b shows the most probable coordination
number at 3 with the occurrence of 42.3% and other possibililies
of 0(0.4%), 1 (12.3%), 2 (37.5%), 4 (6.9%), and 5 (0.6%). For the
Q(3) CND. the coordination number is distributed in the range of 0
Lo 5 similar to the O(2) CND, but the mosl probable occurrence of
35.6% occurs at the coordination number of 2, the other percentages
are 5.9, 27.1, 25.7, 5.3, and 0.4 for the coordination numbers 0, 1,
3.4, and 5, respectively. The H CND in Figure 6d delivers a proba-
bility of 32.8% for the coordination number 1. while 67.2% of the
simulation time no water is found linked to H (OH). The average
coordination numbers obtained for the O(1). O(2), O(3). and H are
1.80. 2.45. 1.98, and 0.33, respectively, summing upto 6.56, which
is slightly higher than the value obtained for the solvent-accessible
surface.

Thus, the solvent-accessible surface was also utilized to evaluate
the CND for the HCO; ionusing the identical criterion as in the eval-
uation of individual CNDs. Figure 7 shows a dominant coordination
number for the whole surface of 6 with the occurrence of 34.4%.
Other coordination numbers are 2 (0.1%), 3(4.5%). 4 (15.6%). 5
(31.2%).7 (11.4%), 8 (2.5%). and 9 (0.3%), presenting the average
coordination number of 5.41.

The angle between the O(X)}-Owaer (X = 1 10 3) or H-Ouwater
connecting vector and the normal vector produced by O-H vectors
of water molecule defines the tilt angle, and the angle between the
O(X)-0,, e vector and the vector sum of O—H vectors within the
water molecule defines the 8 angle. Their evaluation was again based
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Figure 4. The RDF plots of (aj) O(1)-Oyaer. (a2) O(1)}-Hyuer, (b1) O2)}-Oynier. (ba) O2)—Hygper- (1)
O(03)-Oyyier. (€2) OB)—Hyper. (dy) H-O . and (d>) H-H,,,. and their running integration numbers.
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Figure 5. The RDF plots of HCO; with their running integration num-
bers obtained from the QMCF MD simulation evaluated by means of
the solvent-accessible surface. Solid and dashed lines refer to the RDFs
for the O and H atoms of water, respectively.

on the solvent-accessible surface. i.e.. the shortest distance between
the center of mass of water molecules and individual oxygen or
hydrogen atom within the HCO; ion was the criterion of allocated
hydration shell. Figure 8 shows the 6-ilt surface, distribution of
6 angle, and distribution of tilt angle plots for the hydration shell
of HCO3 ion. The @—tilt surface plot shows the probable orienta-
tion of water molecules in the hydration shell. The large number
of peaks in the #—ilt surface plot are located in the range of from
90.0° to 175.0” (#) and from —40.0° to 40.0° (tilt). However, we
found two significant peaks located at the (6, tilt) coordinates of
(60.0°, —59.0°) and (60.0°, —30.0°). The projections of 8ill sur-
face plot onto the # and tilt plane are equivalent to the distribution
of separated ¢ and tilt angle evaluated from the QMCF simulation,
respectively. The main peaks of the distribution of # angle at 124°
and the distribution of till angle at 8° and —6° represent the ori-
entation of water molecules. pointing with one of hydrogen atom
to the surface of HCO; ion without the information of the orienta-
tion of water molecules within the hydration shell of bicarbonate’s
hydrogen atom.

Dynamical Properties of the Hydration Shell

Table 1 summarizes the ligand mean residence time (MRT) results
evaluated by the direct method” for individual oxygen atoms and
hydrogen and for the solvent-accessible surface of HCO; ion with
* = 0.0 and 0.5 ps to account an exchange event. The total number
of water molecules counted for individual exchange processes of the
oxygens and hydrogen of HCO; ion were 83 and 29, being larger
than those obtained for the solvent-accessible surface (34 and 18).
The total number of attempted exchange processes of individual
atoms evaluated at t* = 0.0 ps (477 events) is identical to the value
of the surface (480 events). while the total value of individual atoms
obtained at r* = 0.5ps is 62 and thus higher than the 31 events
counted for the surface of the ion. The total number of processes
needed for one successful water exchange, R, for individual atoms
within the HCOZ ion is 34.4, compared to 15.3 evaluated for the
solvent-accessible surface. With the standard relaxation time used
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in the direct method with t* = 0.5ps,” the mean residence time
(MRT) of a water ligand at a coordination site results as 1.04, 1.05,
1.36, 0.82, and 1.62 ps for O(1), O(2). O(3), H atom, and the whole
HCO; ion, respectively. Hydrogen bond life-times can be evalu-
ated with r* = 0.0ps and result as 0.15, 0.18, 0.12, 0.07. and 0.10,
respectively. The corresponding value obtained for pure water by a
simulation based on the QM/MM MD formalism is 0.33 ps: these
values account for each hydrogen bond making/breaking process.”
Both mean residence times and hydrogen bond life-times for the
individual atoms and the whole ion prove the HCO; ion to weaken
the solvent's structure in its vicinity, This effect is not evenly dis-
tributed, however, to all sites of the anion, and most pronounced
near the H atom.

60 — (b)

Occurrence | %]

| I A
0 1 2 3 4 5 6
Coordination Number

Figure 6. First shell coordination number distributions of (a) O(1), (b)
O(2). () O(3), and (d) H atoms of bicarbonate ion obtained from the
QMCEF MD simulation.

DOI 10.1002/jecc

27



28

3
-

40
35
30
= 25}
3

o]

Occurren
—
wn

0 1 2 3 4 5 6 7 8 910
Coordination Number

Figure 7. The first shell coordination number distribution for the
solvent-accessible surface of bicarbonate ion.

Discussion and Conclusion

Assessment of the Usage of Methodological Level

The Hartree-Fock (HF) level with the selected basis sets used
within the QM region of the QMCF formalism was assessed by
comparing the predicted structure of the HCOS ion in terms of
bond distances and bond angles to the available experimental data.
Table 2 summarizes the structural properties of HCO; ion obtained
from our QMCF simulation in comparison to the structures of
NaHCO; obtained from X-ray crystallography,* a previous gas-
phase theoretical study® and our optimized structures obtained at
Hartree-Fock (HF), second-order Moller-Plesset (MP/2), coupled-
cluster singles and doubles (CCSD), and density functional levels
(B3LYP and B3PW91), associated with Dunning double-¢ plus
polarization function (DZP+4)22! and aug-cc-pVXZ (X = D, T,
Q. and 5)*®?” basis sets. All bond distances between carbon and
oxygens of HCOS ion of our QMCF simulation are very similar to
those obtained from X-ray crystallography, while our distance of
O(3)-H is significantly shorter. However, X-ray diffraction cannot
determine the location of hydrogen atom well and we, therefore. con-
sider our value for the liguid reliable. The similar distance reported
by Jonsson et al. for the gas-phase, calculated with (9s5p)/[4s2p]
basis set® seems to support our viewpoint. Our gas-phase structures
of bicarbonate ion optimized with and without inclusion of elec-
tron correlation predict an O(3)-H distance in the range of 0.94 to
0.97 A, indicating the influence of correlation to be rather minor,
and also indicating the reliability of our QMCF result for the ion in
water. For the angles within the HCO; ion, the peak of our angu-
lar distributions coincides with the optimized gas-phase structure
reported by Jonsson et al.. but the angles from our optimized struc-
tures in the gas phase show significant deviations from the values
obtained in solution. Considering the high flexibility and thus vari-
ability of these angles, the solution values are also in fair agreement
with the crystal structure. The structural parameters obtained from
the QMCF simulation represent the ion in aqueous solution and are
expected. therefore, to differ to some extent from both gas and solid
state, due to the influence of hydration on the structure of ion. The
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fair agreement of the HCO; structure obtained by our calculation
level with the crystal structure of NaHCO4® can be seen as a good
indication toward the reliability of the HF method with the Dunning
double-¢ plus polarization and diffuse functions (DZP+)"*! basis
sets for the investigation of structural properties of hydrated anions.

Structural Properties of the Hydration Shell

Table 3 presents the average binding energy with the percentage of
basis set superposition error (BSSE) according to Boys-Bernardi
procedure®®®! for the [HCO3(H,0),]” (1 = 1| to 4) clusters
obtained from HE, B3LYP. MP2, and CCSD levels with DZP+
basis set. The corresponding structures are shown in Figure 9. The
binding energy obtained from the HF calculations are close to the
values of correlated methods (MP2 and CCSD), comparing to the
overestimated energy calculated by the density functional method
(B3LYP) showing again a significant weakness of the density func-
tional theory approach for solvated ions.*>* QM/MM simulations
for hydrated metal ions by both HF and DFT methods have shown
the advantage of ab initio HF as far as structure and coordination
numbers are concerned.***¥ The percentages of BSSE also indi-
cate the suitability of HF level associated with DZP+ basis set to
investigate the aqueous bicarbonate system.

The dihedral angles determined between the hydrogen atom and
three oxygen atoms within the HCOZ ion obtained from the opti-
mized structures of [HC‘O_;(H:O),,]; (n =1 to4) in Figure 9 are
presented in Table 4. These dihedral angle values indicate that the
number of water molecules has an influence in distorting the pla-
narity of bicarbonate structure. The dihedral angle distribution in
Figure 3 shows the absolute variation of this angle and also rep-
resents the dynamical movement of the hydrogen atom between
both sides of oxygen plane agrees according to solvent effects. Our
results differ from the hydrated planar HCOY structure resulting
from a DFT simulation using the RPBE functional.® One reason
for the deviation could be the small number of water molecules in

Table 1. Mean Ligand Residence Time 7 in ps. Number of Accounted
Ligand Exchange Events N, and Sustainability of Migration Processes
to/from the First Hydration Shell 5., Obtained from the QMCF Simulation.

* =0.0ps " =05ps

Ni® No2/10ps®  f0¢ N NOS/10ps® o7 R

o) 22 124 0.15 8 19 1.04 65

o) 2% 143 0.18 1 2 105 60

03) 26 166 0.12 H] 15 136 11.1

H 9 4 0.07 2 4 0.82 108

Surface 34 480 0.10 18 31 162 153

H,0° 2692 2P0 4B 135 1128
0.55% 1.517

*Number of ligand involved in the MRT evaluation according to the value
of t*.

PNumber of accounted exchange events per 10ps lasting at least 0.0 and
0.5 ps. respectively.

“Mean residence time determined by the direct method® in ps.

¢ Average number of processes needed for one successful ligand exchange.
¢Walues obtained from a QM/MM-MD simulation of pure water® in ps.
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Table 2. Comparison of Bond Distances and Bond Angles within HCO3 Ion Obtained from the QMCF
Simulation with the Structural Parameters Obtained from X-ray Cryslallography."'s the Optimized Structure of
Hartree-Fock Calculations." and the Optimized Structures Obtained at Hartree-Fock (HF), Second-Order
Mpller-Plesset (MP/2). Coupled-Cluster Singles and Doubles (CCSD). and Density Functional Levels
(B3LYP and B3PW91), Associated with Various Basis Sets,* 282
Method re—oq) (A) re—o2) (A) re—o) (A) ot (A) £0(1)CO2)(*) £0(1)COE3)() ZCOBH(°)
QMCF 1.24 +0.08 1.25+0.09 1.37+0.14 0.96 +0.08 120+ 12 115+ 10 106 + 15
XorayS 135 1.28 1.3 1.07 126 120 103
HF® 125 1.25 1.43 0.98 129 115 106
HF
DZP+ 1.22 1.24 1.40 0.94 132 114 104
aug-cc-pVDZ 122 1.24 1.40 0.94 131 114 104
aug-cc-pVTZ 1.22 1.23 1.39 0.94 131 114 105
aug-cc-pVQZ 1.21 1.23 1.39 0.94 131 114 105
aug-cc-pVSZ 1.21 1.23 1.39 0.94 131 114 105
B3LYP
DZP+ 1.24 1.25 1.45 0.97 132 113 102
aug-cc-pVDZ 1.24 1.26 1.45 0.97 132 114 102
aug-cc-pVTZ 1.23 1.25 145 0.96 132 113 102
aug-cc-pVQZ 123 1.25 1.45 0.96 132 114 102
aug-cc-pVSZ 1.23 1.25 1.45 0.96 132 114 102
B3Pw9l
DZP+ 1.24 1.26 1.44 0.97 132 113 101
aug-cc-pVDZ 1.24 1.26 1.44 0.97 132 114 102
aug-cc-pVTZ 1.23 1.25 1.44 0.96 132 113 102
aug-cc-pVQZ 1.23 1.25 1.44 0.96 132 114 102
aug-cc-pvViz 1.23 1.25 144 0.96 132 114 102
MP/2
DZP+ 1.25 1.27 1.45 0.97 133 113 101
aug-cc-pVDZ 1.25 1.26 1.46 0.97 133 114 101
aug-cc-pVTZ 1.24 1.26 1.44 0.96 132 113 101
aug-cc-pVQZ 1.24 1.25 1.44 0.96 132 113 101
CCSD
DZP+ 1.24 1.26 144 0.97 132 113 102
aug-cc-pVDZ 124 1.26 1.44 0.96 132 114 102
aug-cc-pVTZ 1.23 1.25 1.43 0.96 132 114 102
Car-Parrinello type simulations, which does not provide a proper Table 3. Average Binding Energies in kcal/mol with the Percentage of
embedding in a larger amount of solvent. Basis Set Sugerpasition Error (BSSE) According to Boys-Bernardi
Because of the low symmetry of HCOS . the individual RDFs of Procedure™’-3! in Parentheses for [HCQ; (H,0), ]~ Clusters Obtained
each oxygen and hydrogen atom were evaluated to determine the from HF, B3LYF, MP2, and CCSD Calculations with DZP-+ Basis Set.
boundary of individual hydration shells and to compare them to the
data obtained for the solvent-accessible surface. The summation of Lvond (keal/mol)
the individual comjdim.alion numbers gives a value of 6.56, which is Structure HE BALYP MP2 CoSD
close to the coordination number of 6.9 reported by Leung et al.®
However, the integration and the coordination number obtained for [HCO3 (H20)1 |
the solvent-accessible surface of 6.13 and 5.41, respectively, are 1 —184(3.7) —203(14.3) —18.7(192) —18.7(17.6)
lower than the sum of individual coordination numbers (6.56), show- 2 —14.7(102) —197(17.2) —154(27.3) —153(24.2)
ing the location of some water molecules within the overlap zone of 3 —16.6 (9.6) —188(15.4) —17.0(206) —17.0(18.2)
individual hydration shells. The inequality of coordination number [HCO3 (H2 0021~
obtained from the solvent-accessible surface RDF and CND arises 4 —17.0(9.0 —189 “5_-‘5) —174204)  —I174(184)
from the asymmetric geometry of solvent-accessible surface and 3 —16.3(3.4) =200 (162) 1710234} =I17.0(137)
4 o 3 . 6 —13.1(9.9) —18.6(17.2) —15.6(23.00 —156(224)
the different evaluation procedures. The integration number from _
St : - : [HCO3 (H20)3 ]
HCO7 RDF was obtained by counting the wa?ier molecules referring 7 _I60(100) —I88(16.8) —164(238 —164(2L3)
to all oxygens and thus to somewhat larger distance from hydrogen. [HCO: (H20): ]~
The volume with the solvent-accessible radius of 3.485 A, therefore, 8 —148(98) —17.1(16.5) —152(234) —152(21.2)

includes some extra water molecules beyond the hydration shell of
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Figure 8. The 8—tilt angle surface plot of water molecules within the
hydration shell of HCOj3 ion based on the solvent-accessible surface.
The projections of the surface plot onto the # and tilt plane refer to the
distribution functions of # and tilt angle, respectively.

hydrogen atom. In the CND case, the radii of individual hydra-
tion shells were assigned in the evaluation process, and hence the
coordination number obtained from the CND evaluation is slightly
smaller.

The e—tilt surface plot (Fig. 8) shows the major configuration
of water molecules within the first hydration shell, utilizing one of
the hydrogen atom to coordinate with the oxygen atoms of HCOZ
ion. This plot also reveals a further orientation of water molecules
with the (4. tilt) coordinates at (60.0°, —59.0°) and (60.0°, —30.0°).
representing the oxygen atom of water molecules coordinating to
the hydrogen atom of HCO; ion. This information is lost in the
investigation of separated & and tilt angle distribution. The different
number of peaks for the orientation of water molecule suggests a
weak hydration shell for the hydrogen atom of HCO; ion com-
pared with the oxygen atoms of this ion, corresponding to the
coordination numbers of 0.33 for hydrogen and ~2 for the oxygen
atoms.

Dynamical Properties of the Hydration Shell

The difference of water molecules involved in the exchange pro-
cesses between the sum over individual atoms (29 molecules) and
the HCOZ ion as an entity (18 molecules) again indicates the
location of water molecules within the intersection of individual
hydration shells. The corresponding difference in exchange pro-
cesses (62 and 31, respectively) shows that half of the exchange
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Figure 9, The structure of [HCO;(H20),]1™ (7 = 1 to 4) clusters cor-
respond to the structures employing as the starting configuration for
the optimization with the selected theoretical levels to determine the
binding energy and structural parameter.

events are migrations of water molecules between coordination sites
of the HCO; ion. All MRT values of oxygen atoms are larger than
the values for the hydrogen alom, indicating the easiest exchange
of water at this site of the ion. On the other hand, the smaller
number of water molecules involved in the exchange processes is
an evidence for a local fluctuation of hydrogen bonds to the oxy-
gens without producing ligand exchanges in every case. This can be
well recognized from a visualization provided as a short video clip
(http://'www.molvision.com/video clips). Although the Berendsen
temperature-scaling algorithm'? requires in principle a long simu-
lation period to sufficiently describe the phase space, a large number

Table 4. The Dihedral Angle Measured Between the Hydrogen Atom and
the Plane of Three Oxygen Atoms within the HCOZ lon, Corresponding to
the [HCOz(H>0),]~ Clusters Presented Earlier.

Dihedral angle (%)

Structure HF B3LYP MP2 CCSD

[HCO3 (H20)1 ]~

1 0.000 0.000 0.000 0.000

2 —0.628 =073 —0.757 ~0TTE

3 0.000 —0.145 —0.510 —0.025
[HCO; (Hy0)2 ]~

4 0.004 —0.003 —0.009 —0.023

5 —0.518 —0459 —0.102 —0.255

6 —-0.606 —0.651 —0.908 =0.731
[HCO3 (H20)3 ]~

7 —0.314 —0.400 0.875 0.230
[HCO3 (H20)4 ]~

8 0.224 0.289 1.109 1.036
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of successful simulations published indicate that our simulation time
of 10ps is adequate to investigate the properties of hydrated ions,
and thus also of the bicarbonate ion. Comparing results for exchange
dynamics and H-bond life times for simulations of pure water?’ and
experimental results,2® the HF method seems to be the best com-
promise between accuracy and affordable computational effort to
estimate dynamical effects as well. Although HF and the methodi-
cal problems associated with the thermostatization probably lead to
slightly underestimated values, the associated errors are probably
within a 10-20% range.

Summarizing all results, HCO3 is clearly characterized as a
structure-breaking ion in water. Compared with other hydrated
anions studied by the same simulation technique, the simultane-
ous presence of different hydration sites in the low symmetry of
HCOY7 ion and the higher vicinity of coordination sites distinguishes
it clearly from anions with tetrahedral symmetry such as sulfate.
phosphate, and perchlorate, in particular if one compares the range
of mean residence times of water ligands at these hydration sites
(0.82 to 1.36) with those for the aforementioned anions (PO]~ 3.9,
S0;™.2.1. and C10} 1.5ps)."? The flexibility of the HCOJ hydra-
tion structure is not only reflected in the weak and thus rapidly
changing solvent binding. butit also shows aclear dependence on the
location of the solvent molecules in the surrounding of the anion, To
describe these effects by classical or conventional QM/MM molecu-
lar dynamics would be a most difficult task. Conventional QM/MM
MD simulations would have required the construction of analytical
interaction potential functions taking into account all the asymme-
try of the interaction between solute and solvent, which in the case
of bicarbonate would be extremely difficult and subject to many
possible error sources and inaccuracies.
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Abstract: An ab initio quantum mechanical charge field (QMCF) molecular dynamics simulation has been per-
formed to study the structural and dynamical properties of a dilute aqueous HCI solution. The solute molecule HCI
and its surrounding water molecules were treated at Hartree-Fock level in conjunction with Dunning double-{ plus
polarization function basis sets. The simulation predicts an average H—CI bond distance of 1.28 A, which is in
good agreement with the experimental value. The Hyg--O,, and Clycy--H,, distances of 1.84 and 3.51 A were found
for the first hydration shell. At the hydrogen site of HCI, a single water molecule is the most preferred coordination,
whereas an average coordination number of 12 water molecules of the full first shell was observed for the chloride
site. The hydrogen bonding at the hydrogen site of HCl is weakened by proton transfer reactions and an associated
lability of ligand binding. Two proton transfer processes were observed in the QMCF MD simulation, demonstrating
acid dissociation of HCl. A weak structure-making/breaking effect of HCl in water is recognized from the mean
residence times of 2.1 and 0.8 ps for ligands in the neighborhood of Cl and H sites of HCI, respectively.

© 2009 Wiley Periodicals, Inc. T Comput Chem 31: 1785-1792, 2010

Key words: hydrogen chloride: hydration structure; dynamical properties; hydrogen bond; acid dissociation; proton

transfer; simulation; QMCF

Introduction

It 1s well known that hydrogen bond formation and proton trans-
fer of hydrogen halides in agueous solution play an important
role in a wide range of chemical and biological processes.'
Hydrogen chloride is a strong acid with pK, = —7, indicating a
dissociated form of hydrogen chloride in dilute aqueous solution.
There are very few experiments related to the hydration structure
of HCI in aqueous solution.>® Matrix isolation spectroscopy of
HCI(H,0),, complexes was performed, showing the nondissoci-
ated structure of HCl with n < 3, whereas proton transfer is
achieved from the complex with n = 4.7 X-ray and neutron dif-
fraction techniques were applied to evaluate the structure of the
aqueous HCI acid solution at 20°C and it was found that four
water molecules were required to solvate each hydronium and
Cl~ ions in solution.” Concentrated HCI solutions were also
studied using spectroscopic and diffraction techniques, suggest-
ing a pentagonal ring structures of HCI(H»0)g and (HCI),(H,0)q

in solution.” Ragout-jet Fourier transform infrared spectroscopy
was used to evaluate the proton vibrational dynamics in (HCl),,—
(H,0), clusters, reporting that HCl complexes with three or
more water molecules could not be assigned in the IR spec-
trum.” Recently, X-ray absorption of aqueous HCI solution was
investigated. It was found that the addition of HCI to liquid
water leads to a decrease in intensity of the X-ray absorption
spectrum.® In addition, neutron diffraction of a highly concen-
trated HCI solution has been performed to determine the Eigen
or Zundel complexes, but its results are not comparable to the
species formation in dilute HCI solution.” Numerous theoretical
techniques have been applied to describe the charactenstics of
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HCl in aqueous solution. %% An MP2/6-31+G* calculation
in the continuum model of water confirmed the nondissociation
of monohydrated and dihydrated HC| complexes.” HCI on an ice
surface at 190 K was studied using molecular dynamics simula-
tions, indicating that ionic solvation processes are thermody-
namically feasible. ™' A calculation using BLYP level of
approximation with an extended basis set showed that the proton
transfer takes place without transition state in the case of
HCI(H,0),."" Using the MP2 method, a nondissociated HCI
complex was observed with a cyclic three-water cluster. indicat-
ing a red-shift in the HCl stretching frequency,” whereas the
dissociated form appears to be possible when the HCl molecule
was surrounded by four water molecules.”  The MP2/
6-311++G(d,p) level of theory was applied to describe the non-
dissociated form of HCl with four water molecules.'® Upon
extension of the cluster size to five water molecules, proton
transferred type was shown to exist. The nondissociated form
was determined as the most stable structure for the HCI(H-O),
(n = 1 — 3) clusters evaluated by the B3LYP/D95++(d.p)
method."” The HCI(H,0), cluster resulted as an intermediate
with both nondissociated and dissociated structures obtained
from both the B3LYP and the MP2 method.'*™ Car-Parrinello
molecular dynamics (CPMD) simulations were performed to
evaluate the dissociation and vibrational dynamics of DCI in
D-0 molecules.'>'“P~F Concentrated HCl solutions (2.7 and
5.3 M) where complete dissociation has already been assumed
by the composition of the system (protons, Cl  ions, and water)
have also been studied by CPMD simulations.® in which the
gradient-corrected BLYP functional has been used that usually
leads to too rigid H-bonds and thus to too slow dynamics. The
amount of solvent considered further does not provide sufficient
water molecules for a full hydration of ions. Monte Carlo simu-
lations were applied to investigate the mechanism of HCI ioniza-
tion in water.!”™® Furthermore, the vibrational spectra of aque-
ous HCI were evaluated in both experimental and theoretical
studies, """ The results obtained thereby showed that the
number of water molecules surrounding HC1 and the accuracy of
approximation methods utilized play a significant role on charac-
teristics and stability of proton transferred and proton nontrans-
ferred HCI forms in aqueous solution. Summarizing all of these
results, therefore, our intentions were (i) To investigate HCI in
very dilute aqueous solution, providing the possibility of full
hydration (498 water molecules for one HCl molecule). (ii) To
utilize an ab initio HF method in an extended QM region with
the new quantum mechanical charge field (QMCF) methodology.
HF is known to lead to slightly too weak H-bonds, but proved
more suitable than DFT in many syslems?ug (iii) To start with
undissociated HCI to see, whether dissociation would occur
readily.

To answer these questions, in this study, we have performed
an ab initic QMCF molecular dynamics simulation of HCI in
aqueouns solution. The structure of agueous HCI solution was
evaluated in terms of radial distribution functions, coordination
numbers, angular distributions, 6-angle, and tilt angle distribu-
tions. To describe the dynamical properties, the mean ligand res-
idence times for ligand exchange processes between hydration
shell of HCI and bulk and the vibrational frequency of H—CI
were also determined.

OM region

Layer zone

Smoothing region

Figure 1. Definition of the quantum mechanical (QM) and molecu-
lar mechanical (MM) regions in the QMCF approach.

QMCF MD Simulation

The ab initic QMCF molecular dynamics technique® is similar
to conventional QM/MM MD methods™ =2 in which the system
is separated into two regions, namely QM and MM regions. In
the QMCF method. the QM region is enlarged to include the
second hydration shell and consists of two subregions, the
so-called “core region” (inner QM subregion) and the “layer
region” (outer QM subregion), as shown in Figure 1. By using
the QMCF method, no solute—solvent potentials are required,
and an improved handling of Coulombic interactions is intro-
duced. The calculated forces between the core region and the
MM region are the major difference between the QM/MM MD
and the QMCF MD simulation. In the QMCF MD simulation,
the forces acting on each particle in the different regions are
defined as

M OM MM

ore _ OM jilk
BB ey L
i=1 i
M qQMqMM M
laver _ -OM ] i BJHaC
s S S e o
i= i i=

M Ni+Na ,OM N

FMM ZF!:UH 4 Z a g™ i ZFBJHMI 3)
4 = if 3 T i

=1 =1 ii i=1
iZj

where [ is the quantum mechanical force acting on the parti-
cle j in the core region, F?!'m is the forces acting on particle
; located in the solvation layer, F}MM represents the forces acting
on the particle j in the MM region, and M is the number of
atoms in the MM region. In each simulation step. the forces in
the core and layer region (F5°°, F:-n'm) are calculated from the
ab initio quantum mechanical treatment plus the Coulombic
forces obtained from all MM atoms, whereas the forces in the
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MM region [FJ;-“M) are obtained from the BIH-CF2 water
model*** augmented by the Coulombic forces exerted by all
atoms in the core region (V,) and the layer region (N;). and the
noncoulombic forces generated by the atoms in the layer region
(N>). Consequently, the QM forces in the layer (F;""r) are sup-
plemented by the noncoulombic forces of particles in the MM
region evaluated from the BJH-CF2 water model.*~** The Cou-
lombic interactions are calculated with the point charges of the
atoms in the MM region and the quantum chemically evaluated
partial charges on the atoms in the QM region. The charges of
the particles in the MM region are incorporated via a perturba-
tion term into the core Hamiltonian:

Her = Hyr + V)

M
; 4
Vi= r—j (4)
j=1"1

where g; are the partial charges of each MM atoms obtained by
Mulliken population analysis. which proved to be best compati-
ble with the BJH-CF2 water model. The oxygen and hydrogen
charges are —0.65996 and +0.32983. according to the charges
of the BJH-CF2 water model utilized in the MM region.***

In the QMCF MD simulation, solvent molecules can freely
migrate between the QM and MM region. A smoothing func-
tion™ is applied between the radii rp (5.7 A) and ri (5.5 A). cor-
responding to an interval of 0.2 A, to ensure a continuous transi-
tion of forces at the boundary. The forces acting on each particle
in the system can be defined as:

FISmmm g ri\AM 4 [ans'af ps F;\,IM] - Smlr) (5)

where FF’IM represents the force acting on the particle j in the
MM region, FJ“"" is the force acting on the particle j located in
the solvation layer, r is the distance of the water molecule from
the chlorine atom of the solute molecule, and S, a smoothing
function.*

Soulr)o==1 forr<n

S(r) = BV G2 V) o crsry (6)
(i-n)

Su(r) =10, forr > ry,

where ry is the inner border of the smoothing region and r, is
the radius of the QM region. Further details of this method are
given in ref. 31.

This simulation protocol used in the present work is similar
to that applied in a previous simulation of aqueous HF solution’®
and has been successfully applied to investigate characteristics
of several composite chemical species in solution.”””**? The
QMCF MD simulation was performed in a periodic boundary
cubic box with a side length of 24.65 A, containing one hydro-
gen chloride molecule plus 498 water molecules. Temperature
was controlled by the Berendsen temperature-scaling algorilhmm
with a relaxation time of 100 fs to maintain 298.15 K. The

af HCI Soluti 1787

density of the simulation was fixed at 0.997 g/em®, corre-
sponding to the experimental value of pure water. A predic-
tor—corrector algorithm was used to integrate the Newtonian
equations of motion with the chosen time step of 0.2 fs. The
flexible BJH-CF2 water model®>*" including an intramolecular
potential was used to elucidate the interactions between pairs
of water molecules in the MM region, as it allows explicit
hydrogen movements, and thus, also a smooth transition of
water molecules from the QM to the MM region and vice
versa. The reaction field*' was applied to correct for long-
range Coulombic interactions. Cutoff distances of 5 and 3 A
were used for noncoulombic O—H and H—H interactions,
respectively. The radial cutoff limit for Coulombic interactions
was set to half the box length. The values of 6.0 and 11.0 A
were chosen for the diameters of the core and the layer
region, respectively, and hence, the full first hydration shell
and a part of the second hydration shell are included in the
QM region, according to the radial distribution functions
(RDF) in the equilibmted state. The TURBOMOLE 5.9 pro-

gram®™™* was used to evaluate the forces in the QM region
calculated at the restricted Hartree-Fock level. Dunning dou-
ble-{ plus polarization function (DZP) basis sets?™* were

applied for chlorine, oxygen. and hydrogen atoms. These basis
sets were chosen as a suitable compromise between accuracy
of the results and computational effort. Many test calculations
with the DZP basis sets comparing solvent clusters with one
to six water molecules by HF, B3LYP, MP2, and CSSD have
shown that the error by neglecting electron comrelation is very
minor.*? Moreover, the QM/MM simulation using the
B3LYP functional have revealed deviating descriptions such as
too rigid structures for solvates and H-bonded systems.”' ™ Tn
addition, the influence of the basis set super position error
(BSSE) for HCl monohydrate was also determined at several
levels of theory. The lowest BSSE energy of 0.2 kcal/mol was
obtained from the HF method, whereas the values of 0.5, 0.9,
and 0.8 kcal/mol were evaluated from the B3LYP, MP2, and
CCSD methods, respectively. These indicate that the effects of
electron correlation and BSSE should have only a minor influ-
ence on quality of the QMCF simulation results. The QMCF
MD simulation was equilibrated for 2 ps and total of 10 ps
was performed for sampling. Simulation time had to be limited
to 50,000 steps of 0.2 fs (needed to appropriately describe
hydrogen movements) as these 10 ps already consume 5 months
of CPU time on a 4 AMD Opteron 2.8 GHz processors high
performance computer.

Velocity autocorrelation functions (VACFs) were used to
determine the dynamical properties of HCI in aqueous solution,
With C.., symmetry of the HCl molecule, the vibrational
motion of the HCI molecule is both infrared active and Raman
active. The velocities of the hydrogen atom of HCI and the
oxygen atom of H,O were projected onto a unit vector parallel
to the corresponding CI—H bond (u1) and Hyq-0,, direction
(u2), respectively, thus the vibrational modes are the projections
of the hydrogen and oxygen velocities onto the unit vectors u;
and w, respectively. The vibrational frequencies of the normal
mode and the intermolecular Hyq---O,, interactions were calcu-
lated by their Fourier transformations of the VACFs. The nor-
malized VACF, C(3), is defined by
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where N is the number of particles, N, is the number of time
origins 7;, and v; denotes a certain velocity component of the
particle j.

Results and Discussion

Structural Properties

The hydration structure of the HICl in aqueous solution was eval-
uated in terms of RDF, coordination numbers, and angular distri-
butions. In the QMCF MD simulation, The H—CIl distance
varies in the range of 1.2-1.5 A, with an averaged value of
1.28 A, which is in good agreement with the experimental value
of 1.274 A3 Figure 2 shows the radial distribution functions
for each atom of HCI and its neighboring water molecules
together with their comesponding integration numbers evaluated

from the QMCF MD simulation. The first peak in the Hycy--Oy
RDF characterizes the first hydration shell, located between 1.5
and 2.5 A with a maximum value of 1.84 A. This value is larger
than that determined in the case of an aqueous HF solution
(1.62 ﬁ\).]ﬁ The second peak corresponding to the water ligands
near the Cl atom in the first hydration shell is located at 4.30 A.
The Clyey-H, RDF and the corresponding integration are
depicted in Figure 2b. The first Clyc--H,, peak lies within the
range of 2.0-4.0 A, showing its maximum at 3.51 A with
additional peaks at 3.36, 3.62, and 3.93 A. The Cly-~H,, sec-
ond peak is situated at 4.40 A, covering distances of 4.0-4.7 A,
and corresponds to the second H atom of coordinated water
molecules.

The coordination number distributions of the first hydration
shell determined from the Hyg -~ O, and Clyep--O,, interactions
of the aqueous HCl solution are displayed in Figure 3. Accord-
ing to Figure 3a, a single water molecule bound to the H site of
the HCl molecule is the most dominant coordination with 74%

100

W, CND

! L 1 s L i 1

3 4 5 6 7 8 9 10

40 40,
b) [ Jere ¢) CleND
3B 30
ot 20
25k 10|
L 12345678 9101112
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Figure 3. Coordination number distributions of (a) H and (b) Cl

atoms in the first hydration shell of HCI, (¢) C1 atom in immediate

first shell from 0.0 10 4.2 A, and (d) Cl atom in extended first hyd_m-

tion shell from 4.2 10 4.8 A.
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Figure 4. Distributions of (a) Ow-Huo—Claar angles and (b)
Huor—Clyer+H,, angles, obtained from the QMCF MD simulation.

occurrence. The Clygy-+O,, RDF displays two distinguished parts
of the first hydration shell, one representing an extended first
hydration shell located between 4.2 and 4.8 A Therefore, the
coordination number distributions of the water molecules in the
substructure near the Cl atom were examined and depicted in
Figures 3b-3d. As shown m Figure 3c, the coordination number
distribution integrated up to the distance of 4.2 A of the first
part of the Clyc-+-O, peak covers a wide range of 311, giving
an average value of 6.7. For the extended first hydration shell,
an average coordination number of 4.9 was found with a large
variation in the hydration numbers ranging from 1 to 11. These
findings indicate almost seven water molecules to be directly
bound to the C1 site of the HCl molecule, while in average five
water molecules are located in the extended first hydration shell.
This shows that the frequent ligand exchange processes must
occur at the Cl site, whereas the one water molecule bound to
the H atom seems to be more stably coordinated.

The hydrogen bond angle between HCl and water molecule
can be determined in terms of the angular distribution functions
of the Oy Hye—Cliyc and Hyg—Clyg---H,, angles in the first
hydration shell. According to Figure 4a the Oy -~Huyq—Clia
angular distribution has its maximum at 1617 with tailing until
100", proving the preference for linear O,,-Hyc;—Clye; hydro-
gen bond arrangements. However, considerably less linearity of
this hydrogen bond in the case of HCl was observed in compari-
son with HF, where the O, --Hyr—Fyur angular distribution is
situated at 170° with variation down to 100°.%° The presence of
nonlinear, weak, and flexible hydrogen bonds between water and
the Cl site of HCl is recognized from three dominant
Hyo—Clya-H,, peaks at 12°, 60°, and 112°, respectively. The
low angle value of 12° reflects the arrangement of two hydrogen
bonds in the intermediate HCl monchydrate (Clig---H,, and
HiserOw)-

To further characterize the flexibility and orientation of the
water molecules surrounding HCl in the first hydration shell,
angle 6 and tilt angle are introduced. The angle 6 is the angle
between the vector pointing along C,—Oy (C, is the center
of mass of the HCl molecule) and the dipole vector of water

Figure 5. The 0 and tilt angular distributions of water ligands near
the HCl molecule.

molecule, The tilt angle is the angle between the Hyci—Clug
axis and the plane defined by the O, —H,, vectors, Figure 5
presents the 0 and tilt angular distributions in the first hydration
shell of HCL The broad peak of the angle 6 distribution obtained
from the QMCF MD simulation has its maximum at 76", cover-
ing a wide range of 0-180". A similar result was also observed
in the case of HF.”® However, the maximum value of 136° eval-
uated for HF is much larger than that determined from HCL The
maximum value of the tilt angle for the first shell is located at
207, and the distribution reaches 0 at =90°, Both angle distribu-
tions prove a very high flexibility of the first shell ligands’
orientation.

Dynamical Properties

The vibrational frequencies of the normal mode Hyci—Clua
and the intermolecular Hyg)-O,, interactions were examined
using the VACFs and their Fourier transformations. Figure 6
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Figure 6. Power spectra of (a) Hycy~O, and (b) Hyey—Clye
siretching modes in the first hydration shell.
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Figure 7. The Huq-Clyc (solid line) and Hy--O,, (dashed line)
distances as a function of time in the first hydration shell evaluated
for the proton transfer processes.

illustrates the power spectra of the Hyp--O,, and Hyq—Clye
vibrational motions in the first hydration shell obtained from the
QMCF MD simulation. In Figure 6a. the maximum frequency of
the Hyygy-+0,, vibrational mode in the first hydration shell is sit-
vated at 179 cm™ !, with two shoulder peaks at 277 and 390
c¢m . The force constant of 1.8 N/m was calculated for this fre-
quency of the Hycp-O,, peak, which is much weaker than that
obtained for the Hyr--0,, interaction (5.9 N/m),*® but slightly
stronger than the value of 1.6 N/m retrieved from the experi-
mental O, —H,,--O,, stretching (170 em ').* This demonstrates
that the acid dissociation of HCl is much more facilitated than
that of HF, since the Huci--Ow hydrogen bond interaction is
almost equally weak as the Oy —H,,-~0,, interaction in pure
water. For the Hyc— Clyg stretching motion, the highest value
of this mode is centered at 3078 crnfl, with two shoulder peaks
at 2997 and 3192 cm™'. The force constants evaluated for these
peaks are 547.1, 5187, and 588.4 N/m, respectively. The
Hyzoi—Clya stretching frequency calculated from the QMCF
simulation is in reasonable agreement with the experimental har-
monic vibrational frequency of 2990 cm™'*7"* In addition, the

Table 1. The Energy Parameters for the HCI(H,0), Clusters Calculated
by Different Levels of Theory.

HCI(H,0), HCI(H,O),

undissociated dissociated
Method form (Hartree) form (Hartree) AE (kcal/mol)*
HF/DZP —764.2932329 —764.2869273 396
BLYP/DZP" = —766.5469201 =
B3LYP/DZP" - —766.6512601 -
MP2/DZP —765.2326384 —765.2291570 218
CCSh/DZP —765.2784585 —765.2715970 431

“The relative energies of the dissociated form with that of the undissoci-

ated form.

Only the dissociated forms were observed.

38

Table 2. Mean Ligand Residence Times and Sustainability of Migration
Processes to and from the First Hydration Shell of Chlorine and
Hydrogen Atoms of the Hydrogen Chloride Molecule.

# = 0ps i* =05 ps
Solute T MCI] T‘illzo .N“c’f T'il{fo Sex 1/S.x
Clacy 10.0 392 03 56 il 0.14 71
Hya 10.0 30 0.1 9 0.8 011 9.1

Bulk® 10.0 269 0.2 24 1.7 0.09 112

*Values obtained from a QM/MM MD simulation of pure water.™?

gas-phase value of 3153 cm™! for the Hye—Clyg stretching
frequency was also evaluated from the HF/DZP method to con-
firm that this agreement is not a coincidence. The value of 547.1
N/m estimated for the force constant in the case of HCI is much
weaker than that observed for HF (810.1 I\T,t'm),l‘S proving less
stability of the nondissociated form of HCL Tt was further found
that the ligand exchange processes in the H site of HCI causes
the shoulder peaks in the Hye—Clyq stretching mode.

To characterize the acid dissociation of HCI, the ionization
structure of this acid has been evaluated. Figure 7 shows distri-
butions of the Hycp--Clyq and Hyq--0,, distances in the first
hydration shell, exhibiting the proton migration from the chlo-
rine atom of hydrogen chloride to oxygen of a neighboring
water. The first proton migration takes place around 4.9-5.0 ps
and the second one occurs during the simulation time of 7.5-7.6
ps. Another dissociation attempt observed at 5.5 ps is not com-
pleted, but almost successful. It is seen that the proton coming
from HCI bound to the neighboring water forming H:0 " species
comes back to the Cl atom reforming the HCl molecule within
the femtosecond scale. Despite the short simulation time of 10
ps, three proton migration processes were observed, which
shows that dissociation can occur already on the picosecond
scale in very dilute solution. In the previous CPMD simula-
tion,'® corresponding to a higher concentration, a number of
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Figure 8. (a) The Hucr-0y and (b) the Clye-Q, distances as a
function of time in the first hydration shell obtained from the
QMCF MD simulation.
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emor sources can be identified, partly due to the early time it
has been performed, such as the use of DCl and D,0O and the
functionals being used, for which several problems have been
identified in the meantime.® As previous cluster calculations
(DFT and 1\‘1[']’2)“)12 have already shown that DFT overrates the
stability of the dissociated state, it seemed appropriate to per-
form new cluster calculations including HF, MP2, CCSD, and
the more modern B3LYP density functional, and the results,
shown in Table 1. clearly prove that DFT leads to an unjustified
preference for the dissociated state. It should be emphasized,
however, that the frequent attempts of proton transfer in our
simulation within a few picoseconds are a clear indication that
over a longer time period a number of them will be successful
thus creating a sufficient number of hydronium ions. For study
of full dissociation, i.e., separation of Cl~ and hydrated hydro-
nium ion, a longer simulation time would have been required
but on the basis of the results obtained for 10 ps one can easily
predict such a dissociation process to happen.

The dynamics of ligand exchange processes at each atom of
HCl were also determined by the mean residence times (MRTs)
using the “direct” method.*” The time parameters r* of 0.0 and
0.5 ps were used, reflecting to the minimum duration of a
ligand’s displacement from its original coordination shell to be
accounted. The number of ligand exchange processes, the
MRTs, and the sustainability of migration processes from the
first hydration shell are summarized in Table 2. The variations
of the HyepO,, and Clyep-O,, distances obtained at ¥ =
0.5 ps in the first hydration shell are presented in Figure 8. As
shown in Figure 8a, there are three exchange processes occur-
ring at the H atom of HCI, the first one taking place at 3.5 ps
and the second and the third one observed in the range of 6-7
and 7-8 ps, respectively. For the Cl site, several ligand exchange
processes were found during the simulation time of 10 ps, as
shown in Figure 8b. The calculated MRT values with respect to
t# = 0.0 and 0.5 ps for the first hydration shell located around
the Cl atom are 0.3 and 2.1 ps, which are the same as those esti-
mated for the F site of HE.* The values of 0.1 and 0.8 ps for r*
= 0.0 ps and #* = 0.5 ps, respectively, were determined for the
H site of HCL These values are smaller in comparison with the
aqueous HF solution (0.8 ps for /¥ = (0.0 ps and 2.5 ps for r* =
0.5 ps),*® and also smaller than that obtained from QM/MM
(1.51 psy* simulation of pure water. In the QMCF MD, hydro-
gen bond life times of 1.1 and (.31 ps were evaluated for the
Clyor—Hya-0,  and  Hyo—Clyg---H, hydrogen bonds.
respectively, suggesting a very different stability of these H-
bonds. The average lifetime of the Clyc—Hyc+-Oy hydrogen
bond is higher than that observed in pure water by e:)ﬁpcs:rin']entﬁl
(055 ps), and a QM/MM MD simulation (0.33 ps),™ confirming
the stability of this H bond. The value of 0.31 ps obtained for
the Hye—ClyoH,, hydrogen bond is almost the same as the
value of (.36 determined for the F site of the HF molecule. The
MRT values and the hydrogen bond lifetimes predicted from the
QMCF MD simulation reveal that HCI in aqueous solution is
simultaneously a weak structure-making and a weak structure
breaking species. The sustainability coefficients S.. were com-
puted by comparing the number of all exchanges through the
border of the hydration shell (N‘e’;’] to the number of exchanges
processes lasting at least 0.5 ps (N%?), resulting in 0.11 and

0.14 for H and CI sites of hydrogen chloride. The comesponding
1fSex values are 9.1 and 7.1, suggesting that one lasting
exchange process in the neighborhood of H and Cl is achieved
by about nine and seven attempts to cross a shell boundary,
respectively.

Conclusions

We have performed a QMCF molecular dynamics simulation to
investigate the hydration structure and dynamics of the aqueous
HCI solution. The calculated H—CI bond distance and its vibra-
tional frequency are in good agreement with the experimental
observation. A relatively strong hydrogen bond at the H site of
hydrogen chloride was detected, whereas weak hydrogen bond-
ing dominates at the Cl site. The coordination number of ~7 is
prevailing in the first hydration shell, augmented by about five
water molecules of an extended first shell. The acid dissociation
of HCl is visible from the proton transfer events observed in the
QMCF MD simulation. The QMCF MD simulation shows sev-
eral ligand exchange processes in the first hydration shell, which
occur more frequently at the Cl site of the molecule.
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RISM-SCF-SEDD Study on the Symmetry Breaking of Carbonate and Nitrate Anions in

Aqueous Solution
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The planarity of carbonate and nitrate anions was investigated in the gas and solution phases by means of the
reference interaction site model self-consistent field spatial electron density distribution (RISM-SCF-SEDD)
method. The computed optimized geometries and solvation structures are compared with the diffraction data.
In the solution phase, the symmelry of carbonate anion is changed from D5, to Cs,, whereas the planarity of
nitrate anion is still retained. These are fully consistent with experimental knowledge. The classical electrostatic
model was also utilized to elucidate the mechanism of the symmetry breaking. It should be emphasized that
the symmetry breaking occurs not only by a specific solvent molecule attaching to the ion but by an overall
electrostatic interaction between the infinite number of solvent molecules and the ion.

Introduction

Carbonate and nitrate anions are abundant and important in
biological systems as well as in environmental systems. Carbon-
ate is a ubiquitous and reactive amion that can be found in
groundwater and reacts to form aqueous and solid-state com-
plexes with the majority of metals in the periodic table.' Nitrate
is the most [ully oxidized compound of nitrogen and is therefore
stable to oxidation, regarded as a potentially strong oxidizing
agent. It can also be generated in the human body through the
oxidation of nitric oxide, which is produced by nitric oxide
synthases from L-arginine.”?

The structures of these two compounds are very similar,
normally planar possessing [Dj; symmetry with six normal
modes: symmetric stretch (v), out-of-plane deformation (v»),
two doubly degenerate modes, i.e., antisymmetric stretch ()
and in-plane deformation (v4). Rudolph and co-workers observed
the v; mode and its overtone of carbonate ion in an aqueous
solution using Raman spectroscopy, suggesting the symmetry
breaking in the concentrated* and dilute” solutions. They also
optimized the water cluster, a carbonate with two water
molecules, by employing the density functional theory in the
gas phase, showing the Cs, symmetry.* On the other hand,
the far-ultraviolet resonance Raman spectroscopy indicates the
planarity of nitrate ion in several polar solvents, though a very
broad band of v3 suggests that the symmetry is lowered from
D3y, to Cy,, or to C.° The results of photoelectron spectroscopy
suggested the first hydration consisting of three water molecules
with the Cz, symmelry as the geometry of nitrate ion in aqueous
solution.” Raman results have been reported that the splitling
of v; vanishes for the dilute nitrate solutions.® ' The recent
infrared multiple photon photodissociation experiment on the
NO; (H;0), clusters (m = 1—6) observed the splitting of the
¥; band due to the perturbation of water molecules, showing
the possibility of symmetry lowering to C,.!' Pathak et al.
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computed an effect of explicit water molecules on the lowering
symmetry of carbonate and nitrate anion clusters."?

The optimization of carbonate ion in aqueous solution
(dielectric media) with the generalized conductor-like screening
model indicates a slight effect on the geometry compared with
the gaseous state.”® An empirical force field for the carbonate
ion including the out-of-plane displacement of the carbon atom
was developed to investigate the phase transition of calcite."®
The potential function with increasing the stiffness of the
carbonate ion was adopted to the classical molecular dynamics
(MD) simulation of calcium carbonate.!® The recent investiga-
tions based on Car—Parrinello (CP) MD simulation provided
the structural properties of hydration shell, but the symmetry
breaking was not discussed.'®!"” The inclusion of an anharmonic
force field in the classical MD simulation'® and a combined
quantum mechanics/molecular mechanics (QM/MM) MD simu-
lation'? of hydrated nitrate ion presented the splitting of v that
agrees with the spectroscopic results.

At the same time, there is no wonder that nonsymmetric
solvation structure around the ion breaks its symmetry; the
symmetry of the cluster model is inevitably lowered by the
specific hydrating molecule. The question that we would like
to raise here is whether the symmeltry of the anions in aqueous
solution is inherently broken or not, under an isotropic environ-
ment. If so, what is the driving force of the breaking? It should
be stressed that the issue is deeply related to both the electronic
structure of the anion and solvation structure around it. QM/
MM or an equivalent treatment is essentially needed.

Here we present an alternative method to the QM/MM,
RISM-SCF, which is a hybrid method of integral equation theory
in statistical mechanics (reference interaction site model self-
consistent field, RISM-SCF) and an ab initio electronic structure
theory.2’~2* This method succeeded to investigate the structural
properties of the solute and the solvation effects on the reactions
in a solution phase.” 2 In particular, the symmetry breaking
in the solvated I;~ system was precisely discussed.™® In this
work, we applied the RISM-SCF formalism to investigate the
oplimized geometries of carbonate and nitrate anions in agueous
solutions. The classical electrostatic free energy calculation
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TABLE 1: Lennard-Jones Parameters for the CO* and
NO:~ Anions and Water Molecule

alh elkeal mol !
Solute
(& 3.296 0.1200
N 3.150 0.1700
[0} 2.850 0.2000
H.O
H 1.000 0.0560
(0] 3.166 0.1550

based on the multipole expansion®*? was also utilized as a
model to understand the true nature of the symmetry breaking
caused by the solvation effect.

Method

The RISM-SCF method has been outlined in detail else-
where.**">* Similar to the QM/MM, this method evaluates the
statistical solvent distribution consistent with the electronic
structure of the solute. while the electronic structure of the solute
is affected by the surrounding solvent distribution. Thus, both
the RISM integral equation and ab initio molecular orbital (MO)
calculation must be solved in a self-consistent manner. The
statistical mechanics part of the RISM-SCF method was solved
with the Kovalenko and Hirata (KH) closure approximation™=*
to obtain the structure of the solvent on a grid of 2048 points
on the radial direction, whereas the ab initio MO methods at
Hartree—Fock (HF) and density functional theory. namely,
Becke, three-parameter, Lee—Yang—Parr exchange-correlation
functional (B3LYP), associated with the 6-3114+G* basis set, ¢
were utilized to evaluate the electronic structure of carbonate
and nitrate ions in the SCF procedure, so-called RISM-SCF/
HF and RISM-SCF/B3LYP, respectively. We further employed
the CCSD(T) method coupled with solvation effect (RISM-SCF/
CCSD(T)) to obtain highly accurate solvation energy. The SPC
water model’” with the corrected Lennard-Jones parameters of
hydrogen sites (o = 1.0 A and £ = 0.056 keal mol') was
selected for solvent water in the RISM equation. Table 1 lists
all parameters'**3” employed in the solution-phase calculations.
The density of solvent water was set to 1 g cm™ at 298.15 K.

All solution-phase calculations were performed with the
RISM-SCF-SEDD (spatial electron density distribution,
SEDD)” code implemented in GAMESS program package™
modified by us. In the theory, the total energy of the system
(.7) is defined as the sum of the solute potential energy and
solvation free energy:

A= (ll,solulciHOI‘psululc) i Aﬂ ( 1]

where Hy is the standard Hamiltonian of solute in a gas phase,
el g the wave function of the solute obtained by solving
the equation with the modified Fock operator, and Ag is the
solvation free energy evaluated by the KH closure equations.=*

In order to understand the solvation effects on the symmetry
breaking of anions, we also calculated the classical electrostatic
free energy based on the multipole expansion with the spherical
model’'*? of radius b from the center of mass of solute immersed
in a solvent with a dielectric constant D, which was set to 80
for the solvent water.

Results and Discussion

Optimized Structures of Carbonate and Nitrate Anions
in the Solution Phase. The initial geometries of carbonate and
nitrate anions in both gas and solution phases were set as an

Vchirawongkwin et al.

TABLE 2: Optimized Geometries of CO:? and NO;
Anions in the Gas and Solution Phases Obtained from HF,
B3LYP, RISM-SCF/HF, and RISM-SCF/B3LYP
Calculations with the 6-311+G* Basis Set

gas phase solution phase
RISM-SCF/  RISM-SCF/
HF  B3LYP HF B3LYP
COs*~
C—0; (A) 1.282 1.308 1.267 1.288
C-0; (A) 1282 1.308 1.267 1.288
C-0; (A) 1282 1.308 1.267 1.288
C— torsion (deg)  0.00 0.00 7.45 7.79
NO;~
N—0, (A) 1.224 1.261 1.217 1253
N-0, (A) 1.224 1.261 1.217 1.253
N-0; (A) 1224 1.261 1.217 1.253
N— torsion (deg) 0.00 0.00 0.02 0.00

nonsymmetric structure and optimized without any symmetry
constraint. Table 2 summaries the optimized geometries of
carbonate and nitrate anions in the isolated state evaluated with
the standard HF and B3LYP and the solution phase with the
RISM-SCE/HF and RISM-SCF/B3LYP methods. The C— and
N— lorsion angles are defined to investigate the planarity of
the solute as the C—0;—0»,—0; and N—0;—0,—0; dihedral
angles, respectively.

The geometries of both anions obtained from the HF and
B3LYP optimizations in the gas phase show the equivalence
of three bonds and the molecular plane described with the C—
and N— torsion angles to be equal to 0.00°, possessing the Dy,
symmelry. However, the situation is different when these anions
are dissolved in water. The symmetry of carbonate ion was
lowered to nonplanar structure. The C— torsions were increased
to 7.45° and 7.79° for the optimized geometry obtained from
the RISM-SCF/HF and RISM-SCF/B3LYP, respectively. The
N— torsion of nitrate ion obtained from the RISM-SCF/HF was
hardly changed by 0.02% and the ion has retained the planarity
for the RISM-SCF/B3LYP optimization. All bonds within each
anion remain the equivalence in the solution phase, but they
are slightly shorter than those in the gas phase by 0.015 and
0.020 A for carbonate ion, and 0.007 and 0.008 A for nitrate,
obtained from the RISM-SCF/HF and RISM-SCF/B3LYP,
respectively. These results indicate the symmetry of carbonate
ion is changed from D3, to Cj,, but nitrate ion is still as Dy,
Our intramolecular distances of carbonate and nitrate anions,
namely, C—Oc¢ and N—Oy, obtained from the RISM-SCF
optimizations show a good agreement with the recent neutron
diffraction experiments of K,;CO; solutions that reported the
C—0 distance of 1.3 A% and with the NaNOs solutions in
which the N—Oy, distances vary between 1.21 4- 0.02 and 1.24
+ 0.02 A respectively.

The radial distribution functions (RDFs) of solvent molecules
around the solute are also obtained from the computations as
shown in Figures 1 and 2. The positions of the first peaks for
each anion obtained from the RISM-SCF/HF summarized in
Table 3 are slightly shorter than those of RISM-SCF/B3LYP
within the maximum deviation of 0.03 A. The positions of the
first hydration peaks represent the stronger interactions of water
molecules with the carbonate ion than those of the nitrate ion.
This result corresponds to the neutron diffraction with isotopic
substitution (NDIS) of Cs,CO; and CsNO; in an aqueous
solution, indicating that the stronger hydrogen bonds are formed
between the solvent water and carbonate ion than those formed
in the nitrate ion.”* Our results in Table 3 are also in an
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Figure 1. RDFs of (a) X—Ouwaer and (b) X—Huwater, where X stands for
the C and O sites of CO4* ion. The black and red lines refer to the
RDFs obtained from RISM-SCF/HF for the C (the black solid lines)
and O (the black dashed lines) sites and RISM-SCF/B3LYP for the C
(the red solid lines) and O (the red dashed lines) sites, respectively.

) P R L LT I P O S
4= (2)

(r)

water

g.0,
—
—
?

Figure 2. RDFs of (a) X—Ouuier and (b) X—Huwater. where X stands for
the N and O sites of NO;~ ion. The black and red lines refer to the
RDFs obtained from RISM-SCF/HF for the N (the black solid lines)
and O (the black dashed lines) sites and RISM-SCF/B3LYP for the N
(the red solid lines) and O (the red dashed lines) sites, respectively.

agreement with the C--+0O,, of 3.35 A and Ne+-0, of ap-
proximately 3.7 A estimated by the neutron diffraction*’ and
X-ray diffraction*? measurements, respectively. The consistency
of optimized geometries and hydration structures obtained from
the RISM-SCF calculations indicate the reliability of the
methods to elucidate the properties of these anions in solution
phase. However, the discussion about the planarity of anions
needs a further evaluation presented in the following.
Comparison of Energy Surfaces between the Gas and
Solution Phases. The potential energy surfaces (PESs) in the
gas phase and free energy surfaces (FESs) in the aqueous
solution of carbonate and nitrate anions are plotted as a function
of C— or N— torsion at the same theoretical levels employed

J. Phys. Chem. B, Vol. 114, No. 32, 2010 10515

TABLE 3: Distance of First Hydration Peaks Obtained

from the RISM-SCF Optimizations of COs*" and NOx~
Anions in the Solution Phase

RISM-SCF/HF RISM-SCF/B3LYP
Co

Cee+0,, 3.53 333

Ce+Hy 2.90 291

Op+=+0y 2.48 2.49

Oce++Hy 1.67 1.69
NOs~

N---Oy 3.66 3.68

N---H, 2.92 2.94

OO0y 2.70 2.73

Oy =-H,, 1.72 1.75

in the previous section (Figure 3). The FESs of the solution
phase were constructed by moving the carbon or nitrogen atom
along the principal axis, retaining the Ci, symmetry, and the
optimization for the rest of geometrical parameters was per-
formed to evaluate the total enmergy according to eq 1. The
energy points of PESs in the gas phase were obtained by the
single-energy calculations at the geometries adopted from each
point in the FESs of the solution phase. Each relative energy
with respect to the minimum is plotted in the figure.

The minimum for the carbonate and nitrate anions in the gas-
phase PES is located at 0.00°, corresponding to the Ds,
symmetry structure. Whereas the FESs of nitrate anion in the
solution phase have a minimum at the N— torsion of 0.00°,
those of carbonate anion show double minima situated at +7.39°
and +7.74° obtained from the RISM-SCF/HF and RISM-SCF/
B3LYP calculations, respectively. Furthermore, the RISM-SCF/
CCSD(T) method was also employed to construct the FESs at
the geometry of each point on the FES of RISM-SCF/B3LYP
calculations. The FES of hydrated nitrate anion showed the
minimum at the N— torsion of 0.00°, whereas those of the car-
bonate anion again exhibited double minima located at the C—

[*]
[

BB s e e
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Figure 3. PESs and FESs of (a) €0 and (b) NOs~ anions as a
function of dihedral angle obtained by HF (the black dashed lines) and
B3LYP (the red dashed lines) in the gas phase and by RISM-SCF/HF
(the black solid lines), RISM-SCF/B3LYP (the red solid lines), and
RISM-SCF/CCSD(T) (the blue solid lines) in aqueous solution.
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TABLE 4: Harmonic Frequencies of CO# and NO;~
Anions in Gas Phases

frequency {em™ ")

v va va V4

o5
HF 1125 901 1408 722
B3LYP 1011 836 13117 643
exptl? 1066 884 1383 684
NOs;~
HF 1228 989 1567 792
B3LYP 1066 842 1378° 704°
exptl 1048 832 1348 718

“ Averaged values. In aqueous solution (ref 4).

TABLE 5: Harmonic Force Constant and Frequency of the
Out-of-Plane Mode for CO3;*” and NOs; Anions

k (keal mol™' A-2) v, or v, (em™")

CO}J_
gas HF 1420.02 991
B3LYP 1124.17 856
aqueous RISM-SCF/HF 3461.29 1591
RISM-SCF/B3LYP 3548.21 1521

NOs~
gas HF 1474.78 989
B3LYP 1078.94 842
aqueous RISM-SCF/HF 1391.22 960
RISM-SCF/B3LYP 1141.02 866

torsion of +7.57°. The local maximum points on the FESs of
hydrated carbonate anion are located at the C— torsion = 0.00°,
showing the barrier of 2.71 (RISM-SCF/HF), 3.12 (RISM-SCF/
B3LYP), and 2.76 (RISM-SCF/CCSD(T)) kcal mol '. These
results strongly indicate that the statistical optimal geometry of
carbonate is inherently Cs, symmetry in the solution phase. It
is noted that the present result does not deny the possibility of
further lowering of symmetry caused by a specific hydration of
water solvents.

The fundamental frequencies are usually obtained from the
Hessian method, ie.. the second-order energy gradient with
respect lo the nuclear coordinates, implemented in the standard
ab initio MO program packages. Table 4 list the fundamental
frequencies of carbonate and nitrate anions for the optimized
geometries corresponding to the PESs (Figure 3). On the other
hand, FES is not directly connected to the frequencies of
solvated ions (), but still it might be meaningful to estimate
the frequency from the curvature, especially for the out-of-plane
motion (v7) in the solution phase.

v, = af e 2)

was employed to evaluate the frequency from the FES curvature,
where A, and k; are, respectively, the harmonic force constant
obtained from the curve-fitting of gas and solution energy
surfaces, and v, is the frequency in the gas phase. These are
summarized in Table 5. The significant changing of energy
surfaces and & values shows a large effect on the solvation of
carbonate anion and introduces strong anharmonicity. The
similarity of PESs and FESs in Figure 3b for the nitrate ion in
the gas and solution phase shows a moderate effect of water on
the solvation.

Origin of the Symmetry Breaking. The present result
suggests that the symmetry breaking of carbonate anion does

Vchirawongkwin et al.

TABLE 6: Molecular Radius (b) and Atomic Charge Sets of
C0:* and NO;~ Anions Obtained from the RISM-SCF
Calculations at the Dy, Symmetry in the Solution Phase

COy* ion NO; ™ ion
HF B3LYP HF B3LYP
b (A) 2.408 2417 23T 2.391
e 1.753 1.686 1.248 1.120
& —1.251 —1.229 —0.749 —0.706
€ —1.251 —1.229 —0.749 —0.706
ey —1.251 —1.229 —0.749 —0.706

occur even without specific water molecules attaching to the
ion, whereas the nitrate anion does not. What is the difference
between the two anions? The classical electrostatic free energy,
7, based on the multipole expansion with the spherical
model,*** is introduced here to clarify the difference. The
expression of 7is

S S
W= +
=t e — T

= —(D — D)(n + )G,

y =4 3

=D (n + DD + Dy

where G, is defined as

=1 9

G,= ¥ 3 eelr,"ir)"P (cos 9y )
k=1 bk

The set of point charge {e,} denotes the atomic charges
evaluated by the Gill et al. procedure™ at the RISM-SCF
optimized D3y, structure for the carbonate and nitrate anions, r¢
is a position vector with respect to the center of mass, and ¥y
is the angle between ry and r;. The D; is the internal dielectric
constant of molecule that equals to 1, whereas D = 80 represents
water solvent. P,(cos ) are the ordinary Legendre functions.
The molecular radius b was determined from the polarizable
continuum model (PCM).* All these parameters obtained from
the RISM-SCF/HF and RISM-SCF/B3LYP are summarized in
Table 6.

The computed 7’s for the carbonate anion are plotted in
Figure 4, parts a and b. The calculations were performed with
different maximum orders of Legendre functions (n = 0, 1, 2,
3,4, 5, 10, and 20). As shown in the figures, eqs 3 and 4
properly reproduce the double-minima character corresponding
to the FESs obtained from the RISM-SCF-SEDD calculations
(Figure 3a). The dipole moment (n = 1), represented with the
red lines in the figure, seems dominate the height of the barrier
in the FESs of carbonate ion. #/’'s for the nitrate (Figure 4,
parts e and [) are again identical with the FESs obtained from
the RISM-SCE-SEDD calculations (Figure 3b). These results
indicate this simple classical model is reasonably representing
the solvation free energy profile obtained from the higher-level,
coupled electronic/classical RISM-SCF-SEDD method.

In this simplified model, both of the atomic charges and
geometrical coordinates are taken from the RISM-SCF-SEDD
computations. A hypothetical model is thus introduced to check
which contribution is responsible to the difference between the
anions. 7”"s were computed with the charge sets of the nitrate
anion at the carbonate optimized geometry (Figure 4, parts ¢
and d) and vice versa (Figure 4, parts g and h). The changing
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of total charge from —2 to —1 for the carbonate ion makes the
curvature moderate. On the contrary, the changing of total charge
from —1 to —2 for the nitrate anion raises the relative energies.
But all of these figures still remain the similar pattern corre-
sponding to the original FESs. These results suggest that the
atomic and total charges are rather minor contributions on the
peculiar properties of hydrated carbonate anion. The geometry
of the anion is the parameter that emphasizes the contribution
from the multipole expansion and makes the symmetry-broken
structure stable.

To check the geometrical difference between the anions in
detail, the distances between the central atom (carbon or

nitrogen) and the center of mass are plotted as a function of the
torsion angles (C— and N— torsion) in Figure 5a. All of them
are linear functions, representing the similar behavior with the
slightly larger slope obtained from the carbonate anion than that
of the nitrate. This means that the stabilization in carbonate anion
due to the shift of the central atom (C) is more greater than
that of nitrate (N) because the distances (lryl) are important to
increase the attractive contribution according to the eq 4.
However, the oxygen atoms play a more important role. The
distance plots of oxygen with respect to the center of mass at
the optimized geometry are shown for the carbonate (Figure 5.
parts b and ¢) and for the nitrate (Figure 5, parts d and e) anions:
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Figure 6. Orbital energy changing along the torsion. The HOMO
energies are plotted with respect to the Dz, values: COs> in the gas
phase (dotted black line) and in aqueous solution (solid black line)
and NO;™ in the gas phase (dotted red line) and in aqueous solution
(solid red line).

obviously they look very different from each other. The drastic
decreasing as increasing of C—O distances found in the
carbonate anion around the C— torsion = 0.00° seems to be
related to the character of carbonate FESs. In other words, the
symmetry breaking in the carbonate is attributed to the peculiar
character of the optimized geometry.

The orbital energy changing along the distortion (Walsh
diagram) may provide a direct information for the present issue.
Figure 6 plots the changing of the orbital energy of the highest
occupied molecular orbital (HOMO) along the torsion angle.
The optimized geometry in aqueous solution was adopted to
plot both of the gas- and aqueous-phase values. Two nitrate
curves are nondescriptive and increase as distorting from the
highly symmetric geometry. However, the energy of carbonate
in aqueous solution again shows a peculiar character with a
minimum around 10°. It is interesting to note that the orbital
energy in the gas phase monolonically increases although the
same geometry was used. Hence. the above-mentioned peculiar
character of the optimized geometry is attributed to the changing
of orbital energy in aqueous solution. It is well-recognized that
orbital energy in aqueous solution differs from the gas-phase
one under the influence of the electric field from the polar
solvent. Many of the deeper orbitals also show a similar trend
for solvated carbonate. Presumably, the minimum is caused by
an interplay between the two different contributions: one is an
increasing in energy along the torsion corresponding to the gas-
phase behavior, the other is stabilization due to the enhancement
of multipole interaction between solute and solvent.*®

Conclusion

The carbonate and nitrate anions in an aqueous solution were
investigated by means of the RISM-SCF-SEDD method. The
computed bond distances and RDFs show an excellent agree-
ment with the diffraction results.*' ** The optimized geometries
of nitrate anion are in a good agreement with the experimental
results, meaning that the structure retains planarity in both gas
and solution phases. On the contrary, the symmetry breaking
occurs in the carbonate anion in an aqueous solution from Day
to Cs, (or lower) losing the planarity. This phenomenon has
been detected by IR and Raman spectra® but has not been
discussed in other theoretical studies. Our calculations suggest
the strong anharmonicity of hydrated carbonate anion. It is
important to emphasize that the symmetry is inherently broken
even under the isotropic and uniform field generated by the
solvent. We also employed a simple model based on the classical
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electrostatic free energy calculations to clarify the effect.
Although the changing of the atomic charge gives only a small
effect on the profile of FESs, geometrical changing considerably
affects the contribution from the multipole moments, especially
the dipole moment, resulting in the main reason to break the
molecular planarity of carbonate ion.
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The ab initio quantum mechanical charge field molecular dynamics (QMCF MD) formalism was applied to
simulate the bisulfate ion, HSO, ™. in aqueous solution. The averaged geomelry of bisulfate ion supports the
separation of six normal modes of the O*—SO; unit with C;, symmelry from three modes of the OH group
in the evaluation of vibrational spectra obtained from the velocity autocorrelation functions (VACFs) with
subsequent normal coordinate analyses. The calculated frequencies are in good agreement with the observations
in Raman and IR experiments. The difference of the averaged coordination number obtained for the whole
molecule (8.0) and the summation over coordinating sites (10.9) indicates some water molecules to be located
in the overlapping volumes of individual hydration spheres. The averaged number of hydrogen bonds (H-
bonds) during the simulation period (5.8) indicates that some water molecules are situated in the molecular
hydration shell with an unsuitable orientation to form a hydrogen bond with the ion. The mean residence
time in the surroundings of the bisulfate ion classify it generally as a weak structure-making ion, but the
analysis of the individual sites reveals a more complex behavior of them, in particular a strong interaction
with a water molecule at the hydrogen site.

Introduction

Bisulfate ion is produced by the first deprotonation of sulfuric
acid, playing an important role to form hygroscopic acrosols in
the atmosphere.'™ The vibrational spectra of bisulfate ion were
investigated by in sifu Fourier transform infrared (FTIR)
spectroscopy of molecular adsorption on the surface of Pt single
crystal electrodes,” producing anomalous peaks from the adsorp-
tion and desorption of submonolayers of strongly bound
hydrogen.®” The fundamental vibrational frequencies of HSOy~
ion were also assigned within the infrared spectra of concen-
trated solution in the spectral region of 600—1500 cm % The
Raman studies of aqueous NHsHSO, solutions over a broad
concentration and temperature range indicate that the bisulfate
ion is the dominant species above 250 °C and possesses Cs,
symmetry in dilute solutions.®!’ The phase diagram for the
NHHSO4/H,O system presented a low-temperature crystalline
phase composed of NHyHSO; with eight water molecules.''
Although the properties of bisulfate ion have been investigated
in many experiments, most theoretical treatments were only
interested in the system of hydrated sulfuric acid.'””'7 This
motivated our interest to investigate the vibrational spectra and
the structural and dynamical properties for the HSO; ion and
its hydration shell in aqueous solution.

The specific investigation of an aqueous bisulfate system is
difficult by experiment, due to a mixture of sulfate and
hydronium ions produced by the second dissociation of sulfuric
acid. Computer simulations have become an alternative tool to
gain access to solvate microspecies properties needed for the
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interpretation of experimental observations and the chemical
behavior. The structural and dynamical properties of hydrated
bisulfate ion are of great significance for the detailed under-
standing of all chemical processes of this ion in aqueous
solution. However, the bisulfate ion is a composite structure
difficult to access by a conventional QIM/MM method, because
of the complicated and asymmeiric polential energy hypersurface
describing the interaction between the HSOy4~ ion and waler.
An ab initie quantum mechanical charge field molecular
dynamics (QMCF MD) formalism,'®"” however, does not
require an analytical solute—solvent potential, and hence. this
method has already been successfully employed to investigate
the structural and dynamical properties of the hydrated sulfate, 2!
phosphate,”?? perchlorate.”?* and bicarbonate®® anions. In
this work, the QMCF MD method was used to simulate the
hydrated HSO,™ ion in order (o obtain its structure and some
dynamical properties, and also the vibrational spectra of all
normal modes evaluated by means of the velocity autocorrelation
functions (VACFs). The structural properties for each hydration
site and the overall molecular shell were obtained via radial
distribution functions (RDFs), coordination number distributions
(CNDs), and angular distribution functions (ADFs). The dynam-
ics were characterized by means of ligand mean residence times
(MRTs). We also evaluated structural and dynamical properties
by means of the molecular approach equivalent to the “solvent-
accessible surface™ referred to in previous work.”

Methods

The ab initio quantum mechanical charge field molecular
dynamics (QMCF MD) formalism has been outlined in detail
elsewhere.'®!” Due to the inclusion of an additional quantum
mechanically treated solvent layer zone located beyond the first
hydration shell of the solute species, the QMCF method does
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not require the construction of potential functions between the
solute and water molecules; i.e., it avoids a time-consuming
and sometimes hardly manageable task necessary in the
conventional quantum mechanical/molecular mechanical mo-
lecular dynamics (QM/MM MD) formalism.”’ *° A further
advantage of the QMCF MD method is the inclusion of the
point charges of the atoms in the MM region with their changing
positions in the core Hamiltonian for the QM region via a
perturbation term

q.
V:;};fr—! (1)

where n is the number of atoms in the QM region, m is the
number of atoms in the MM region, q}"'M is the partial charges
of these atoms according to the selected water model, and r;
refers to the distance between a pair of particles in the QM (i)
and MM (j) regions. On the other hand, the dynamically
changing charges of QM particles, g?", determined by popula-
tion analysis contribute to the force on each atom j in the MM
region as Coulombic forces

. n q?M g™

F?M MM _ Z L

=1 i

(2)

As the conventional QM/MM MD formalism, the QMCF MD
method allows the migration of water molecules between the
QM and MM region. For this process, one has to apply a
smoothing function®'

8(n=
0 forr>r,
ruf — P +27 — 3r,.h

2 2,3
(Toff — Ton)
1 forr < r

forry, = r=rye (3)

where r is the distance of a given solvent molecule from the
center of the simulation box, ryy is the radius of the QM region,
and ry, is the inner border of the smoothing region. The
formalism is applied to all atoms of molecules located in the
smoothing region, ensuring a continuous transition and change
of forces for these molecules according to

F;muol.h - FJ.];VIM o (F;aycr . FJMM) X S(r) (4)

where Fj"‘-“‘ is the force acting on a particle j located in the
(outer QM) smoothing zone and F}“M is the force acting on a
particle j in the MM region. In this context, it has to be
mentioned that energy is not rigorously conserved, but the
related error can be considered very minor due to the short
simulation time and the large size of the quantum mechanical
region.

The bisulfate solution consisted of one bisulfate ion and 496
water molecules in a cubic box of 24.67 A with the periodic
boundary condition. The density of the simulation box was 0.997
g cm ™, i.e., the experimental value of pure water at 298 K.
The simulation was performed in the NVT ensemble using a
general predictor-corrector algorithm with a time step of 0.2
fs. The system temperature was maintained at 298.16 K by the
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Berendsen temperature-scaling algorithm™ with a relaxation time
of 100 fs. The QM subregions, namely, the core and layer zone,
extended to 3.5 and 6.0 A, respectively. The quantum mechan-
ical calculation was performed by means of the Hartree—Fock
(HF) method with the Dunning double-{ plus polarization
(DZP)*** basis sets for hydrogen, sulfur, and oxygen atoms in
the QM region, i.e., the same theoretical level employed in our
previous study of the hydrated sulfate ion.>” The thickness of
the smoothing region was chosen as (0.2 A with the values of
ron and ry as 5.8 and 6.0 A, respectively, according to the radial
distribution function (RDF) obtained from the equilibrated
simulation. The selected water model applied to calculate the
interactions between pairs of water in the MM region was the
flexible BIH—CF2 model.*° with cutoff distances of 3.0 and
5.0 A for non-Coulombic interactions between H atoms and
between O and H atoms, respectively. The partial charges for
oxygen and hydrogen atoms in the water molecule according
to the BJH—CF2 model are —0.65966 and +0.32983. This water
model supports the fully flexible molecular geometries of water
molecules transiting between the QM and MM region. The
Coulombic interactions between the Mulliken charges on the
atoms within the QM region and the point charges of water
molecules according to the BJH—CF2 model are evaluated
providing an electrostatic description by a dynamically charging
field of point charges, which change according to the movements
of atoms inside the QM region and water molecules in the MM
region in the course of the simulation. This ensures the
continuous adaptation of the Coulombic interactions to all
polarization and charge-transfer effects within solute and
surrounding solvent layers.'®!® In addition, the reaction field
method combined with the shifted-force potential technique were
applied to account for long-range electrostatic potentials and
forces, with a spherical cutoff limit of 12.350 A. The system
was equilibrated with the QMCF MD method for 50 000 steps
(10 ps), and a further 50 000 steps (10 ps) were collected as
data sampling for analyzing the structural and dynamical
properties. On average, 24.8 water molecules were present in
the QM region.

The structural and dynamical properties for the hydration shell
of HSOy ion were not only evaluated for individual atoms but
also in a molecular manner. The molecular hydration shell of
bisulfate ion was constructed by the combination of all atomic
hydration spheres of the ion. The coordinating site for each water
molecule to the bisulfate ion was defined by searching for the
shortest distance between the oxygen atom of the water molecule
and each atom within the ion.” The molecular radial distribution
functions (RDFs), molecular coordination number distributions
(CNDs), and molecular ligand mean residence times (MRTs)
for the hydration shell of bisulfale ion are thus presented in
this Article. All MRT values were evaluated by the direct
method.” counting the water exchange processes between
hydration shell and bulk. The most appropriate time span to
record a water displacement from its original coordination sphere
as an exchange process is 0.5 ps.”* which corresponds to the
average lifetime of a hydrogen bond in the solvent.”

The dynamical properties of a fluid system related to
macroscopic transport coefficients can be evaluated from the
velocity autocorrelation functions (VACFs), and their Fourier
transformations can be interpreted as the vibrational spectra.
The vibrational spectra of bisulfate ion were obtained from the
VACFs using normal-coordinate analysis.*’ The normalized
VACF, C(1), is defined as
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NN
z z ytvdt; + 1)

Cy=—"s—— (5)

N
NN Y, X vttty
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where N is the number of particles, V, is the number of time
origins 1, and ¥; denotes a certain velocity component of the
particle j. A correlation length of 2.0 ps was used to obtain the
power spectra with 4000 averaged lime origins.

Results and Discussion

Structural and Dynamical Properties of HSOy4 Ion. Due
to the dynamic motion of all atoms within the system during
the simulation periad, all structural parameters such as bonds,
angles. and dihedral angles within the bisulfate ion required to
construct the geometry of the ion were collected with their
statistical deviation listed in Table 1. The averaged geometry
of HSOys™ ion constructed from the structural parameters in
Table 1 is shown in Figure 1. The average S=0 distances vary
within 0.070 A and are slightly shorter than those in the SO,>
ion™ by 0.02 A, while the single bond of S to O(4) is
significantly longer with 1.585 A. The average O—H distance
of 0.975 A for the HSO, ™ ion is slightly longer than the distance
of the analogous bond in the HCOs™ ion™ by ~0.02 A. The
bond and dihedral angles were collected in the form of angular
distribution functions (ADFs). The average bond angles around
the sulfur atom again indicate the similarity of terminal oxygens
and the unique property of O(4). In contrast to the strong
flexibility of the ZCO(3)H angle of the HCO; ion”> the
ZS0(4)H ADF shows a deviation of only 9°. Our selected
theoretical level, HE/DZP, for the QMCF MD simulation was
validated by comparing the structural parameters with those
obtained from various methods evaluated in the gas phase and
solution using the polarizable continuum model (PCM).*? The
hybrid B3LYP exchange-correlation functional coupling with
the tzvp+ basis set'’ was employed to verify the interpretation
of the spectra of photoelectron spectroscopy for the HSO,  ion:*!
thus, we also utilized this basis set coupling with the
Hartree—Fock (HF), B3LYP, and quadratic CI calculation
including single and double substitutions (QCISD) levels to
optimized the geometry of HSO; ™ in both phases. The HF/DZP
level was also performed to investigate the effect of isotropic
and uniform field generated by the PCM to the geometry of
HSO, ™ ion. All optimized geometries in gas and solution phase
were found to have C; symmetry. The effect of PCM on the
geometry of HSO4 ion presents slightly longer bonds of
terminated oxygen and O(4)—H bond, and a slightly shorter
S—0O(4) bond. The structural parameters obtained from the
QMCF MD simulation show a similar changing pattern to the
PCM model but presenting a slightly stronger effect of explicit
water molecules on the HSOy ™ ion compared with the HE/DZP
results. Due to the fact that the structural parameters from the
QCISD/tzvp+ optimization are within the deviation of those
obtained from the QMCF MD simulation, this presents a
suitability of the HF/DZP level to investigate the structural and
dynamical properties of hydrated HSO, ion.

The dihedral angle measured between the plane defined by
the O(4)—S—0O(1) and the hydrogen atom is one of the
interesting structural characteristics, with a large deviation as
shown in Table 1. The distribution of this angle within the
simulation period is presented in Figure 2, showing a broad
band with a main peak situated at 60° and an average dihedral
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angle of 40°. This angle distribution represents the ease of
rotation for the hydrogen atom around the S—0(4) bond. This
result agrees with the experimental result of a free rotation of
OH group, treating the bisulfate ion with the C3, symmetry.*'"
We also utilized this approximation to separate three modes of
the OH group, namely, O—H stretching (»(OH)), S—O—H
bending (6(OH)). and S—O—H torsional (y(OH)), from nine
normal modes of the O*—S80; unit. The nine normal modes of
the O*—50; unit in €3, symmetry will span the following
representation:

I(Cy,) = 3ay(R, ir) + 3e(R, ir) (6)

In the Raman and infrared spectra under C;, symmetry, the
spectra will be predicted as only six bands, three of them
becoming doubly degenerate modes. The power spectra of these
normal modes for the HSO; ™ ion predicted by the QMCFEF MD
simulation are displayed in Figure 3, and the frequencies of
peaks for each mode are listed in Table 2. The v, and vz modes
seemed to identify the characteristic of the O*—S0; unit in the
HSO4  ion when it was investigated by Raman and IR
experiments.® " The calculated frequencies of these modes are
in good agreement with the experimental data, again showing
the reliability of QMCF MD simulation analyzing via VACFs
the vibration modes of the solute?'?%** It is interesting
that the peak at 593 cm ' ® was only assigned as a characteristic
frequency of HSO, ion by Miller et al.* The peak of our
calculation for the 8¢ mode located at 603 cm™' corresponds to
the observed data,** and hence, we assigned this mode to the
characteristic frequency of HSO, ion found in the cesium
bromide region.*® We also classified the frequency at 1341 cm !
reported by Walrafen et al. as dy. as the other two totally
symmetric (a;) modes at 1050 and 883 cm~! were identified as
the v and »3 modes, respectively.* However, the peak of the
&, mode calculated by our VACF method at 635 cm ! agrees
with the assignment by Dawson et al. for this mode at 585
cm™ [. 10

Our calculated spectra for the OH group present very broad
bands, as shown in Figure 3B. The power spectrum of the »(OH)
mode also presents the frequency band coinciding with the the
6(OH) mode, due to the different orientation of the O—H bond
for each time origin included in the evaluation of the »(OH)
mode producing the mixed modes. By our vector projection,
the frequency bands of the »(OH), 6(OH), and y(OH) modes
are found in the region of 2573—4039, 1075—1645, and
179—928 cm ', respectively. The »(OH) mode shows the
highest peak as a strong band at 3795 cm™' and a weak band in
the region 2573—3339 cm™'in agreement with the assignment
by the E:xpc—:rimc—:ms.’“D The &(OH) mode again is identified as
characteristic of the OH group by the Raman and IR
investigations,* '” and our calculated band with the peak at 1384
cm ! for this mode is in good agreement with that. The
projection of H’s velocities onto a unit vector perpendicular to
the S—O(4)—H plane for the y(OH) mode presents two bands
with peaks at 179 and 733 cm ! for a weak and a strong band,
respectively: this corresponds well with the assignment by
Walrafen et al.®

The self-diffusion coefficient (D) of hisulfate ion was
calculated from the center-of-mass VACF using the Green— Kubo
relation’

e t
D=3 lim Jy cayar (7
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TABLE 1: Structural Parameters for the Geometry of HSO, Ion Obtained from the Averaging of Their Distributions with

Their Variations

HF/DZP HF/tzvp+ B3LYP/tzvp+ QCISD/tzvp+
structural parameter QMCF MD gas PCM gas PCM gas?! PCM gas PCM
S—0(1) (A) 1.453 + 0.062 L4441 1.444 1.446 1.449 1.483 1.485 1.477 1.479
S—0(2) (A) 1.455 £ 0.064 1.432 1.440 1.436 1.445 1.473 1.480 1.467 1.475
S—0(3) (A) 1.454 + 0.067 1.441 1.444 1.446 1449 1.483 1.485 1477 1.479
S—0(4) (A) 1.585 + 0.076 1.619 1.579 1.626 1.585 1.709 1.655 1.682 1.635
O4)—H (A) 0.975 = 0.064 0.946 0.969 0.947 0.970 0.968 0.993 0.969 0.993
Z0(1)S0O(2) (deg) 11377 115 114 115 114 116 114 116 114
Z0(1)SO(3) (deg) 1H3+7 113 113 113 113 114 113 114 113
Z0(1)SO(4) (deg) 106 + 7 104 106 104 106 104 106 104 106
ZSO(4HH (deg) 1134+£9 108 112 107 110 104 108 104 108
Q(3)SO(1)0(2) dihedral (deg) —131+7 —136 —132 —136 —132 —-137 =133 —137 —133
O(4)S0(1)0(2) dihedral (deg) 114 +8 112 112 112 112 110 111 110 111
HO(4)SO(1) dihedral (deg) 40+49 59 60 39 60 60 60 59 60

The calculated D value obtained from the QMCF MD simulation
is 1.584 x 107° cm® s~ ', which is in good agreement with the
experimental value of 1.385 x 107 cm® s™'.* This again
presents the success of the QMCF MD formalism lo acquire
the dynamical properties of hydrated composite solute.
Structural and Dynamical Properties of the Hydration
Shell. With the QM radius of 6.0 A, the average number of
solvent molecules inside this region was 24.8 + 6.3, during the
simulation period. The coordinating sites of bisulfate ion consist
of five atoms, namely, O(1) to O(4) and H, interacting with
water molecules, and thus producing the hydration shell around
this molecular solute. The structural property for each site was
first evaluated by means of the radial distribution functions

Figure 1. The averaged geometry of HSO4™ ion constructed from the
structural parameters of QMCF MD simulation presenting with the
labels.
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Figure 2. The distribution of H—0(4)—S—0(1) dihedral angle.

(RDFs) shown in Figure 4. The maximum and minimum
distances of the hydration shell for each coordinating site
obtained from the (site)— Oyaer and (site)—Hyuer are listed in
Table 3. The shorter distances of a maximum and minimum
for each Oy—H,; RDF compared to each related O,— Oy
RDF correspond to the orientation of water molecules pointing
with hydrogen to the coordinating oxygens. Although the
geomelry analysis in the previous section has shown that the
S—O bonds for the terminal oxygens O(1) to O(3) are almost
identical, the hydration shells for each site present a different
structure reflected by some variations of maximal and minimal
distances in their RDFs. The RDFs of the hydration shell of
O(2) represent a slightly more compact structure than those of
the other two sites. With respect to the averaged geometry of
HSO, ion (see Figure 1), the O(2) site is far from the hydrogen
atom so that the water molecules can hydrate this site with less
perturbation from the hydrogen atom. The RDFs of O(4) atom
show a more flexible hydration shell than the terminal oxy gens,

T T T T T T T
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Figure 3. Power spectra of (A) the O*—50; unit consisting of (a) v,.
(b) 2, () v3, (d) &4, () d5, and () &5 modes and (B) three modes for
the OH group consisting of (a) v (OH), (b) & (OH). and (c) y (OH)
modes.
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TABLE 2: Vibration Frequencies (cm ') of Highest Peak
for Each Normal Mode of HSO4™ Ion Evaluated by the
VACFs of QMCF MD Simulation, Given as Values Scaled
by the Factor 0.902% in Parentheses

vibration mode QMCF MD Raman and IR

vy symmetric SOz 1140 (1028) 10507 1052.F 1050¢
stretch, a;

v2 asymmetric SO 1303 (1175) 11912 1230¢
stretch, e

v3 § —(OH) 961 (867) 8007 808, 885
stretch, a;

Ay symmetric 505 635(573) 5857 1341°
deformation, a;

&5 asymmetric SO; 440 (397) 4220417
deformation. e

95 SO, bending, ¢ 603 (544) 593¢

v (OH) 3795 (3423) 2000, 3000

4 (OH) 1384 (1248) 13407 1240,

1175—1250.° 1800°
y(OH) 733 (661) 675—T40°

?Raman data of 3.8 mol kg~' NHHSO, solution at 25 °C.'"”
" Raman data of 0.876 mol kg ' NH;HSOjy solution at 22 °C.° “ IR
data of concentrated aqueous solutions of sulfuric acid in the region
290—4000 cm~ .}

indicated by the flat shape and lower maximum of the
O(4)—Hyawer RDF in the region assigned as hydration shell. The
RDFs of H atom indicate the direction of the oxygen atom of
water pointing to this site, and represent a well-defined structure
by a strong peak in the H—Oyue RDF.

The distances of the minima for each (site)—0,.... RDF were
employed o evaluate the coordination number distribution
(CND) for the sites, as shown in Figure 5. Their averaged
coordination numbers are also listed in Table 3 in the last
column. The O(2) atom located in the far position from the
hydrogen atom has the smallest coordination number among
the oxygens and a significantly large average CND of O(3),
again illustrating the different hydration structure for these
oxygen atoms. The reasons for small deviations of the coordina-
tion numbers of the three terminated oxygen atoms are to be
seen in slight deviations from the C;, symmetry in the course
of the simulation and the short sampling time, which would
not cover sufficient orientations to include all possible configu-
rations. Hence, the difference of 0.3 water molecules cannot be
considered statistically significant. The actual effect of water
molecules to each oxygen site requires further details as the
average number of H-bonds, presented with the following
analysis, The minimum of the O(4)—Oyu. RDF al 3.46 A
utilized to evaluate its CND also includes a part of the hydration
shell of hydrogen atom. This leads to an overcounting of the
coordination number for the composite molecular solute.”*> To
clarify this problem, we again evaluated the RDF and CND for
the molecular structure employing the distances of minimum
for each (site)—Oyye RDF as the criterion to assign the
coordinating site for each water molecule shown in Figure 6.
The characteristic values of molecular hydration shell and its
averaged coordination number obtained from the molecular
surface—water RDFs and CND are also listed in Table 3 in the
last row.

The surface =0y RDF presents two peaks at 1.80 and 2.90
Ain the region of 0.00—3.72 A, corresponding to the hydration
spheres of hydrogen and all oxygen atoms. The peak of
O;— Oy within the molecular RDF is well-defined and stronger
than that in the individual O;—Oyue, RDFs, representing more
water molecules confined in the molecular hydration shell than
those in the individual hydration spheres. However, the total
average coordination number of 10.9 for all individual sites is
larger than the average coordination number of 8.0 for the
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Figure 4. RDF plots of (a) O(l)—water, (b) O(2)—water. (c)

O(3)—water, (d) O(4)—water, and (e) H—water: solid and dashed lines
refer to the RDFs for the O and H atoms of water, respectively.

TABLE 3: Characteristic Values of the Radial Distribution
Function g.4(r) for Each Site of HSO,™ Ton in the Hydration
Shell Determined by the QMCF MD Simulation

coordinating sife  fuadO4)"  FunlO0w)"  roadHy)'  rae(HW)' #®

o) 2.86 3.56 1.92 2,72 24
0(2) 2.86 4 1.98 252 21
0(3) 2.92 388 1.98 268 35
O(4) 2.90 3.46 222 3.34 1.9
H 1.78 2.64 248 3.08 1.0
surface 1.80,2.90 242, 3.72 2.10 372 8.0

% Fmax and rmpjy are the distances of the maximum and minimum of
gaqp(r) for the hydration shell in A, and n is the averaged
coordination number of the shell. respectively.

molecular hydration shell, showing an overcounting of ~3 water
molecules, due to the overlap of individual hydration spheres
as observed also in the hydration structures of sulfate’® and
bicarbonate” ions.

53



54

11566 J. Phys. Chem. B, Vol. 114, No. 35, 2010

lJIIllIJI

l!l]l‘lJl

Lolalely

[
oo
T
L

E{I‘I‘I‘I

Occurrence [%)]

©
(=]

I
=)

L | | | |
0 1 2 3 4 5 6
Coordination Number

Figure 5. Hydration shell coordination number distributions of (a)

O(1), (b) O(2), (c) O(3), (d) O(4). and () H atom of bisulfate ion.

~

2-0 |IHlllII|lII!|IHIli\l!‘\iHlHll‘ill\llllllllll

L (@

_. -
o in
I I

|

gsurfar.e —waler(r)

o
tn
I

Y bbb b bl L

0 1 2 3 4 5 6 7 8 9 10
r[A]

W rTT T T T T T T T T T T
80—

=
=)

60 — —

40— -

Occurrence [%]

20— —

1]
01234567 89101112131415

Coordination Number
Figure 6. (a) Molecular RDF plots of HSO,™ ion obtained from the
QMCF MD simulation evaluated by means of the combination of
spheres: solid and dashed lines refer to the RDFs for the O and H atoms
of water, respectively. (b) The molecular hydration shell coordination
number distribution of the HSO,~ ion.

The orientation of water molecules in the individual hydration
spheres was investigated by means of the angular distribution
function (ADF) of O,—H,,"*(site) angles, shown in Figure 7.
These ADFs show a similar pattern with two peaks located at
ca. 60 and 160° corresponding to the two hydrogens of

Vchirawongkwin et al.
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Figure 7. O,—H,++(site) ADFs for (&) O(1), (b) O(2), (c) O(3), (d)
0O(4), and (e) H atom of HSO4~ ion.

hydrating water molecules. The Hyy,, atom pointing to the
terminal oxygen sites is represented by the large angles. The
ADF of O(4) displays a different orientation of hydrating water
molecules with a high probability of small angles and very low
probability of large angles, indicating that most of the Hyg,
atoms do not point to this site.

According to the dynamical movements of all atoms within
the system, the number of H-bonds between the bisulfate ion
and the hydrating water molecules fluctuates during the simula-
tion period. Since the definition of H-bond has been expressed
in two different ways, namely, an energetic and a geometric
criterion,**” we utilized the structural criterion depending on
the cutoff parameters (distances Riity and R{§h and angle ¢'”) in
analogy to water—dimethyl sulfoxide mixtures®' and hydrated
bicarbonate ion.”® The cutoff distances Ry and RSh for each
oxygen site were obtained from the corresponding (Oy—Hyyger
and O;—Oyy,) RDFs, while the cutoff parameters for the
hydrogen site employed the distances of the first boundary in
the H—Oyy., and O(4)—Oy,.. RDFs, respectively. The angle
¢ was set to 30°.°! The number of H-bonds as a function of
time for each site is shown in Figure 8, presenting an average
number of H-bonds of 1.5 = 0.8, 1.5 £ 0.8, 1.6 = 0.8, 0.4 +
0.5, and 0.9 £ 0.3 for the O(1), O(2), O(3), O(4), and H sites,
respectively. The smaller average number of H-bonds compared
with the corresponding average coordination number for each
hydration site indicates that some water molecules located in
the hydration shell actually coordinate with the bisulfate ion,
while others have an unsuitable orientation to form an H-bond.
The slight difference of the average number of H-bonds for the
O(1), O(2), and O(3) again presents the identical characteristics
of these sites, corresponding to the Ci, symmetry. This
difference for the O(4) site (ca. 1.5 molecules) clarifies the
inclusion of extra water molecules from the hydration shell of
the H site, and proves a weak interaction with water molecules
at this site. The average number of H-bonds (5.8) compared
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with the average coordination number (8.0) for the molecular
ion shows that ~2 water molecules are located in the molecular
hydration shell without forming H-bonds to the bisulfate ion,
however.

The dynamical properties of water molecules hydrating the
bisulfate ion were investigated by the ligand mean residence
time (MRT) evaluated by the direct method.” from the average
number of water molecules in the hydration shell during the
simulation and from the number of exchange events for two
time parameters * = 0.0, defined as the minimum duration of
a ligand displacement from its original shell to account for an
exchange process. r* was set to 0.5 ps in accordance with the
average lifetime of a hydrogen bond,” whereas r* = 0.0 counts
all exchange attempts. All MRT values for individual oxygen
and hydrogen sites were summarized in Table 4. The total
number of water molecules counted for individual exchange
processes of all oxygens and hydrogen were 90 and 37, being
larger than those counted for the molecular hydration shell (33
and 19). The total number of attempted and lasting exchange
processes of individual atoms evaluated at r* = 0.0 ps (576
events) and r* = (.5 ps (73 events), respectively, are also higher
than the 410 and 39 events counted by the molecular approach,
which avoids counting water molecules within the intersection
of individual hydration spheres. The difference in exchange
processes (73 and 39, respectively) shows that half of the
exchange events are actually migrations of water molecules
between the coordinating sites of HSO,  ion, similar to the
HCOs5™ system.” The number of processes needed for one
successful water exchange, R,,., for the terminal oxygen atoms
indicates a weak interaction with the water molecules in their
vicinity compared to the hydrogen site. The peculiar value of
R, for the O(4) site stems from the partial inclusion of the
hydration sphere of the hydrogen site. The standard relaxation
time used in the direct method with * = 0.5 ps leads to the
MRT of water ligands at the coordination sites, while the
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TABLE 4: Mean Ligand Residence Time 7 in ps, Number
of Accounted Ligand Exchange Events N, and Total Number
of Processes Needed for One Successful Water Exchange R,
Obtained from the QMCF Simulation

= 0.0 ps ¥ =0.5ps
e N/
an 10 Psn T%Dr Mn\- 10 P‘ib 17([’]'5r chd

ol 17 118 0.20 10 19 1.27 6.2
o2y 19 131 0.17 8 21 1.04 6.2
O3) 25 160 0.22 12 24 1.47 6.7
O(4)y 2 110 5 7 27 157
H 7 5 2 2 4,95 285
surface 33 410 19 39 2.02 10.5
H.0* 269°7 24% L7513 1127
H,0" 131 200 132 6.5%

7 Number of ligands involved in the MRT evaluation according
to the value of r*. ? Number of accounted exchange events per 10
ps lasting at least 0.0 and 0.5 ps. respectively. “ Mean residence
time determined by the direet method®” in ps. 9 Average number of
processes needed for one successful ligand exchange. © Values
obtained from a QM/MM-MD simulation of pure water’”*® in ps.
TValues obtained from a QMCF MD simulation of pure water™ in
ps.

Distance [A]

01 2 3 45 6 7 8 910
Time [ps]

Figure Y. Distance plot of the molecular anion sites and oxygen atom
of water as a function of time during the QMCF MD simulation period.

hydrogen bond lifetimes can be estimated with r* = 0.0 ps. 27
The corresponding value obtained from the simulation of the
pure water system based on the QM/MM MD formalism is 0.33
ps; the * = 0.0 values account for each hydrogen bond making/
breaking process.’® Both mean residence times and hydrogen
bond lifetimes for the individual sites and the molecular ion as
a whole prove HSO, as a weak structure-making ion. This
effect is not evenly distribution to all sites of the ion but most
pronounced near the hydrogen site, as shown in Figure 9. This
plot presents the distances of all water molecules within the
molecular hydration shell measured from each coordinating site.
After an exchange of water molecules binding to the hydrogen
site at 1.0 ps, the water molecule retained the interaction with
this site until the end of sampling time. Structure breaking/
making is commonly regarded as a property related Lo the
dynamics of the water molecules in the surrounding of a solute.
If it was defined only as a structural effect. any kind of solute
would break some H bonds of the solvent and hence its structure.
However, in a dynamical sense, structure making means the
formation of a layer of solvent molecules around the solute with
lower mobility, while structure breaking would mean that the
surrounding solvent molecules are more mobile than the solvent
molecules in the bulk. Although the Berendsen temperature-
scaling algorithm™ requires in principle a long simulation period
to sufficiently describe the phase space. a large number of
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successful simulations published indicate that our simulation
time of 10 ps is adequate to reproduce well the properties of
hydrated ions, and thus also of the bisulfate ion. Comparing
results for exchange dynamics and H-bond life times for
simulations of pure water™® and experimental results® the HF
method seems to be a good compromise between accuracy and
affordable computational effort to estimate dynamical effects
as well. Although HF and the methodical problems associated
with the thermostatisation probably lead to slightly underesti-
mated values, the associated errors are probably within a 10 —
20% range.

As HSO4 ion is still a fairly strong acid in water, a
dissociation process could be expected to be observable.
However, this is a function not only of the thermodynamics
but also of the kinetics, and even in the case of a much stronger
acid, namely, HCI, despite a number of attempted proton
transfers within 10 ps of simulation, no full proton transfer could
be observed.* There is no doubt that, over a much longer
simulation time, such a process would occur, however.

Conclusion

Our QMCFE MD simulation results for hydrated bisulfate ion
are well compatible with the Raman and IR experiments,
assuming Ci, symmetry.”'® The vector projection of each
vibration mode coupling with the VACF calculations gives the
vibrational frequencies in good agreement with the experimental
observations, especially of the characteristic modes.® '” These
results again indicate the success and reliability of our approach
to investigate the properties of composite hydrated anions.?2¢
The HSO; ™ ion is characterized as a weakly structure-making
ion in aqueous solution, slightly weaker than the sulfate ion.2
The hydrogen site forms a significant hydration structure
characterized by a strong H-bond with one water. This stronger
interaction of the hydrogen site of the HSO,  ion compared to
that of the HCO;  ion reflected by the mean residence times of
water ligands at the hydrogen site of 4.95 for the HSOs and
0.82 for HCO;™ * clearly demonstrates the higher acidity of
HSOy4 . The water molecules hydrating the bisulfate ion have
a high mobility, reflected by rapidly changing binding sites and
orientations while forming and breaking H-bonds with the ion.
To describe these effects by classical or conventional QM/MM
molecular dynamics would be a most difficult task, as it would
have required the construction of analytical interaction potential
functions taking into account all the asymmetry of the interaction
between solute and solvent, which in the case of bisulfate would
be difficult and subject to many possible error sources and
inaccuracies.
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The hydration structure of the bisulfide (HS™) ion in dilute aqueous solution was characterized by means of
an ab initio quantum mechanical charge field (QMCF) molecular dynamics simulation at the Hartree—Fock
level employing Dunning double- plus polarization function (DZP) basis sets. An average H—S bond distance
of 1.35 A resulted from the simulation and a hydration shell located at 2.42 A Sus-=--H,, and 3.97 A HS-
distances, respectively. At the sulfur site, the average coordination number is 5.9 & 1.1, while the value for
the hydrogen site is 9.2 & 1.6. The calculated Hys—Sys- stretching frequency of 2752 ¢m~! obtained from
the QMCF MD simulation is in good agreement with that reported from the Raman spectrum (2570 cm™!)
only if a scaling factor of 0.89 is applied. The stability of the nondissociated HS ™~ structure is reflected by the
force constants of 436.1 and 4.5 N/m determined for the Hus—Sus- and Hus-=++0,, bonds, respectively. A
weak structure-making effect of the hydrated HS™ ion results from the mean residence times of 1.5 and 2.1
ps of coordinated water molecules at the sulfur and hydrogen sites of the HS™ ion. respectively.

L. Introduction

The chemistry of sulfide ions is an interesting area. not only
in the fundamental chemistry and electrochemistry of numerous
salts! but also in atmospheric pollution as a constituent of the
sulfur cyele,” petroleum hydrodesulfurization processes, as well
as paper and pulp industries. In aqueous solution, bisulfide (HS™)
ion can be obtained from the dissolved hydrogen sulfide (H:S)
with a suggested pK| value of 7.01.° while the subsequent
dissociation of the bisulfide leads to the sulfide (S*) ion,
characterized by large experimental values of pK; in the wide
range 12.5—18.5.*" For example, Stephens and Cobble’
presented a value of 13.78, Licht et al® reported a value of 17.1,
and Migdisov el al.? selected a value of 17.4 at 25 °C. All of
these indicate that HS ™ exists as a major species in aqueous
H,S solution, while minor activities of S*  only occur in
extremely high ionic strength solutions.® In general, HS  acts
as a Lewis base, whereas H,S can behave as a Lewis base or
acid. Due to the dominance of bisulfide ion in aqueous solution,
several experiments confirmed that the bisulfide ion acts as the
initial species to form metal hydrosulfide in the precipitation
of metal sulfide from solution. which is of great environmental
interest.'*'* To our knowledge, no structural analysis of the HS™
ion in aqueous solution has been performed by experimental
techniques, only the H—S vibrational frequency of 2570 cm ™'
was determined by Raman spectroscopy.’” For theoretical
investigations, there have been a few calculations aimed at the
structure and stability of [H,S(H,0)], clusters,'* '® which are
not directly relevant for the solvated HS ™ ion.

Recently, the quantum mechanical charge field (QMCF)
molecular dynamics simulation approach has been developed,
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presenting a suitable tool to investigate composite and asym-
metrical ions in aqueous solution, 2 since the first and second
hydration layers are included in the quantum mechanical
treatment. In our previous publications.*"* structural and
dynamical properties of aqueous HF and HCI solutions were
successfully studied using this technique. Therefore. it was of
greal interest to characterize the hydration structure as well as
the dynamical behavior of the analogous HS™ compound with
its extremely weak acid behavior in aqueous solution by
employing the QMCF MD methodology.

In the present work, an ab initio quantum mechanical charge
field molecular dynamics simulation at the Hartree—Fock level
was performed for a system consisting of one HS™ ion plus
498 water molecules. To characterize the hydration structure
of the hydrated HS™ ion, numerous structural parameters such
as radial distribution functions, coordination numbers, angular
distributions, # angle, and tilt angle distributions were deter-
mined. The vibrational frequency of the H—S bond was
determined to compare it with the experimental value, while
the Hys-+++0,, vibrational mode was calculate to describe the
hydrogen bond strength between solute and water molecules.
Subsequently, dynamics of ligand exchange processes between
hydration shell of the HS™ ion and bulk were analyzed on the
basis of the mean residence times.

2. QMCF MD Simulation

The quantum mechanical charge field (QMCF) molecular
dynamics simulation'®? is a technique based on a partitioning
scheme similar to conventional QM/MM MD methods,” ¥
which divides the system into two parts (QM and MM regions)
where different levels of theory are appropriately applied. In
the QMCF technique, the QM region using the ab initio quantum
mechanical calculation is extended to include the second
hydration shell and also splits into two subregions, which are
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the core region containing the solute and the first solvation shell
and the solvation layer containing only solvent molecules. In
addition, the QMCF technique describes the Coloumbic interac-
tions of the solute with bulk solvent molecules by quantum
chemically evaluated partial charges of the atoms in the QM
region and the point charges of the atoms in the MM region.
The charges of the MM particles also enter as a perturbation
term into the core Hamiltonian:

Hep = Hyp + V; (n
M ”

V=32 @
= i

where g; are the partial charges of each atom in the MM region
as defined in the used water model BJH-CF2,%% je., —0.65966
and +0.32983 for oxygen and hydrogen, respectively. Conse-
quently, the forces acting on each particle in the different regions
are defined as

M qQMqMM
=FM 4 Z 4 = (3)
F
i
Fla\,cr FOM q.?Mq:“M & FBJHnC
+ z = + Z 2 (4)
i
Ni+N> q
Z JH i Z i - + ZFBIHnC

f‘f

(5)

where F{°™, F}“"E and FE“M are the forces acling on particle j
situated in the core region, the solvation layer, and the MM
region, respectively. M is the number of atoms in the MM
region. In each simulation step, the ab initio quantum mechanical
forces in core and layer regions (F7™* and F}“Y“) are evaluated
in conjunction with the Coulombic forces obtained from all
particles in the MM region. The non-Coulombic forces between
the core particles and the MM particles are neglected, justified
by the distance between the core and the MM region of at least
3 A while the QM forces in the layer (P“)'er) are supplemented
by the non-Coulombic forces of particles in the MM region
according to the BJH-CF2 water model.”?” Consequently, the
forces in the MM region (F}'™) are determined by the BIH-
CF2 water model®™™ augmented by the Coulombic forces
exerted by all particles in the core region () and the layer
region (N;), and the non-Coulombic forces (FEJH"C) generated
by the particles in the layer region (N-).

During the QMCF MD simulation, the migration of solvent
molecules between the QM and MM region can occur fre-
quently. To ensure a continuous transition of forces at the
boundary, the forces acting on each particle in the system can
be defined as

F}?mocm — F::—“M :'s (F}{ayct - F;AM)-Sm{r) (6)

where F,MMand F}““‘ are the forces acting on the particle j in
the MM region and located in the solvation layer, respectively,

Kritayakornupong et al.

r is the distance of the water molecule from the sulfur atom of
the HS™ ion, and S,, is 2 smoothing function,”

Saln =1 for r=nr
2 2.2 2 2 2
ry =y =2 = 3
S = 7o " wo 1)1 14 for N<r<r
Ty iy
S(n=20 for 7> 71y

(N

where r| is the inner border of the smoothing region and ry is
the radius of the QM region. Further details of the method are
presented in refs 19 and 24.

The QMCE MD simulation of the bisulfide ion in agueous
solution was performed in a 24.7 Ax24TAx247A periodic
boundary cubic box, consisting of one HS ™ ion plus 498 water
molecules. The canonical NVT ensemble was controlled by the
Berendsen temperature-scaling algﬁ:u'i[hm’I using a relaxation
time of 100 fs to keep the temperature at 298.15 K. The density
of the simulation was fixed at 0.997 g cm >, corresponding to
the experimental value of pure water at this temperature. The
time step of the predictor-corrector algorithm was set to 0.2 fs,
enabling an explicit description of hydrogen movements. The
flexible BIH-CF2 water model®™% for the MM region also
enables explicit hydrogen movements, thus ensuring a smooth
transition of water molecules between QM and MM region.
Cutoff distances of 5 and 3 A were used for non-Coulombic
O—H and H—H interactions, respectively. The radial cutoff limit
for Coulombic interactions was set to half the box length and
the reaction field® was applied to correct for long-range
Coulombic interactions. The radius of the core region was
chosen as 3.0 A with the layer reglon ranging from 3.0 to 5.7
A in which the smoolhmg function®® was applied between ry
(5.7 A) and r| (5.5 A). The TURBOMOLE 5.9 program®~
was employed to evaluate the forces in the QM region calculated
at the restricted Hartree—Fock (RHF) level. Dunning double-£
plus polarization function (DZP) basis sets*® *® were applied
for sulfur, oxygen, and hydrogen atoms. A methodical test was
performed for a comparison of the geometric parameters obtain
from the HF method optimization of [HS(H,0),]” (n = 0—6)
clusters with and without diffuse functions of the DZP basis
sel. It was found that the average H—S distances determined
by the HF/DZP+ method are slightly shorter by ~0.002 A than
those evaluated from the HF/DZP method. In addition, the H—S
distance in the [HS(H,0),4] cluster is 1.3333 A calculated from
the HE/DZP method, which is in good agreement with that
evaluated from the MP2/6-31+G(d.p) method (1.33 A).' These
prove that the diffuse functions can be neglected. The initial
configuration was taken from the simulation of the HF molecule.
After equilibration of 6 ps, a 10 ps run was used for sampling.
To ensure that true equilibrium had been established, the
sampling trajectory was separately evaluated for the first and
second 5 ps. The simulation protocol applied in this work is
similar to that utilized in previous simulations of aqueous HF
and HCI solutions. 2!

Similar to the HF and HCI molecules, the HS™ ion has the
C.., symmetry, indicating that vibrational motion of the HS™
ion is both infrared- and Raman-active. Velocity autocorrelation
functions (VACFs) were evaluated to gain access to the
vibrational spectrum of the HS™ ion in aqueous solution. The
velocity of the hydrogen atom was projected onto a unit vector
parallel to the corresponding S—H bond (1), while the
vibrational mode v is the projection of the hydrogen velocity
onto the unit vector 6. The vibrational frequencies of the normal
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Figure 1. (a) Hyg-*+*0, and (b) Syg-++*H, RDFs and their corre-
sponding integration numbers,

mode and the intermolecular Hyg--+-0, interactions were
calculated by their Fourier transformations of the velocity
autocorrelation functions (WACFs). The normalized VACF, (1),
is defined by

N N
Z z y}{f!-) vilt R )
cin = "? (7a)

NNY, Y o) ot
)

where N is the number of particles, N, is the number of time
origins #, and v; denotes a certain velocity component of the
particle j. The power spectrum of C(t) was determined using a
correlation length of 2.0 ps.

3. Results and Discussion

3.1. Structural Properties. To describe the structural prop-
erties of the HS™ ion in aqueous solution, several hydration
parameters such as radial distribution functions (RDF), coor-
dination numbers, and angular distributions were determined.
An averaged H—S bond distance of 1.35 A was evaluated for
HS™ in water. Figure 1 illustrates the radial distribution functions
for both atoms of the HS™ ion and their neighboring water
molecules together with the corresponding integration numbers.
The first broad Hys-*** O, peak corresponding to the hydration
shell is peaking ~4 A covering a wide range of 2.1—4.6 A.
Weak intermediate peaks at 3.2 and 3.6 A correspond to water
molecules near the H of the HS™ ion. As the mean Hys-+++O,,
distance ~4 f\ is much larger than the Hpp+*+O. and
Hyjc+++ O distances of 1.62 and 1.84 A observed in aqueous
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Figure 2. Coordination number distributions of (a) H (up to 4.5 A}
and (b) S (up to 4.0 A) atoms in the first hydration shell of the HS™
ion.

HF and HCl solutions, respectively,”'* the extremely weak
acidity of the H atom and thus its inability to form stable
hydrogen bonds is clearly recognized. As visible in Figure 1a,
the minimum between the first shell and bulk is far from the
baseline, indicating frequent water exchanges and a very weak
separation of the hydration shell from bulk. Figure b presents
the Sys—+++H,, RDF and the corresponding integration. The first
sharp Sys-—+++H,, peak is centered at 2.42 A, reflecting that the
water molecules in the first hydration shell bind much more
strongly to the sulfur site than to the hydrogen site. According
to Figure 1b, a second Sys-**+ H,, peak within the range 3.2—4.0
A with its maximum at ~3.7 A can be assigned to the distance
between sulfur atom and the second hydrogen atom ol coordi-
nated water molecules in the hydration shell.

The hydration shell coordination number distribution deter-
mined from the Hys-+++O, interactions of the HS™ ion in
aqueous solution is shown in Figure 2a. A variation between 3
and 12, with 9 being the most dominant species is obtained
from the simulation. As shown in Figure 2b, the coordination
number distribution of the Spg-+++0, interactions covers a
narrower range of 4—10 with an average value of 5.9 + 1.1.
These results confirm the assumption of a very weak water
coordination at the hydrogen site of the HS™ ion. To see whether
a true equilibrium has been established. the first and the second
half of the sampling trajectory were analyzed separately and
listed in Table 1. The results prove that there is only a minor
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TABLE 1: Coordination Numbers for the Hydration Shell

of the HS™ Ion Evaluated for Sulfur and Hydrogen Sites,
and in a Molecular Manner

simulation time (ps) CND-S CND-H CND-HS
05 50411 93+ 16 102+ 16
5—-10 58+10 90+15 99+15
0—10 5.9+1.1 924146 100 £ 1.7

difference between both parts, which also gives a confidence
limit for the overall results.

To further detail the hydrogen bond interactions of the HS™
ion in aqueous solution, the angular distribution functions of
the Oy***Hys —Sys- and Hys—Sys+**Hy angles in the first
hydration shell were examined as depicted in Figure 3. Both of
these extend over almost the whole range from 0° to 180°, with
a clear preference of nonlinear, almost rectangular H bonds.
This result is in strong contrast to the cases of O, ++*H—X bonds
of HF (170°?' and HCI (161°).>2 The Hus-—Sps***H, angle
peaking at ~100° is smaller but not so different from the
Hur—Fur***Hy and Hupcr—Cluci** *Hw ang]es of 116° and
1 120_11.22

3.2. Dynamical Properties. On the basis of the velocity
autocorrelation functions (VACFs) and their Fourier transforma-
tions, the vibrational frequencies of the normal mode Hys —
Spys- and the intermolecular Hpg-+=+0, interactions were
analyzed. The power spectra of the Huys ***Oy and Hys —Sus-
vibrational modes of the hydrated ion obtained from the
simulation are presented in Figure 4. As shown in Figure 4a,
the maximum frequency of the Hys—+** Oy, vibrational mode in
the first hydration shell is centered at 285 em™!, with two
shoulder peaks at 204 and 383 cm ™!, corresponding to the force
constants of 4.5, 2.3, and 8.2 N/m, respectively. The calculated
force constant of 4.5 N/m obtained from the Hypg*++O,
frequency is slightly weaker than the value of 59 N/m
determined from the Hyg+++Q, interaction.”’ However, it is
much stronger than that of 1.6 N/m evaluated from the
experimental O,—H,***O, stretching frequency of 170 cm ™!
in pure water.”” This indicates a preference of the nondissociated
structure of the HS™ ion, which was also observed in the case
of HF.?' The intramolecular Hys-—Spg stretching mode ob-
tained from the QMCF MD simulation is centered at 2752 cm ™!
(a value of 2449 cm ' is obtained, if the intramolecular
frequency is scaled by the standard factor of 0.89*" 2 for
Hartree—Fock results), which is in reasonable agreement with
the experimental evaluation by Raman spectroscopy (2570
cm™").” The deviation can be explained by the high concentration
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Figure 3. Distributions of (a) Ow+=*Hus—Sus- angles and (b)
Hys-—Sus=*-Hy, angles, obtained from the QMCF MD simulation.
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Figure 4. Power spectra of (a) Hys-++*Oy and (b) Hyuys—Sus
stretching modes in the first hydration shell.

TABLE 2: Mean Ligand Residence Times and
Sustainability of Migration Processes to and from the First
Hydration Shell of Sulfur and Hydrogen atoms of the
Bisulfide ion

=10 ps =105 ps
solute fsim Na o N¥ o Rex
Sus 10.0 190 0.3 40 1.5 4.8
Hys 10.0 900 0.1 43 2.1 20.0
bulk? 10.0 131 0.2 20 1.3 6.5

“Values obtained from a QMCF MD simulation of pure water.*

of perchlorate solution employed in the Raman study’ and/or
the inaccuracy of the Hartree—Fock method and the relatively
small basis set. The force constant of 436.1 N/m for the
Hpys-—Sys- bond confirms the stability of the HS™ ion in water.

Additional information about the solution dynamics was
obtained in terms of the mean residence times (MRTs),
corresponding to ligand exchange processes in the first hydration
shell of the HS™ ion and determined by the “direct” method*
for both sulfur and hydrogen sites of the HS™ ion. The number
of ligand exchange processes, the mean residence times, and
the number of attempts needed for a sustainable ligand migrating
from the hydration shell as revealed by the use of both time
parameters i* 0.0 and 0.5 ps are listed in Table 2. As shown in
Table 2, only 43 ligand exchange processes lasted longer than
0.5 ps at the hydrogen site of the HS™ ion during the simulation
time of 10 ps, while 900 exchange attempts were recorded for
t* = 0.0 ps. The calculated MRT values for the hydrogen site
are 0.1 ps and 2.1 for * = 0.0 and 0.5 ps, respectively. The
MRT value of 2.1 ps is considerably larger than that of pure
water determined from a QMCF simulation (1.3 ps)* and HCI
(0.8 ps),” but it is slightly smaller than that of HF (2.5 ps).”
At the sulfur site. the MRT walues of 0.3 and 1.5 ps for t* =
0.0 and 0.5 ps were obtained, corresponding to 190 and 40
exchange processes, respectively. As the result, the mean
residence time for the water ligands located around the sulfur
atom is shorter than that evaluated for the fluorine (2.1 ps) and
chlorine (2.1 ps) sites of HF and HCI, respectively,”? sug-
gesting weak hydrogen bond interactions at the sulfur site of
the HS ™ ion. For the evaluation of hydrogen bond, the distances
of 4.0 and 4.5 A for hydrogen and oxygen atoms of water
molecules and angle of >120° were applied to define hydrogen
bonds between HS™ and water molecules. Hydrogen bond life
times estimated for the Sys—Hps *** O, and Hus —Sps ***Hy
hydrogen bonds are 0.23 and 0.26 ps, respectively. The average
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lifetime of the Sys-—Hys-++*0,, hydrogen bond is much smaller
than that determined by experimental investigation of pure water
(0.55 ps).** and a QMCF MD simulation (0.33 ps).* The value
of 0.26 ps of the Hyg—Sys** *Hy, hydrogen bond is also smaller
than the corresponding values of 0.36 and 0.31 ps for HF and
HCI. These results reflect once more a very weak hydrogen bond
between the HS™ ion and its neighboring waler molecules in
the hydration shell. According to the MRT values and the
hydrogen bond lifetimes obtained from the QMCF MD simula-
tion, the HS™ ion in aqueous solution behaves as weak structure-
making species.

4. Conclusion

A detailed description on hydration structure and dynamics
of the HS™ ion in aqueous solution could be obtained using a
QMCF MD simulation. The Hys-—Sys- vibrational frequency
predicted from the QMCF MD simulation is in reasonable
agreement with the experiment. while very weak hydrogen
bonding between the bisulfide ion and its neighboring water
molecules was recognized. These data confirm the preference
of nondissociated HS ™ in aqueous solution. As expected, ligand
exchange processes in the hydration shell occur frequently at
both sites of the HS™ ion.

Acknowledgment. Financial support for this work by the
Thailand Research Fund (TRF) and Thailand Commission on
Higher Education (ASEA-UNINET fellowships for C.K. and
V.V.) are gratefully acknowledged and B.M.R. acknowledges
support by the Austrian Science Foundation (FWF). V.V.
acknowledges additional support by Faculty of Science, Chu-
lalongkorn University (Grant Number RES A1 B1-19).

References and Notes

(1) Light, T. S. Jon-Selective Electrodes: National Bureau Standards
Special Publication no. 314; NBS: Washington, DC, 1969. p 371.
(2) Wayne, R. P. Chemistry of Atmospheres, 2nd ed.. Clarendon Press:
Oxford, UK., 1991: Chapters I and 5.
(3) Barbero, J. A.; McCurdy, K. G.; Tremaine, P. R. Can. J. Chem.
1982, 60, 1872.
(4) Licht, S.; Manassen, J. J. Elecfrochem. Soc. 1987, 134, 918.
(5) Stephens, H. P.: Cobble, J. W. Inorg. Chem. 1971, 10, 619.
(6) Gigenbach, W. Inorg. Chem. 1971. 10, 1333.
(7) Meyer. B.; Ward, K.; i(nshlap, K.; Peter, L. Inarg. Chem. 1983,
22, 2345.
(8) Licht, S.; Forouzan, F.; Longo, K. Anal. Chem. 1990, 62, 1356.
(9) Migdisov, A. A.; Williams, A. E.; Lakshtanov, L. Z.; Alekhin, Y. V.
Geochim. Cosmoschim. Acta 2002, 66. 1713.
(10) Schoonen, M. A.; Barnes, H. L. Geochiim. Cosmoschim. Acta 1988,
52, 649.
(11) Eckert, W. J. Electrochenm. Soc. 1998, 145, 77.

J. Phys. Chem. B, Vol. 114, No. 40, 2010 12887

(12) Kolthoff, L.; Moltzau, D. Chem. Rew. 1935, 17, 203,

(13) Luther, 1., G. W.; Richard, D. T.; Theberge, S.; Olroyd, A. Environ.
Sei. Technol. 1996, 30, 671.

(14) McCarthy, V. N.: Jordan, K. D. Chem. Phys. Leit. 2006, 429, 166.

(15) Joshi, R.: Ghanty, T. K.; Naumov, S.. Mukherjee, T. J. Phys. Chem.
A 2007, 111, 2362

(16) Lee, C.; Sosa, C.: Planas, M.; Novoa. l. J. Chem. Phys. 1996, 104,
T081.

(17) Planas, M.; Lee, C.; Novoa, J. 1. /. Phys. Chem. 1996, 100, 16495.

(18) Smith, A.; Vencent, M. A.; Hillier, I. H. J. Phys. Chem. 1999, 103,
1132,

(19) Rode, B. M.: Hofer. T. S.: Randolf, B. R.: Schwenk, C. F.; Xenides.
D.; Vchirawongkwin, V. Theor. Chem. Acc. 2006, 115, 77.

(20) Vchirawongkwin, V.; Pribil, A. B.; Rode. B. M. J. Compui. Chem.
2010, 37, 249.

(21) Kritayakornupong, C.. Vchirawongkwin, V.: Hofer. T. 5.. Rode.
B. M. J. Phys. Chem. B 2008, 12, 12032.

(22) Kritayakornupong, C.; Vchirawongkwin, V.; Rode. B. M. J. Com-
put. Chem. 2010, 31, 1785.

(23) Frick, R. 1.; Hofer, T. S.; Pribil, A. B.; Randolf, B. R.; Rode, B. M.
J. Phys. Chem. A 2009, 113, 12496.

(24) Hofer, T. S.: Pribil, A. B.: Randolf, B. R.: Rode. B. M. Ab Initio
Quantum Mechanical Charge Field Molecular Dynamics-A Nonparam-
eterized Firsi-Principle Approach to Liquids and Solutions; Academic Press,
Elsevier Inc.: Amsterdam. 2001; Vol. 59.

(25) Field, M. 1.: Bash, P. A_; Karplus, M. J. Comput. Chem. 1990, 11,
700.

(26) Gao. J. J. Am. Chem. Soc. 1993, 115, 2930.

(27) Bakowies, D.: Thiel. W. J. Phys. Chem. 1996, 100, 10580.

(28) Stillinger. F. H.: Rahman, A. J. Chem. Phys. 1978, 68, 666.

(29) Bopp, P.; Janscé, G.; Heinzinger, K. Chem. Phys. Leit. 1983, 98,
129.

(30) Brooks, B. R.; Bruccoleri, R. E.; Olafson, B. D.; States, D. J.;
Swaminathan, S.; Karplus, M. J. Comput. Chem. 1983, 4, 187.

(31) Berendsen, H.J. C.; Postma, J. P. M.; van Gunsteren, W. F.; DiNola,
A Haak, J. R. J. Chem. Phys. 1984, 81, 3684,

(32) Adams, D.J; Adams. E. H.: Hills. G. J. Mol. Phys. 1979, 38, 387.

(33) Ahlrichs, R.; Biir, M.; Hiser. M.: Horn, H.: Kolmel, C. Chem. Phys.
Lert. 1989, 162, 165.

(34) Ahlrichs, R.: von Arnim, M. Methods and Techniques in Compu-
tational Chemistry: METECC-95: Cagliari: Sardinia, 1995.

(35) von Amnim. M.; Ahlrichs, R. J. Comput. Chem. 1998, 19, 1746.

(36) Magnusson. E.: Schaefer, H. F., IIL. J. Chem. Phys. 1985_ 83, 5721.

(37) Dunning, T. H., Jr.: Wadt. W. R. J. Chern. Phys. 1989, 90, 1007.

(38) Dunning, T. H., Jr.: Hay. P. J. Modern Theoretical Chemistry:
Methods r)f Electronic Structure ﬂmor_\‘; Schaefer, H. F.. IIL, Ed.; Plenum
Press: New York, 1977; Vol. 3.

(39) Franks, F. Waler: a Comprehensive Treatise; Plenum Press: New
York, 1972: Voi. 1.

(40) Scott, A. P.;: Random, L. J. Pkyj. Chem. 1996, 100, 16502.

(41) Grev, R. S.; Janssen, C. L.; Schaefer, H. F.. III. J. Chem. Phys.
1991, 95, 5128.

(42) DeFrees, D. J.; McLean, A. D. J. Chem. Phys. 1985, 82, 333.

(43) Hofer, T. S.; Tran, H. T.: Schwenk, C. F.: Rode, B. M. J. Compuf.
Chem. 2004, 25, 211.

(44) Randolf, B. R.; Hofer, T. S.; Rode, B. M. Unpublished results.

(45) Lock, A. J.; Woutersen, S.; Bakker, H. I. J. Phys. Chem. A 2001,
105, 1238. ’

IP1048560Q

63



Journal of Molecular Structure: THEOCHEM 913 (2009) 236-239

journal homepage: www.elsevier.com/locate/theochem

Contents lists available at ScienceDirect

Journal of Molecular Structure: THEOCHEM

Inter- and intra-molecular OH stretching modes of bicarbonate in aqueous solution

Viwat Vchirawongkwin **, Chinapong Kritayakornupong®, Vithaya Ruangpornvisuti?, Bernd M. Rode

2 Department of Chemistry, Faculty of Science, Chulalongkorn University, Phyathai Road, Prathumwan, Bangkok 10330, Thailand
b Department of Chemistry, Faculty of Science, King Mongkut's University of Technology Thonburi, Bangkok 10140, Thailand
“Theoretical Chemistry Division, Institute of General, Inorganic and Theoretical Chemistry, University of Innsbruck, Innrain 52a, A-6020 Innsbruck, Austria

ARTICLE INFO ABSTRACT

Article history:

Received 9 July 2009

Received in revised form 28 July 2009
Accepted 3 August 2009

Available online 11 August 2009

Keywords:

Bicarbonate ion

QMCF molecular dynamics
Vibrational spectrum

Velocity autocorrelation functions

The ambiguous assignments of the CO-H stretching (v; ) mode of bicarbonate ion in Raman and IR spectra
were clarified based on a careful investigation of hydrogen bonding and its influence on the power spec-
tra evaluated from the velocity autocorrelation functions obtained by an ab initio QMCF MD simulation.
The v; spectrum includes inter- and intra-molecular OH stretching modes of hydrated bicarbonate ion
and is presented together with the other vibrations, namely the symmetric CO stretching (vs), the
C-OH stretching (vs) and the CO; out-of-plane deformation (vg), modes.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

The bicarbonate ion, plays important roles in chemical and
biological processes. This ion is generated as the major product by
the dissolution of carbon dioxide in water in the pH range of 8-10
[1], and also produced by the human carbonic anhydrase II [2,3] to
maintain the blood pH at the level suitable for tissues and enzymes
activities. Several spectroscopic techniques have been utilised to
obtain experimentally quantitative and structural information
about the bicarbonate anion dissolved in water [4]. The vibrational
frequencies of bicarbonate ion in aqueous solution have been inves-
tigated by Raman and infrared (IR) spectroscopy and presented in
many publications [4-12]. The deviations of normal frequencies
between Raman spectra and theoretical results based on density
functional theory (DFT) were less than 150 cm~!, except the CO-H
stretching mode which differed by ~1000 cm~! [10]. The CO-H
stretching mode of bicarbonate ion was assigned to a band located
around 2600 cm~! in Raman and IR spectra [4-6,10], while the DFT
calculation employing the B3LYP/6-31+G* method for bicarbonate
ion in a cluster with three water molecules gave the frequency of
3596.5 cm~! [10]. This significant difference was attributed to the
influence of strong anharmonicity [10], implying a scaling factor of
0.723 for correcting the overestimation of this frequency. However,
it is well-known that the scaling factors for the B3LYP method are
larger than 0.96 [13-15], thus making ambiguous the assignment
of this vibrational frequency.

* Corresponding author. Fax: +66 (0) 2218 7598.
E-mail address: Viwat.V@Chula.ac.th (V. Vchirawongkwin).

0166-1280/$ - see front matter © 2009 Elsevier B.V. All rights reserved.
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Computer simulations have become an alternative tool to eluci-
date the microscopic solvate properties helpful for the interpreta-
tion of experimental observations [16-18]. A recently proposed
simulation protocol, namely the ab initio quantum mechanical
charge field (QMCF) molecular dynamics (MD) formalism [19],
has succeeded to determine the vibrational frequencies of tetrahe-
dral sulphate ion [20] and analogous oxo-anions [21]. Here we re-
port the vibrational frequencies of the stretching modes evaluated
by means of the velocity autocorrelation functions (VACFs) of the
bicarbonate ion in aqueous solution obtained from a QMCF MD
simulation [22], associated with the influence of hydrogen-bonds
(H-bonds), aiming at clarifying the OH stretching frequency assign-
ments of bicarbonate ion in aqueous solution.

2. Computational details

The QMCF MD simulation protocol has been reported previ-
ously [22]. The QMCF MD formalism is based on the conventional
quantum mechanical/molecular mechanical (QM/MM) MD meth-
od, increasing the size of the QM region by adding a further QM re-
gion containing only solvent molecules (layer zone), thus allowing
the non-Coulombic interactions between the solute in the inner
QM region (core zone) and solvent molecules in the MM region
to be neglected. Therefore, the only potential function needed is
the one for interaction between solvent molecules. The Coulombic
interaction from the point charges of solvent molecules in the MM
region to all atoms in the QM region are incorporated via a pertur-
bation term in the core Hamiltonian, while the charges of the
atoms in the QM region obtained from population analysis are
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utilised to evaluate the Coulombic interactions with the atoms in
the MM part. The simulation was performed in the NVT ensemble
using a general predictor-corrector algorithm with a time step of
0.2 fs. The system temperature was maintained at 298.16 K by
the Berendsen temperature-scaling algorithm [23] with a relaxa-
tion time of 100 fs. The simulation system consisted of one bicar-
bonate ion and 496 water molecules in a cubic box of 24.65 A
with periodic boundary conditions. The density of the simulation
box was 0.997 g cm~3, i.e. the experimental value of pure water
at 298 K. The calculation of forces for the most relevant region,
the QM region extended to 5.4 A with the core radius of 3.2 A,
was performed by means of Hartree-Fock (HF) method with the
Dunning double-{ plus polarisation and diffuse functions (DZP+)
basis sets [24-26] for hydrogen, carbon, and oxygen atoms of the
bicarbonate ion, and Dunning double-{ plus polarisation function
(DZP) basis sets [24-26] for hydrogen and oxygen atoms of water,
respectively. The thickness of the smoothing region was chosen as
0.2 A with the values of r,; and o5 as 5.2 and 5.4 A, respectively,
according to the radial distribution function (RDF) obtained from
the equilibrated simulation. The selected water model applied to
calculate the interactions between pairs of water in the MM region
was the flexible BJH-CF2 model [27,28], with the cutoff distances of
3.0 and 5.0 A for non-Coulombic interactions between H atoms and
between O and H atoms, respectively. The reaction field method
combined with the shifted-force potential technique were applied
to account for long-range electrostatic potentials and forces, with a
spherical cutoff limit of 12.350 A. The system was initially equili-
brated by performing the QMCF MD simulation for 10 ps (50,000
steps), and a further 10 ps (50,000 steps) were utilised for data
sampling [22].

Because of the low symmetry of bicarbonate anion, the number
of water molecules within the first hydration shell was evaluated
firstly by the determination of the radius of hydration according
to the RDFs for each atomic site. These radii were then utilised to
determine the coordination number based on the solvent-accessi-
ble surface to avoid double-counting of some water molecules
within the overlap zone of individual hydration shells, as presented
in our previous work, resulting in an average total coordination
number of 5.41 [22].

The dynamical properties of a fluid system related to macro-
scopic transport coefficients can be evaluated from the VACFs,
and their Fourier transformations can be interpreted as the vibra-
tional spectra. The vibrational spectra of bicarbonate ion were ob-
tained from the VACFs using normal-coordinate analysis [29]. The
normalised VACF, C(t), is defined as

M (vt + t)
NN S (8 vy (6)

where N is the number of particles, N, is the number of time origins
ti, and v; denotes a certain velocity component of the particle j. In
order to obtain the vibrational frequencies corresponding to the
vibrational motions, the instantanous velocities of hydrogen, carbon
and three oxygen atoms of the bicarbonate ion were analysed on
the basis of the Raman and IR active harmonic normal modes
according to the C; symmetry. All nine modes of bicarbonate are
infrared and Raman active. Due to the main goal of the present
work, only four vibrational modes were explicitly defined. The
CO-H stretching (v;) mode is the main target of this work, while
the symmetric CO stretching (v3), C-OH stretching (vs) and COs
out-of-plane deformation (vg) modes are employed to determine
the ability of QMCF MD formalism to elucidate the dynamical prop-
erties of hydrated bicarbonate ion. The atomic motions of these
modes are schematically depicted in Fig. 1. The instantaneous H,
C and O velocities were decomposed into the necessary smallest
fragments. The O velocity was projected onto a unit vector parallel

() = (1)

A 0 B

Fig. 1. The defined normal vectors of (A) CO-H stretching (v;), (B) symmetric CO
stretching (v3), (C) C-OH stretching (vs) and (D) CO; out-of-plane deformation (vg)
modes for the bicarbonate ion.

to the corresponding C-O bond (u;, i = 1 to 3) and a unit vector per-
pendicular to a normal vector of the O-C-0 plane (5;,i = 1 to 3). The
H velocity was projected onto a unit vector parallel to the O-H bond
(U4). The C velocity was also projected onto a unit vector parallel to
the bond between C and O adjacent hydrogen (V,) and a unit vector
perpendicular to a normal vector of the bicarbonate plane (V;). U;, S;,
V, and V; are used to denote the projection of the H, C and O veloc-
ity onto the unit vectors 4, §;, V, and Vs, respectively. The relevant
four vibrational modes are defined as following

=U,
3
V3 = ZU,‘
i=1
vs =V,
3
Vg = Vs + Zst
i=1

The v, vs and vg modes present the mixing states due to the flexible
movement of atoms within the simulation period.

As the bicarbonate ion exhibits structure-breaking effects in
aqueous solution [9,22], the number of H-bonds between the ion
and the hydration shell fluctuates during the simulation period.
The number of H-bonds was estimated by different definitions on
the basis of energetic and geometric criteria [30,31], as shown in
Fig. 2, employing a structural criterion depending on the cutoff
parameters (distance Rfj()), 00 ) and angle ¢©)in analogy to water—di-
methyl sulphoxide mixtures [32]. The cutoff distances R{) and RS,
were obtained from the radial distribution functions for the bicar-
bonate’s hydrogen and water oxygen atoms (H, — O,) and for the
bicarbonate’s oxygen and adjacent hydrogen and water oxygen
atoms (03 — O,), presenting the boundary of the first coordination

\yx

Fig. 2. The hydrogen-bond definition according to the geometrical relation between
the hydrogen atom of bicarbonate ion and water molecule.
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shell at 2.6 A and 3.8 A, respectively [22]. The angle ¢© was set to
30 [32].

For the CO-H stretching (v ) frequency comparison between the
experimental assignments and theoretical investigation, we also
performed the frequency calculation with Gaussian 03 [33] for
small water clusters of bicarbonate ion, employing the Hartree-
Fock (HF), second-order Meller-Plesset (MP2) and Becke, three-
parameter, Lee-Yang-Parr (B3LYP) methods associated with the
double-{ plus polarisation and diffuse functions (DZP+) basis set.
Rudolph et al. suggested the cluster having three water molecules
calculated with the B3LYP/6-31+G* method providing the best
agreement of the calculated peak positions with the measured Ra-
man data [10]. Thus, we extended the cluster size including the
forth water molecule and also including electron correlation effects
at MP2 level, to determine its effect on the v; frequency.

3. Results and discussion

The power spectra predicted by applying the Fourier transfor-
mation to the VACFs employing a correlation length of 1.0 ps with
1800 averaged time origins (10 ps) of the symmetric CO stretching
(v3), C-OH stretching (vs) and CO; out-of-plane deformation (vg)
modes, and CO-H stretching (v;) mode in the bicarbonate ion are
displayed in Fig. 3. The dominant peak at 1498 cm~! of v;
(Fig. 3A, spectrum a) differs from the Raman data (1312 cm™!)
[10] by 134 cm™!, while two weak peaks located at 1075 and
700 cm~! superimpose with the strong peak of vs (Fig. 3A, spec-
trum b) and vg (Fig. 3A, spectrum c), respectively. These two modes
were assigned in Raman experiment to 1015 and 673 cm™!, respec-
tively. [10] The acceptable deviation of vibrational frequencies for
these three modes in Fig. 3A indicates the success of QMCF MD
methodology to supply good dynamical data of hydrated bicarbon-
ate ion [22]. The CO — H stretching spectrum in Fig. 3B consists of a
strong peak located at 4023 cm~! and a weak broad band, shown in
the insert, with its peak at 2687 cm~!. We also performed the fre-
quency calculation with Gaussian 03 [33] for small water clusters
of bicarbonate ion (HCO; -nH,0, n=1,2,3,4) [22], employing
the Hartree-Fock (HF), second-order Mgller-Plesset (MP2) and
Becke, three-parameter, Lee-Yang-Parr (B3LYP) methods associ-
ated with DZP+ basis sets [24-26]. The v; frequencies are shown
in Table 1, corresponding to the frequency of the strong peak in
Fig. 3B. If one accepts that the MP2 level represents the best quality
(although MP2 can also overestimate correlation influence), the
obtained results confirm the common observation from many sim-
ilar simulations including DFT-based Car-Parrinello MD simula-
tions that DFT overestimates the strength and thus the rigidity of
H bonds, while ab initio simulations at HF level tend to underesti-
mate hydrogen bond strength. The peak of the observed weak band
corresponds to the frequency found in the Raman and IR experi-
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Table 1

Vibrational frequencies (cm~!) of CO-H stretch (v, ) within the bicarbonate ion in four
hydrated forms (HCO; -nH,0, n=1,2,3,4) obtained from HF, MP2 and B3LYP
calculations with DZP+ basis sets [24-26].

Method Frequencies (cm~!)

H,O0 2H,0 3H,0 4H,0
HF 4196 4182 4162 4146
B3LYP 3692 3653 3609 3582
MP2 3812 3782 3744 3719

ments at ca. 2600 cm~! [4-6,10]. The characterisation of this weak
band requires further details for an interpretation, which are pre-
sented below.

The number of H-bonds between the hydrogen atom of bicar-
bonate ion and water molecules within the hydration shell was
counted throughout the simulation time as shown in Fig. 4. Fur-
ther, we investigated the effect of H-bonding on the vibrational
spectrum of the v, vibration. We chose three short intervals lo-
cated from 0.5 to 2.5 ps (few H-bonds), 6.0 to 8.0 ps (numerous
H-bonds) and 8.6 to 10.0 ps (no H-bonds), and evaluated the spec-
trum for each period by means of the VACFs employing a correla-
tion length of 1.0 ps with 200 and 80 averaged time origins for time
intervals 2.0 ps and 1.4 ps, respectively. The power spectra are
shown in Fig. 5. In the spectrum of the few H-bonds period
(Fig. 5A), the strong peak is located at 4007 cm~! and a weak band
from 2394 to 2736 cm~' reaches 3.0% of the strong peak’s height.
The strong presence of H-bonds affects the frequencies and inten-
sities of strong and weak band, as shown in Fig. 5B. The strong peak
is lowered and redshifted, while the weak band is less well struc-
ture and starts at 2525 cm~! and extends to 2899 cm~! implying
a blueshift of this band. At the same time the intensity of the weak
peak increases to 12.0% of that of the strong one, apparently due to
the more intense H-bonding. The absence of H-bonds shifts the
strong peak (cf. Fig. 5C) to 4039 cm~!, which means a blueshift
compared to the peak in Fig. 5A. The weak band peak is redshifted
by 81 cm™!, and amounts to only 1.6% of the strong peak height.
These results clearly reflect the influence of H-bonds on the inter-
and intra-molecular OH stretching modes of bicarbonate ion. An
increasing number of H-bonds redshifts the strong peak and blue-
shifts the weak band, also rising the relative intensity of the weak
band. Our results show that the strong peak represents the intra-
molecular OH stretch, while the weak band corresponds to the
intermolecular OH interactions due to the H-bonds. The shape of
this peaks shows the wide varieties of H-bonds realised in solution.

The frequency of the strong peak agrees with the value obtained
by the quantum mechanical calculations of the CO-H stretching
within the bicarbonate ion. The location of the weak band corre-
sponds to the peak assignment of CO-H stretch in the Raman

B
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2000 2500 3000 3500 4000 4500
Frequency [cm™]

Fig. 3. Power spectra of (A) symmetric CO stretching (a), C-OH stretching (b) and CO; out-of-plane deformation (c) modes, and (B) CO-H stretch of the hydrated bicarbonate
ion with the insert presenting the weak band located from 2250 to 3000 cm~' obtained from the 10 ps QMCF MD simulation [22].
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Fig. 4. Number of hydrogen-bonds between the hydrogen atom of bicarbonate ion
and water molecules within the hydration shell during 10 ps of QMCF MD
simulation [22].
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Fig. 5. Power spectra of v; obtained from the QMCF MD simulation [22] evaluated
during (A) 0.5-2.5 ps, (B) 6.0-8.0 ps, and (C) 8.6-10.0 ps with the inserts showing
the weak band located from 2250 to 3000 cm~"'.

and IR experiments [4-6,10], but it has to be assigned to the inter-
molecular OH stretching mode involving hydrogen bonds between
ion and water molecules.

4. Conclusion

The successful application of the ab initio QMCF MD approach
for the unambiguous assignment of the experimentally observed
vibrational frequencies, in particular of the CO-H stretching fre-
quency, can be seen as a strong indication that this methodology
is suitable for simulations of composite solutes of low symmetry
in water. Previous simulations of phosphate, sulphate and perchlo-
rate in water [20,34-36] have already shown that the method is
well suited to treat hydrogen bonded, weakly interacting anions
and thus let us expect in connection with the results presented
here that this applicability is of rather general character and should
be valid for neutral hydrogen bonding solutes as well.
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Abstract: The ab initio quantum mechanical charge field molecular dynamics (QMCF MD) formalism was applied to
simulate the bicarbonate ion, HCOy5', in aqueous solution. The difference in coordination numbers obtained by summation
over atoms (6.6) and for the solvent-accessible surface (5.4) indicates the sharing of some water molecules between the
individual atomic hydration shells. It also proved the importance to consider the hydration of the chemically different
atoms individually for the evaluation of structural and dynamical properties of the ion. The orientation of water molecules
in the hydration shell was visualized by the 6—tilt surface plot. The mean residence time in the surroundings of the HCO;'
ion classify it generally as a structure-breaking ion, but the analysis of the individual ion-water hydrogen bonds revealed

a more complex behavior of the different coordination sites.
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Introduction

The bicarbonate ion, HCOy3, is one of the most commonly found
anions. Dissolution of carbon dioxide in water in the pH range of
8 to 10 generates the HCOj ion as the major product.' The HCO;
ion is also produced by human carbonic anhydrase I (HCA 1I),>3
which catalyzes the hydration of CO,;. This ion also maintains the
pH of blood at the level suitable for tissues and enzyme activities.

The structural parameters of HCOj ion have been investigated
by X-ray diffraction of sodium bicarbonate crystals.*> Jonsson et al.
reported the optimized geometry with an unusually long C—OH dis-
tance in the HCOj ion based on a Hartree-Fock level calculation
with a double-¢ basis set augmented by diffuse s and p functions.
Keesee et al. used high-pressure mass spectrometry to determine
the hydration enthalpy of HCOy3 ion as —95 kcal mol~! in the gas
phase.” Leung et al. employed molecular dynamics based on density
functional theory (DFT) to simulate a hydrated HCO3 system con-
taining 63 water molecules and one ion.® They obtained an average
coordination number of 6.9 water molecules from the summation
of coordination numbers of individual atoms.

The structural and dynamical properties of hydrated bicarbonate
ion are of great significance for the detailed understanding of all
chemical processes of this ion in aqueous solution, in particular its

role in biology. However, the bicarbonate ion is a composite struc-
ture difficult to access by a conventional QM/MM method, because
of the complicated and asymmetric potential energy hypersurface
describing the interaction between the HCO; ion and water. The
ab initio quantum mechanical charge field molecular dynamics
(QMCF MD) formalism,” however, does not require a constructed
analytical potential and hence this method has already been success-
fully employed to investigate the structural and dynamical properties
of the hydrated composite anions sulfate,'®!! phosphate,'? 13 and
perchlorate.'? In this work, the QMCF MD method was used to
simulate the hydrated HCO3 ion in order to obtain its structure and
some dynamical properties. The structural properties were obtained
via radial distribution functions (RDFs), coordination number dis-
tributions (CNDs), and angular distribution functions (ADFs). The
dynamics were characterized by means of ligand mean residence
times (MRTSs). We also introduce the ‘“solvent-accessible surface”
to evaluate the additional structural and dynamical features of the
hydration shell. The 6 and tilt angles are characteristic properties
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of hydrating water and were thus depicted by means of surface and
contour plots to interpret the orientation of water molecules within
the hydration shell.

Methods

The ab initio quantum mechanical charge field molecular dynam-
ics (QMCF MD) formalism has been outlined in detail previously.?
Because of the inclusion of an additional quantum mechanically
treated solvent layer zone located beyond the first hydration shell of
the solute species, the QMCF method does not require the construc-
tion of potential functions between the solute and water molecules,
i.e., it avoids a time-consuming and sometimes hardly manageable
task necessary in the conventional quantum mechanical/molecular
mechanical molecular dynamics (QM/MM MD) formalism.'+!7 A
further advantage of the QMCF MD method is the inclusion of the
point charges of the atoms in the MM region in their changing posi-
tions in the core Hamiltonian for the QM region via a perturbation
term,

V,zzij“ )

where 7 is the number of atoms in the QM region, m the number
of atoms in the MM region, qJMM the partial charges of these atoms
according to the selected water model, and r;; refers to the distance
between a pair of particles in the QM (i) and MM (j) regions. On
the other hand, the dynamically changing charges of QM particles,
quM, contribute to the force on each atom j in the MM region as
Coulombic forces,

qA . q
F_QM*)MM — Z i [j ) (2)

As the conventional QM/MM MD formalism, the QMCF MD
method allows the migration of water molecules between the QM
and MM region. For this process, one has to apply a smoothing
function,'®

0 for r > rop,
2
re—r? r2e+2r2 =372
S(r) = ((‘ff )7( (‘ffz 3 m‘) for ron <7 < roft, 3)
(’Sff*’nn)
1 for r < rogt

where r is the distance of a given solvent molecule from the center
of the simulation box, ro is the radius of the QM region, and r, is
the inner border of the smoothing region. The formalism is applied
to all atoms of molecules located in the smoothing region, ensur-
ing a smooth transition and continuous change of forces for these
molecules according to

F;m""‘h = FJMM + (F;ayer — FJMM) x S(r) 4)
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where F;ayer is the force acting on a particle j located in the (outer
QM) smoothing zone and FJMM is the force acting on a particle j in
the MM region. In this context, it has to be mentioned that energy is
not rigorously conserved, but the related mistake can be considered
very minor due to the short simulation time and the large size of the
quantum mechanical region.

The bicarbonate solution consisted of one bicarbonate ion and
496 water molecules in a cubic box of 24.65 A with periodic bound-
ary condition. The separate zones of this system according to the
QMCEF scheme are shown in Figure 1. The density of the simulation
box was 0.997 gecm ™3, i.e., the experimental value of pure water at
298 K. The simulation was performed in the NVT ensemble using a
general predictor-corrector algorithm with a time step of 0.2 fs. The
system temperature was maintained at 298.16 K by the Berendsen
temperature-scaling algorithm!'® with a relaxation time of 100 fs.
The QM subregions, namely the core and layer zone, extended to
3.2 and 5.4 A, respectively. The quantum mechanical calculation
was performed by means of the Hartree-Fock (HF) method with
the Dunning double-¢ plus polarization and diffuse functions?%-2!
basis sets for hydrogen, carbon, and oxygen atoms of the HCO3
ion, and Dunning double-¢ plus polarization function?*2! basis
sets for hydrogen and oxygen atoms of water, respectively. The
thickness of the smoothing region was chosen as 0.2 A with the val-
ues of ro, and roer as 5.2 and 5.4 A, respectively, according to the
radial distribution function (RDF) obtained from the equilibrated
simulation. The selected water model applied to calculate the inter-
actions between pairs of water in the MM region was the flexible
BJH-CF2 model,?>?* with the cutoff distances of 3.0 and 5.0 A for
non-Coulombic interactions between H atoms and between O and
H atoms, respectively. The partial charges for oxygen and hydrogen
atoms in the water molecule according to the BJH-CF2 model are
—0.65996 and 4-0.32983. This water model supports the fully flex-
ible molecular geometries of water molecule within the QM region.
Whenever a water molecule migrates to the MM region it can retain
its geometry as initial configuration in the MM region. The Coulom-
bic interactions between the Mulliken charges on the atoms within
the QM region and the point charges of water molecules accord-
ing to the BJH-CF2 model are evaluated providing an electrostatic
description by a dynamically charging field of point charges, which
changes according to the movements of atoms inside the QM region
and water molecules in the MM region in the course of the simu-
lation. This ensures the continuous adaptation of the Coulombic
interactions to all polarization and charge-transfer effects within
solute and surrounding solvent layers.” In addition, the reaction
field method combined with the shifted-force potential technique
were applied to account for long-range electrostatic potentials and
forces, with a spherical cutoff limit of 12.350 A. The system was
equilibrated with the QMCF MD method for 50,000 steps (10 ps),
and a further 50,000 steps (10 ps) were collected as data sampling
for analyzing the structural and dynamical properties.

One problem to elucidate the structural and dynamical properties
of the hydration shell of composite ions is the identification of water
molecules coordinating to individual atoms of the solute species on
the hand, and the general properties of the whole ion in solution.
For the latter, one can define a “solvent-accessible surface,” calcu-
lating all distances between the oxygen atoms of all water molecules
and each atom within the carbonate ion and searching for each
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QM region

Core zone
Laver zone

Smoothing region

MM region

Figure 1. Definition of the quantum mechanical (QM) and molecular
mechanical (MM) regions in the QMCF formalism: the QM region is
separated into the core zone and the layer zone (the picture is not in
scale). The numbering of oxygen atoms is also outlined.

shortest distance to define the coordination. Another method to solve
this problem has been proposed based on allowing/removing double
counting of solvent molecules.?* The solvent-accessible surface can
be applied to evaluate both structural and dynamical properties by
means of specific radial distribution functions (RDFs), coordina-
tion number distributions (CNDs), angular distribution functions
(ADFs), and ligand mean residence times (MRTs) of the bicar-
bonate ion. Figure 2 shows the shape of the solvent-accessible
surface constructed with a probing water molecule around all sites
of bicarbonate ion.

AlI MRT values were evaluated by the direct method,? counting
the water exchange processes between hydration shell and bulk. The
most appropriate time span to record a water displacement from
its original coordination sphere as an exchange process is 0.5 ps,?
which corresponds to the average lifetime of a hydrogen bond in the
solvent.?

Results

Structural Properties of HCO3 Ion

Taking into account the stretching motions of bonds within the
bicarbonate ion during the simulation period, bond distances were
collected and their variations determined. The most probable bond
distances of C-O(1) and C-O(2) and their “bandwidth” are 1.243 +
0.085 A and 1.248 + 0.090 A, respectively. The O(3) linked to the
hydrogen atom has a longer mean distance to carbon, C—O(3), of
1.370 £ 0.145A, and the O(3)-H distance is 0.960 % 0.085 A.
These data show a high flexibility of the HCO;3 ion in water, which
certainly has consequences for all of its properties.

A further important information in this context are the bond
angles. The ZO(1)CO(2), ZO(1)CO(3),and ZCO(3)H angles were
collected in the form of angular distribution functions (ADFs). The
most probable angles for ZO(1)CO(2) and ZO(1)CO(3) are 129° £+
12° and 115°410°, respectively. The ZCO(3)H ADF shows an even
stronger flexibility of this angle along the simulation. The most
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probable angles were analyzed decomposing the ADF to a linear
combination of three Gaussian functions (average absolute residual
of fitting was 0.00663). The maxima of these functions are located
at 100.5°, 106.3°, and 113.3°, with a probability of 1.58%, 5.81%,
and 3.57%, respectively.

The dihedral angle measured between the plane defined by the
oxygen atoms of HCO5 ion and the hydrogen atom is one of its
characteristic structural properties. The distribution of this angle
within the simulation period is presented in Figure 3, showing two
peaks located at —7° and 7° with the probability of 9.49% and
8.31%, respectively. The left peak appears in the range between
—22° and —1°, while the right peak extends from 1° to 22°. The
symmetric shape of these peaks show an average dihedral angle of
7°. This angle distribution represents the flexibility of the HCO;
ion in water, H being located either above or below the oxygens’
plane.

Structural Properties of the First Hydration Shell

In the simulation period, the average number of solvent molecules
within the total QM region is 16.40, which are almost all located in
the layer zone. Figures 4a;—4c; and Figures 4a;—4c, present the
radial distribution functions (RDFs) of individual oxygen atoms
within the bicarbonate ion with oxygen and hydrogen atoms of water
molecules. The O(1) RDFs in Figures 4a; and 4a, show the aver-
age distances of O(1)—Oyater and O(1)—Hyater as 2.855 and 1.895 A,
respectively. The well-defined hydration shell of O(2) represented
by Figures 4b; and 4b, has the main peaks for O(2)—Oyaer and
O(2)-Hyaer at 2.865 and 1.895 A. The average distance of O(3)-
Ouyater 18 considerably higher than either O;— and O;—Oyyeer With
3.385A [Fig. 4c;], and the O(3)-Hyaer RDF smoothly increases,
starting from ~1.7 A [Fig. 4c,] without forming a distinct first-shell
peak. The integration numbers are 1.80 (O(1)-Oyawer RDF), 2.45
(O(2)-Oyaer RDF), and 1.98 (O(3)-Oyaer RDF), referring to the
average number of water molecules within the first hydration shells
of individual atoms. However, because of the less-defined minimum
of the O3—Oyaer RDF and the lack of a first-shell minimum in the
O3—Hyater RDF the water in the neighborhood of O3 cannot be con-
sidered as regular hydrating ligands. Figures 4d; and 4d, show the
H-water RDFs. The first peak of the H-Oy,er RDF extends from
1.559 to 2.585 A with the integration number of 0.33. This indicates

Figure 2. The solvent-accessible surface of HCO5 ion showing the
allocated spheres around the individual atoms with the intersection vol-
ume causing multicounts of water molecules in the analysis of hydration
shell properties.
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Figure 3. The dihedral angle within the bicarbonate ion.
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a very weak interaction between the hydrogen of the O-H group
with the solvent.

The calculated solvent-accessible surface leads to the RDFs
between HCO3 and water molecules shown in Figure 5. The
HCO3; —Oyater RDF has its maximum at 2.855 A with some side-
peaks hidden under the main peak. The distance of 3.485 A was
chosen as the criterion to determine the integration number of
HCO3; —Oyater RDF, because the value of function at this distance
is the lowest one. The integration number according to this condi-
tion results as 6.13. For the HCO3 ~Hyuer RDF, the dominant peak
is located at 1.905 A and the minimum limiting the first hydration
shell is found at 2.775 A. Integration up to this point gives a value
of 6.13 as well.
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The first minimum of O(1)-Oyger (3.265A), O(2)-Oyater
(3.515A), O(3)Oyaer (3.595A), and H-Oyer (2.585 A) RDFs
were utilized as the boundary of atom-specific hydration shells to
evaluate the coordination number distributions (CNDs) for each site,
shown in Figure 6. The coordination number of O(1) varies from 0
to 3 with the occurrence of 3.2, 31.9, 46.4, and 18.5%, respectively.
The O(2) CND in Figure 6b shows the most probable coordination
number at 3 with the occurrence of 42.3% and other possibilities
of 0 (0.4%), 1 (12.3%), 2 (37.5%), 4 (6.9%), and 5 (0.6%). For the
O(3) CND, the coordination number is distributed in the range of 0
to 5 similar to the O(2) CND, but the most probable occurrence of
35.6% occurs at the coordination number of 2, the other percentages
are 5.9, 27.1, 25.7, 5.3, and 0.4 for the coordination numbers 0, 1,
3,4, and 5, respectively. The H CND in Figure 6d delivers a proba-
bility of 32.8% for the coordination number 1, while 67.2% of the
simulation time no water is found linked to H (OH). The average
coordination numbers obtained for the O(1), O(2), O(3), and H are
1.80, 2.45, 1.98, and 0.33, respectively, summing upto 6.56, which
is slightly higher than the value obtained for the solvent-accessible
surface.

Thus, the solvent-accessible surface was also utilized to evaluate
the CND for the HCO5 ion using the identical criterion as in the eval-
uation of individual CNDs. Figure 7 shows a dominant coordination
number for the whole surface of 6 with the occurrence of 34.4%.
Other coordination numbers are 2 (0.1%), 3(4.5%), 4 (15.6%), 5
(31.2%), 7 (11.4%), 8 (2.5%), and 9 (0.3%), presenting the average
coordination number of 5.41.

The angle between the O(X)—-Oyater (X = 1 to 3) or H-Oyater
connecting vector and the normal vector produced by O-H vectors
of water molecule defines the tilt angle, and the angle between the
O(X)—Oyater vector and the vector sum of O—H vectors within the
water molecule defines the 6 angle. Their evaluation was again based
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Figure 5. The RDF plots of HCO3 with their running integration num-
bers obtained from the QMCF MD simulation evaluated by means of

the solvent-accessible surface. Solid and dashed lines refer to the RDFs
for the O and H atoms of water, respectively.

on the solvent-accessible surface, i.e., the shortest distance between
the center of mass of water molecules and individual oxygen or
hydrogen atom within the HCO3' ion was the criterion of allocated
hydration shell. Figure 8 shows the 6-tilt surface, distribution of
6 angle, and distribution of tilt angle plots for the hydration shell
of HCOj3 ion. The 6-tilt surface plot shows the probable orienta-
tion of water molecules in the hydration shell. The large number
of peaks in the 6—tilt surface plot are located in the range of from
90.0° to 175.0° (0) and from —40.0° to 40.0° (tilt). However, we
found two significant peaks located at the (6, tilt) coordinates of
(60.0°, —59.0°) and (60.0°, —30.0°). The projections of 9—tilt sur-
face plot onto the 6 and tilt plane are equivalent to the distribution
of separated 6 and tilt angle evaluated from the QMCF simulation,
respectively. The main peaks of the distribution of 6 angle at 124°
and the distribution of tilt angle at 8° and —6° represent the ori-
entation of water molecules, pointing with one of hydrogen atom
to the surface of HCO3 ion without the information of the orienta-
tion of water molecules within the hydration shell of bicarbonate’s
hydrogen atom.

Dynamical Properties of the Hydration Shell

Table 1 summarizes the ligand mean residence time (MRT) results
evaluated by the direct method? for individual oxygen atoms and
hydrogen and for the solvent-accessible surface of HCO3 ion with
t* = 0.0 and 0.5 ps to account an exchange event. The total number
of water molecules counted for individual exchange processes of the
oxygens and hydrogen of HCOj3 ion were 83 and 29, being larger
than those obtained for the solvent-accessible surface (34 and 18).
The total number of attempted exchange processes of individual
atoms evaluated at * = 0.0 ps (477 events) is identical to the value
of the surface (480 events), while the total value of individual atoms
obtained at r* = 0.5ps is 62 and thus higher than the 31 events
counted for the surface of the ion. The total number of processes
needed for one successful water exchange, Rex, for individual atoms
within the HCO5 ion is 34.4, compared to 15.3 evaluated for the
solvent-accessible surface. With the standard relaxation time used
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in the direct method with t* = 0.5ps,” the mean residence time
(MRT) of a water ligand at a coordination site results as 1.04, 1.05,
1.36, 0.82, and 1.62 ps for O(1), O(2), O(3), H atom, and the whole
HCO3 ion, respectively. Hydrogen bond life-times can be evalu-
ated with * = 0.0 ps and result as 0.15, 0.18, 0.12, 0.07, and 0.10,
respectively. The corresponding value obtained for pure water by a
simulation based on the QM/MM MD formalism is 0.33 ps; these
values account for each hydrogen bond making/breaking process.?’
Both mean residence times and hydrogen bond life-times for the
individual atoms and the whole ion prove the HCO; ion to weaken
the solvent’s structure in its vicinity. This effect is not evenly dis-
tributed, however, to all sites of the anion, and most pronounced
near the H atom.
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Figure 6. First shell coordination number distributions of (a) O(1), (b)
0(2), (c) O(3), and (d) H atoms of bicarbonate ion obtained from the
QMCF MD simulation.
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Figure 7. The first shell coordination number distribution for the
solvent-accessible surface of bicarbonate ion.

Discussion and Conclusion

Assessment of the Usage of Methodological Level

The Hartree-Fock (HF) level with the selected basis sets used
within the QM region of the QMCF formalism was assessed by
comparing the predicted structure of the HCO;3 ion in terms of
bond distances and bond angles to the available experimental data.
Table 2 summarizes the structural properties of HCO3 ion obtained
from our QMCF simulation in comparison to the structures of
NaHCO; obtained from X-ray crystallography,*> a previous gas-
phase theoretical study® and our optimized structures obtained at
Hartree-Fock (HF), second-order Mgller-Plesset (MP/2), coupled-
cluster singles and doubles (CCSD), and density functional levels
(B3LYP and B3PW91), associated with Dunning double-¢ plus
polarization function (DZP+)?>2! and aug-cc-pVXZ (X = D, T,
Q, and 5)%8-29 pasis sets. All bond distances between carbon and
oxygens of HCO;3 ion of our QMCF simulation are very similar to
those obtained from X-ray crystallography, while our distance of
O(3)-H is significantly shorter. However, X-ray diffraction cannot
determine the location of hydrogen atom well and we, therefore, con-
sider our value for the liquid reliable. The similar distance reported
by Jonsson et al. for the gas-phase, calculated with (9s5p)/[4s2p]
basis set® seems to support our viewpoint. Our gas-phase structures
of bicarbonate ion optimized with and without inclusion of elec-
tron correlation predict an O(3)-H distance in the range of 0.94 to
0.97 A, indicating the influence of correlation to be rather minor,
and also indicating the reliability of our QMCEF result for the ion in
water. For the angles within the HCOj ion, the peak of our angu-
lar distributions coincides with the optimized gas-phase structure
reported by Jonsson et al., but the angles from our optimized struc-
tures in the gas phase show significant deviations from the values
obtained in solution. Considering the high flexibility and thus vari-
ability of these angles, the solution values are also in fair agreement
with the crystal structure. The structural parameters obtained from
the QMCF simulation represent the ion in aqueous solution and are
expected, therefore, to differ to some extent from both gas and solid
state, due to the influence of hydration on the structure of ion. The
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fair agreement of the HCO; structure obtained by our calculation
level with the crystal structure of NaHCO3> can be seen as a good
indication toward the reliability of the HF method with the Dunning
double-¢ plus polarization and diffuse functions (DZP+)>"2! basis
sets for the investigation of structural properties of hydrated anions.

Structural Properties of the Hydration Shell

Table 3 presents the average binding energy with the percentage of
basis set superposition error (BSSE) according to Boys-Bernardi
procedure’®3! for the [HCO3(H,0),]- (n = 1 to 4) clusters
obtained from HF, B3LYP, MP2, and CCSD levels with DZP+
basis set. The corresponding structures are shown in Figure 9. The
binding energy obtained from the HF calculations are close to the
values of correlated methods (MP2 and CCSD), comparing to the
overestimated energy calculated by the density functional method
(B3LYP) showing again a significant weakness of the density func-
tional theory approach for solvated ions.’2>3* QM/MM simulations
for hydrated metal ions by both HF and DFT methods have shown
the advantage of ab initio HF as far as structure and coordination
numbers are concerned.’®3> The percentages of BSSE also indi-
cate the suitability of HF level associated with DZP+ basis set to
investigate the aqueous bicarbonate system.

The dihedral angles determined between the hydrogen atom and
three oxygen atoms within the HCO;3 ion obtained from the opti-
mized structures of [HCO3(H20),]~ (n = 1 to 4) in Figure 9 are
presented in Table 4. These dihedral angle values indicate that the
number of water molecules has an influence in distorting the pla-
narity of bicarbonate structure. The dihedral angle distribution in
Figure 3 shows the absolute variation of this angle and also rep-
resents the dynamical movement of the hydrogen atom between
both sides of oxygen plane agrees according to solvent effects. Our
results differ from the hydrated planar HCOj structure resulting
from a DFT simulation using the RPBE functional.® One reason
for the deviation could be the small number of water molecules in

Table 1. Mean Ligand Residence Time 7 in ps, Number of Accounted
Ligand Exchange Events N, and Sustainability of Migration Processes
to/from the First Hydration Shell Sex Obtained from the QMCF Simulation.

t* =0.0ps t* =0.5ps

Niny? Ng;O/IOpsb rg'oc Niny? N&S/lOpsb rLO,‘SC RSX
ol 22 124 0.15 8 19 1.04 65
02 26 143 0.18 11 24 1.05 6.0
03) 26 166 0.12 8 15 136 11.1
H 9 44 0.07 2 4 0.82 10.8
Surface 34 480 0.10 18 31 1.62 153
H,0°¢ 269% 022503327 24% 175 1127

0.552%6 1.51%7

4Number of ligand involved in the MRT evaluation according to the value
of *.

YNumber of accounted exchange events per 10 ps lasting at least 0.0 and
0.5 ps, respectively.

“Mean residence time determined by the direct method?? in ps.

d Average number of processes needed for one successful ligand exchange.
®Values obtained from a QM/MM-MD simulation of pure water? in ps.
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Table 2. Comparison of Bond Distances and Bond Angles within HCO; Ion Obtained from the QMCF
Simulation with the Structural Parameters Obtained from X-ray Crystallography,*> the Optimized Structure of
Hartree-Fock Calculations,® and the Optimized Structures Obtained at Hartree-Fock (HF), Second-Order
Mgller-Plesset (MP/2), Coupled-Cluster Singles and Doubles (CCSD), and Density Functional Levels
(B3LYP and B3PW91), Associated with Various Basis Sets.20-21.28.29
Method re—oq) (A) re-o@) (&) re—o@) (&) ro@-n (A) Z0(HCO2)(°) Z0(HCOB)(°) ZCO)H(*)
QMCF 1.24 +£0.08 1.25£0.09 1.37£0.14 0.96 £+ 0.08 129 £ 12 115+ 10 106 + 15
X-ray*> 1.25 1.28 1.35 1.07 126 120 103
HF¢ 1.25 1.25 1.43 0.98 129 115 106
DZP+ 1.22 1.24 1.40 0.94 132 114 104
aug-cc-pVDZ 1.22 1.24 1.40 0.94 131 114 104
aug-cc-pVTZ 1.22 1.23 1.39 0.94 131 114 105
aug-cc-pVQZ 1.21 1.23 1.39 0.94 131 114 105
aug-cc-pV5Z 1.21 1.23 1.39 0.94 131 114 105
B3LYP
DZP+ 1.24 1.25 1.45 0.97 132 113 102
aug-cc-pVDZ 1.24 1.26 1.45 0.97 132 114 102
aug-cc-pVTZ 1.23 1.25 1.45 0.96 132 113 102
aug-cc-pVQZ 1.23 1.25 1.45 0.96 132 114 102
aug-cc-pV5Z 1.23 1.25 1.45 0.96 132 114 102
B3PWI1
DZP+ 1.24 1.26 1.44 0.97 132 113 101
aug-cc-pVDZ 1.24 1.26 1.44 0.97 132 114 102
aug-cc-pVTZ 1.23 1.25 1.44 0.96 132 113 102
aug-cc-pVQZ 1.23 1.25 1.44 0.96 132 114 102
aug-cc-pV5Z 1.23 1.25 1.44 0.96 132 114 102
DZP+ 1.25 1.27 1.45 0.97 133 113 101
aug-cc-pVDZ 1.25 1.26 1.46 0.97 133 114 101
aug-cc-pVTZ 1.24 1.26 1.44 0.96 132 113 101
aug-cc-pVQZ 1.24 1.25 1.44 0.96 132 113 101
CCSD
DZP+ 1.24 1.26 1.44 0.97 132 113 102
aug-cc-pVDZ 1.24 1.26 1.44 0.96 132 114 102
aug-cc-pVTZ 1.23 1.25 1.43 0.96 132 114 102
Car-Parrinello type simulations, which does not provide a proper Table 3. Average Binding Energies in kcal/mol with the Percentage of
embedding in a larger amount of solvent. Basis Set Superposition Error (BSSE) According to Boys-Bernardi
Because of the low symmetry of HCO5, the individual RDFs of Procedure™**! in Parentheses for [HCO3 (H20),]” Clusters Obtained
each oxygen and hydrogen atom were evaluated to determine the from HF, B3LYP, MP2, and CCSD Calculations with DZP+ Basis Set.
boundary of individual hydration shells and to compare them to the
data obtained for the solvent-accessible surface. The summation of Ebona (keal/mol)
the individual coor.dintcltion numbers gives a value of 6.56, which is Structure HF B3LYP MP2 CCsSD
close to the coordination number of 6.9 reported by Leung et al.3
However, the integration and the coordination number obtained for [HCO3(H20) ]~
the solvent-accessible surface of 6.13 and 5.41, respectively, are 1 —18.4 (8.7) —203(14.3) —18.7(19.2) —18.7(17.6)
lower than the sum of individual coordination numbers (6.56), show- 2 —14.7(10.2) —19.7(17.2) —154(27.3) —153(24.2)
ing the location of some water molecules within the overlap zone of 3 -166(9.6) —18.8(154) —17.0(20.6) —17.0(18.2)
individual hydration shells. The inequality of coordination number [HCO3(H20)21™
obtained from the solvent-accessible surface RDF and CND arises 4 =1700.hH  -189(156) —174204) —17.4(184)
from the asymmetric geometry of solvent-accessible surface and 5 —16504) —200(162) -17.123.4) -170(21.2)
. . . . 6 —15.1 (9.9) —18.6 (17.2) —15.6(25.0) —15.6(22.4)
the different evaluation procedures. The integration number from _
HCO; RDF was obtained by counting the water molecules referring (HCOs (H20)5]
3 . 7 —16.0(10.0) —18.8(16.8) —164(23.8) —16.4(21.3)
to all oxygens and thus to somewhat larger distance frorP hydrogen. [HCO3(H,0)4]~
The volume with the solvent-accessible radius of 3.485 A, therefore, 38 —14.8 (9.8) Z17.1(165) —152(23.4) —15221.2)

includes some extra water molecules beyond the hydration shell of
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Figure 8. The 6-tilt angle surface plot of water molecules within the
hydration shell of HCOj ion based on the solvent-accessible surface.
The projections of the surface plot onto the 6 and tilt plane refer to the
distribution functions of 6 and tilt angle, respectively.

hydrogen atom. In the CND case, the radii of individual hydra-
tion shells were assigned in the evaluation process, and hence the
coordination number obtained from the CND evaluation is slightly
smaller.

The 6—tilt surface plot (Fig. 8) shows the major configuration
of water molecules within the first hydration shell, utilizing one of
the hydrogen atom to coordinate with the oxygen atoms of HCO3
ion. This plot also reveals a further orientation of water molecules
with the (0, tilt) coordinates at (60.0°, —59.0°) and (60.0°, —30.0°),
representing the oxygen atom of water molecules coordinating to
the hydrogen atom of HCOj ion. This information is lost in the
investigation of separated 6 and tilt angle distribution. The different
number of peaks for the orientation of water molecule suggests a
weak hydration shell for the hydrogen atom of HCO3 ion com-
pared with the oxygen atoms of this ion, corresponding to the
coordination numbers of 0.33 for hydrogen and ~2 for the oxygen
atoms.

Dynamical Properties of the Hydration Shell

The difference of water molecules involved in the exchange pro-
cesses between the sum over individual atoms (29 molecules) and
the HCO5 ion as an entity (18 molecules) again indicates the
location of water molecules within the intersection of individual
hydration shells. The corresponding difference in exchange pro-
cesses (62 and 31, respectively) shows that half of the exchange
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Figure 9. The structure of [HCO3(H,0),]~ (n = 1 to 4) clusters cor-
respond to the structures employing as the starting configuration for
the optimization with the selected theoretical levels to determine the
binding energy and structural parameter.

events are migrations of water molecules between coordination sites
of the HCOj ion. All MRT values of oxygen atoms are larger than
the values for the hydrogen atom, indicating the easiest exchange
of water at this site of the ion. On the other hand, the smaller
number of water molecules involved in the exchange processes is
an evidence for a local fluctuation of hydrogen bonds to the oxy-
gens without producing ligand exchanges in every case. This can be
well recognized from a visualization provided as a short video clip
(http://www.molvision.com/video clips). Although the Berendsen
temperature-scaling algorithm!'® requires in principle a long simu-
lation period to sufficiently describe the phase space, a large number

Table 4. The Dihedral Angle Measured Between the Hydrogen Atom and
the Plane of Three Oxygen Atoms within the HCO3 Ion, Corresponding to
the [HCO3(H;0),]~ Clusters Presented Earlier.

Dihedral angle (°)

Structure HF B3LYP MP2 CCSD
[HCO3(H20)1]1~

1 0.000 0.000 0.000 0.000

2 —0.628 —0.735 —0.757 —-0.772

3 0.000 —0.145 —0.510 —0.025
[HCO3(H20)2]~

4 0.004 —0.003 —0.009 —0.023

5 —0.518 —0.459 —0.102 —0.255

6 —0.606 —0.651 —0.908 —0.731
[HCO3(H20)3]~

7 —-0.314 —0.400 0.875 0.230
[HCO3(H20)4]™

8 0.224 0.289 1.109 1.036
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of successful simulations published indicate that our simulation time
of 10ps is adequate to investigate the properties of hydrated ions,
and thus also of the bicarbonate ion. Comparing results for exchange
dynamics and H-bond life times for simulations of pure water?’ and
experimental results,? the HF method seems to be the best com-
promise between accuracy and affordable computational effort to
estimate dynamical effects as well. Although HF and the methodi-
cal problems associated with the thermostatization probably lead to
slightly underestimated values, the associated errors are probably
within a 10-20% range.

Summarizing all results, HCOJ is clearly characterized as a
structure-breaking ion in water. Compared with other hydrated
anions studied by the same simulation technique, the simultane-
ous presence of different hydration sites in the low symmetry of
HCO5 ion and the higher vicinity of coordination sites distinguishes
it clearly from anions with tetrahedral symmetry such as sulfate,
phosphate, and perchlorate, in particular if one compares the range
of mean residence times of water ligands at these hydration sites
(0.82 to 1.36) with those for the aforementioned anions (PO?[ 3.9,
SO;™, 2.1, and CIO;} 1.5 ps).!? The flexibility of the HCO; hydra-
tion structure is not only reflected in the weak and thus rapidly
changing solvent binding, but it also shows a clear dependence on the
location of the solvent molecules in the surrounding of the anion. To
describe these effects by classical or conventional QM/MM molecu-
lar dynamics would be a most difficult task. Conventional QM/MM
MD simulations would have required the construction of analytical
interaction potential functions taking into account all the asymme-
try of the interaction between solute and solvent, which in the case
of bicarbonate would be extremely difficult and subject to many
possible error sources and inaccuracies.
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Abstract: An ab initio quantum mechanical charge field (QMCF) molecular dynamics simulation has been per-
formed to study the structural and dynamical properties of a dilute aqueous HCI solution. The solute molecule HCI
and its surrounding water molecules were treated at Hartree-Fock level in conjunction with Dunning double-{ plus
polarization function basis sets. The simulation predicts an average H—CI bond distance of 1.28 A, which is in
good agreement with the experimental value. The Hycy--O,, and Clyc)--Hy, distances of 1.84 and 3.51 A were found
for the first hydration shell. At the hydrogen site of HCI, a single water molecule is the most preferred coordination,
whereas an average coordination number of 12 water molecules of the full first shell was observed for the chloride
site. The hydrogen bonding at the hydrogen site of HCI is weakened by proton transfer reactions and an associated
lability of ligand binding. Two proton transfer processes were observed in the QMCF MD simulation, demonstrating
acid dissociation of HCl. A weak structure-making/breaking effect of HCI in water is recognized from the mean
residence times of 2.1 and 0.8 ps for ligands in the neighborhood of CI and H sites of HCI, respectively.

© 2009 Wiley Periodicals, Inc.  J Comput Chem 31: 1785-1792, 2010

Key words: hydrogen chloride; hydration structure; dynamical properties; hydrogen bond; acid dissociation; proton

transfer; simulation; QMCF

Introduction

It is well known that hydrogen bond formation and proton trans-
fer of hydrogen halides in aqueous solution play an important
role in a wide range of chemical and biological processes.’
Hydrogen chloride is a strong acid with pK, = —7, indicating a
dissociated form of hydrogen chloride in dilute aqueous solution.
There are very few experiments related to the hydration structure
of HCI in aqueous solution.”® Matrix isolation spectroscopy of
HCI(H,0),, complexes was performed, showing the nondissoci-
ated structure of HCl with n < 3, whereas proton transfer is
achieved from the complex with n = 4.2 X-ray and neutron dif-
fraction techniques were applied to evaluate the structure of the
aqueous HCI acid solution at 20°C and it was found that four
water molecules were required to solvate each hydronium and
Cl™ ions in solution.® Concentrated HCI solutions were also
studied using spectroscopic and diffraction techniques, suggest-
ing a pentagonal ring structures of HCI(H,0)s and (HC1),(H,0)¢

in solution.* Ragout-jet Fourier transform infrared spectroscopy
was used to evaluate the proton vibrational dynamics in (HCl),—
(H,0),, clusters, reporting that HCl complexes with three or
more water molecules could not be assigned in the IR spec-
trum.> Recently, X-ray absorption of aqueous HCI solution was
investigated. It was found that the addition of HCI to liquid
water leads to a decrease in intensity of the X-ray absorption
spectrum.® In addition, neutron diffraction of a highly concen-
trated HCI solution has been performed to determine the Eigen
or Zundel complexes, but its results are not comparable to the
species formation in dilute HCI solution.” Numerous theoretical
techniques have been applied to describe the characteristics of
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HCI in aqueous solution.**%2> An MP2/6-31+G* calculation
in the continuum model of water confirmed the nondissociation
of monohydrated and dihydrated HCl complexes.® HCI on an ice
surface at 190 K was studied using molecular dynamics simula-
tions, indicating that ionic solvation processes are thermody-
namically feasible.”'® A calculation using BLYP level of
approximation with an extended basis set showed that the proton
transfer takes place without transition state in the case of
HCI(H,0),.!! Using the MP2 method, a nondissociated HCI
complex was observed with a cyclic three-water cluster, indicat-
ing a red-shift in the HCI stretching frequency,'® whereas the
dissociated form appears to be possible when the HCI molecule
was surrounded by four water molecules.'”> The MP2/
6-311++G(d,p) level of theory was applied to describe the non-
dissociated form of HCI with four water molecules.'® Upon
extension of the cluster size to five water molecules, proton
transferred type was shown to exist. The nondissociated form
was determined as the most stable structure for the HCI(H,O),
(n = 1 — 3) clusters evaluated by the B3LYP/D95+ +(d,p)
method.'® The HCI(H,0)4 cluster resulted as an intermediate
with both nondissociated and dissociated structures obtained
from both the B3LYP and the MP2 method.'*** Car-Parrinello
molecular dynamics (CPMD) simulations were performed to
evaluate the dissociation and vibrational dynamics of DCI in
D,0 molecules.'*'%2325 Concentrated HCI solutions (2.7 and
5.3 M) where complete dissociation has already been assumed
by the composition of the system (protons, Cl  ions, and water)
have also been studied by CPMD simulations,”® in which the
gradient-corrected BLYP functional has been used that usually
leads to too rigid H-bonds and thus to too slow dynamics. The
amount of solvent considered further does not provide sufficient
water molecules for a full hydration of ions. Monte Carlo simu-
lations were applied to investigate the mechanism of HCl ioniza-
tion in water.'”?* Furthermore, the vibrational spectra of aque-
ous HCl were evaluated in both experimental and theoretical
studies.*>131925 The results obtained thereby showed that the
number of water molecules surrounding HCI and the accuracy of
approximation methods utilized play a significant role on charac-
teristics and stability of proton transferred and proton nontrans-
ferred HCI forms in aqueous solution. Summarizing all of these
results, therefore, our intentions were (i) To investigate HCI in
very dilute aqueous solution, providing the possibility of full
hydration (498 water molecules for one HCl molecule). (ii) To
utilize an ab initio HF method in an extended QM region with
the new quantum mechanical charge field (QMCF) methodology.
HF is known to lead to slightly too weak H-bonds, but proved
more suitable than DFT in many systems.”?® (iii) To start with
undissociated HCI to see, whether dissociation would occur
readily.

To answer these questions, in this study, we have performed
an ab initio QMCF molecular dynamics simulation of HCI in
aqueous solution. The structure of aqueous HCI solution was
evaluated in terms of radial distribution functions, coordination
numbers, angular distributions, 0-angle, and tilt angle distribu-
tions. To describe the dynamical properties, the mean ligand res-
idence times for ligand exchange processes between hydration
shell of HCI and bulk and the vibrational frequency of H—Cl
were also determined.
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Core zone
Layer zone

Smoothing region
MM region

Figure 1. Definition of the quantum mechanical (QM) and molecu-
lar mechanical (MM) regions in the QMCF approach.

QMCF MD Simulation

The ab initio QMCF molecular dynamics technique® is similar
to conventional QM/MM MD methods>*>? in which the system
is separated into two regions, namely QM and MM regions. In
the QMCF method, the QM region is enlarged to include the
second hydration shell and consists of two subregions, the
so-called “core region” (inner QM subregion) and the “layer
region” (outer QM subregion), as shown in Figure 1. By using
the QMCF method, no solute—solvent potentials are required,
and an improved handling of Coulombic interactions is intro-
duced. The calculated forces between the core region and the
MM region are the major difference between the QM/MM MD
and the QMCF MD simulation. In the QMCF MD simulation,
the forces acting on each particle in the different regions are
defined as

M qQM qMM
Fmre FQM + J ! 1
2 "
M qQM qMM
Fl ayer FQM + Z J i + ZFBJHnC 2)
Ni+N» C]

q n
9 "9 Z FoTaC 3)

Z FBJH 4

l%/

=1

where F}° is the quantum mechanical force acting on the parti-
cle j in the core region, Fl‘lyer is the forces acting on particle
J located in the solvation layer, FMM represents the forces acting
on the particle j in the MM region, and M is the number of
atoms in the MM region. In each simulation step, the forces in
the core and layer region (F§, F layer) are calculated from the
ab initio quantum mechamcal treatment plus the Coulombic
forces obtained from all MM atoms, whereas the forces in the
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MM region (F}™) are obtained from the BJH-CF2 water
model**** augmented by the Coulombic forces exerted by all
atoms in the core region (N;) and the layer region (N,), and the
noncoulombic forces generated by the atoms in the layer region
(N,). Consequently, the QM forces in the layer (F}ay”) are sup-
plemented by the noncoulombic forces of particles in the MM
region evaluated from the BJH-CF2 water model.**** The Cou-
lombic interactions are calculated with the point charges of the
atoms in the MM region and the quantum chemically evaluated
partial charges on the atoms in the QM region. The charges of
the particles in the MM region are incorporated via a perturba-
tion term into the core Hamiltonian:

Her = Hyp + V!

M
v =\ 4 4

j:zl"::f @
where ¢; are the partial charges of each MM atoms obtained by
Mulliken population analysis, which proved to be best compati-
ble with the BJH-CF2 water model. The oxygen and hydrogen
charges are —0.65996 and +0.32983, according to the charges
of the BJH-CF2 water model utilized in the MM region.**

In the QMCF MD simulation, solvent molecules can freely
migrate between the QM and MM region. A smoothing func-
tion™ is applied between the radii ro (5.7 A) and r; (5.5 A), cor-
responding to an interval of 0.2 A, to ensure a continuous transi-
tion of forces at the boundary. The forces acting on each particle
in the system can be defined as:

FjSmooth _ FJMM + F/l_ayer B FJMM) - Sm(r) 5)

where represents the force acting on the particle j in the
MM region, F}ay” is the force acting on the particle j located in
the solvation layer, r is the distance of the water molecule from
the chlorine atom of the solute molecule, and S, a smoothing
function.®

Py
J

Sm(r) =1, forr <r
22\ (2 402 32
Sm(r) = (3 zrz(’o;;} 3"_)7 forry <r <ry (6)
0"
Sm(r) =0, forr > ro,

where r; is the inner border of the smoothing region and rq is
the radius of the QM region. Further details of this method are
given in ref. 31.

This simulation protocol used in the present work is similar
to that applied in a previous simulation of aqueous HF solution®
and has been successfully applied to investigate characteristics
of several composite chemical species in solution.?>*° The
QMCF MD simulation was performed in a periodic boundary
cubic box with a side length of 24.65 A, containing one hydro-
gen chloride molecule plus 498 water molecules. Temperature
was controlled by the Berendsen temperature-scaling algorithm™’
with a relaxation time of 100 fs to maintain 298.15 K. The
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density of the simulation was fixed at 0.997 g/em®, corre-
sponding to the experimental value of pure water. A predic-
tor—corrector algorithm was used to integrate the Newtonian
equations of motion with the chosen time step of 0.2 fs. The
flexible BJH-CF2 water model**** including an intramolecular
potential was used to elucidate the interactions between pairs
of water molecules in the MM region, as it allows explicit
hydrogen movements, and thus, also a smooth transition of
water molecules from the QM to the MM region and vice
versa. The reaction field*' was applied to correct for long-
range Coulombic interactions. Cutoff distances of 5 and 3 A
were used for noncoulombic O—H and H—H interactions,
respectively. The radial cutoff limit for Coulombic interactions
was set to half the box length. The values of 6.0 and 11.0 A
were chosen for the diameters of the core and the layer
region, respectively, and hence, the full first hydration shell
and a part of the second hydration shell are included in the
QM region, according to the radial distribution functions
(RDF) in the equilibrated state. The TURBOMOLE 5.9 pro-
gram*?™** was used to evaluate the forces in the QM region
calculated at the restricted Hartree-Fock level. Dunning dou-
ble-{ plus polarization function (DZP) basis sets¥* were
applied for chlorine, oxygen, and hydrogen atoms. These basis
sets were chosen as a suitable compromise between accuracy
of the results and computational effort. Many test calculations
with the DZP basis sets comparing solvent clusters with one
to six water molecules by HF, B3LYP, MP2, and CSSD have
shown that the error by neglecting electron correlation is very
minor.*~° Moreover, the QM/MM simulation using the
B3LYP functional have revealed deviating descriptions such as
too rigid structures for solvates and H-bonded systems.’'* In
addition, the influence of the basis set super position error
(BSSE) for HCl monohydrate was also determined at several
levels of theory. The lowest BSSE energy of 0.2 kcal/mol was
obtained from the HF method, whereas the values of 0.5, 0.9,
and 0.8 kcal/mol were evaluated from the B3LYP, MP2, and
CCSD methods, respectively. These indicate that the effects of
electron correlation and BSSE should have only a minor influ-
ence on quality of the QMCF simulation results. The QMCF
MD simulation was equilibrated for 2 ps and total of 10 ps
was performed for sampling. Simulation time had to be limited
to 50,000 steps of 0.2 fs (needed to appropriately describe
hydrogen movements) as these 10 ps already consume 5 months
of CPU time on a 4 AMD Opteron 2.8 GHz processors high
performance computer.

Velocity autocorrelation functions (VACFs) were used to
determine the dynamical properties of HCI in aqueous solution.
With C,, symmetry of the HCI molecule, the vibrational
motion of the HCI molecule is both infrared active and Raman
active. The velocities of the hydrogen atom of HCI and the
oxygen atom of H,O were projected onto a unit vector parallel
to the corresponding C1—H bond (El) and Hycp--O,, direction
(u), respectively, thus the vibrational modes are the projections
of the hydrogen and oxygen velocities onto the unit vectors u
and u,, respectively. The vibrational frequencies of the normal
mode and the intermolecular Hycy---O,, interactions were calcu-
lated by their Fourier transformations of the VACFs. The nor-
malized VACF, C(7), is defined by
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from the QMCF MD simulation. The first peak in the Hycy---Oy
RDF characterizes the first hydration shell, located between 1.5
and 2.5 A with a maximum value of 1.84 A. This value is larger
than that determined in the case of an aqueous HF solution
(1.62 A).*® The second peak corresponding to the water ligands
near the Cl atom in the first hydration shell is located at 4.30 A.
The Clyc;--Hy, RDF and the corresponding integration are
depicted in Figure 2b. The first Clyc---Hy, peak lies within the
range of 2.04.0 A, showing its maximum at 3.51 A with
additional peaks at 3.36, 3.62, and 3.93 A. The Clycr---Hy, sec-
ond peak is situated at 4.40 A covering distances of 4.0-4.7 A
and corresponds to the second H atom of coordinated water
molecules.

The coordination number distributions of the first hydration
shell determined from the Hycy---Oy, and Clycy---O,, interactions
of the aqueous HCI solution are displayed in Figure 3. Accord-
ing to Figure 3a, a single water molecule bound to the H site of
the HCI molecule is the most dominant coordination with 74%

100
ool
80 -
70

60
50
40
30

Figure 2. (a) Hycp--Oy, and (b) Clyc---H,, RDFs and their corre-
sponding integration numbers.

O i)+ 1)
CNN NS () (n)

() : ™)

where N is the number of particles, N, is the number of time
origins f;, and v; denotes a certain velocity component of the
particle j.

Results and Discussion

Structural Properties

The hydration structure of the HCI in aqueous solution was eval-
uated in terms of RDF, coordination numbers, and angular distri-
butions. In the QMCF MD simulation, The H—CI distance
varies in the range of 1.2-1.5 A, with an averaged value of
1.28 A, which is in good agreement with the experimental value
of 1.274 A% Figure 2 shows the radial distribution functions
for each atom of HCIl and its neighboring water molecules
together with their corresponding integration numbers evaluated

Journal of Computational Chemistry
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Figure 3. Coordination number distributions of (a) H and (b) Cl
atoms in the first hydration shell of HCI, (c) Cl atom in immediate
first shell from 0.0 to 4.2 A, and (d) Cl atom in extended first hydra-
tion shell from 4.2 to 4.8 A.
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Figure 4. Distributions of (a) Oy--Hpyc—Clyc angles and (b)
Hyci—Clycr---Hy angles, obtained from the QMCF MD simulation.

occurrence. The Clycy---Oy, RDF displays two distinguished parts
of the first hydration shell, one representing an extended first
hydration shell located between 4.2 and 4.8 A. Therefore, the
coordination number distributions of the water molecules in the
substructure near the Cl atom were examined and depicted in
Figures 3b-3d. As shown in Figure 3c, the coordination number
distribution integrated up to the distance of 4.2 A of the first
part of the Clyc)--Oy peak covers a wide range of 3—11, giving
an average value of 6.7. For the extended first hydration shell,
an average coordination number of 4.9 was found with a large
variation in the hydration numbers ranging from 1 to 11. These
findings indicate almost seven water molecules to be directly
bound to the CI site of the HCI molecule, while in average five
water molecules are located in the extended first hydration shell.
This shows that the frequent ligand exchange processes must
occur at the CI site, whereas the one water molecule bound to
the H atom seems to be more stably coordinated.

The hydrogen bond angle between HCl and water molecule
can be determined in terms of the angular distribution functions
of the Oy,---Hyc;—Clyc and Hyey—Clyc--H,, angles in the first
hydration shell. According to Figure 4a the O---Hyc—Clyc
angular distribution has its maximum at 161° with tailing until
100°, proving the preference for linear O,,---Hyc;—Clyc; hydro-
gen bond arrangements. However, considerably less linearity of
this hydrogen bond in the case of HCl was observed in compari-
son with HF, where the O,---Hyr—Fyr angular distribution is
situated at 170° with variation down to 100°.>® The presence of
nonlinear, weak, and flexible hydrogen bonds between water and
the Cl site of HCl is recognized from three dominant
Huc—Clycr--Hy peaks at 12°, 60°, and 112°, respectively. The
low angle value of 12° reflects the arrangement of two hydrogen
bonds in the intermediate HCl monohydrate (Clycy---H,, and
Hyucr+-Oy).

To further characterize the flexibility and orientation of the
water molecules surrounding HCI in the first hydration shell,
angle 0 and tilt angle are introduced. The angle 6 is the angle
between the vector pointing along C,—O,, (C, is the center
of mass of the HCI molecule) and the dipole vector of water
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Figure 5. The 0 and tilt angular distributions of water ligands near
the HCI molecule.

molecule. The tilt angle is the angle between the Hyc—Clycy
axis and the plane defined by the Oy,—H, vectors. Figure 5
presents the 0 and tilt angular distributions in the first hydration
shell of HCI. The broad peak of the angle 6 distribution obtained
from the QMCF MD simulation has its maximum at 76°, cover-
ing a wide range of 0-180°. A similar result was also observed
in the case of HF.*® However, the maximum value of 136° eval-
uated for HF is much larger than that determined from HCI. The
maximum value of the tilt angle for the first shell is located at
20°, and the distribution reaches 0 at £90°. Both angle distribu-
tions prove a very high flexibility of the first shell ligands’
orientation.

Dynamical Properties

The vibrational frequencies of the normal mode Hyc—Clycy
and the intermolecular Hycp---O,, interactions were examined
using the VACFs and their Fourier transformations. Figure 6
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Figure 6. Power spectra of (a) Hycp-O,, and (b) Hyc—Clyc
stretching modes in the first hydration shell.
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Figure 7. The Hyc--Clycy (solid line) and Hycy---O,, (dashed line)
distances as a function of time in the first hydration shell evaluated
for the proton transfer processes.

illustrates the power spectra of the Hycy--Oy and Hyc—Clyc
vibrational motions in the first hydration shell obtained from the
QMCF MD simulation. In Figure 6a, the maximum frequency of
the Hycy---Oy, vibrational mode in the first hydration shell is sit-
uated at 179 cm™!, with two shoulder peaks at 277 and 390
cm~ . The force constant of 1.8 N/m was calculated for this fre-
quency of the Hycp+-O,, peak, which is much weaker than that
obtained for the Hyp---O,, interaction (5.9 N/m),36 but slightly
stronger than the value of 1.6 N/m retrieved from the experi-
mental Oy, —H,,--O,, stretching (170 cmfl).5 © This demonstrates
that the acid dissociation of HCI is much more facilitated than
that of HF, since the Hycy---O,, hydrogen bond interaction is
almost equally weak as the Oy,—H,,-O,, interaction in pure
water. For the Hyc—Clyc stretching motion, the highest value
of this mode is centered at 3078 cm ™', with two shoulder peaks
at 2997 and 3192 cm™'. The force constants evaluated for these
peaks are 547.1, 518.7, and 588.4 N/m, respectively. The
Huc—Clyc stretching frequency calculated from the QMCF
simulation is in reasonable agreement with the experimental har-
monic vibrational frequency of 2990 cm™'.>"® In addition, the

Table 1. The Energy Parameters for the HCI(H,0), Clusters Calculated
by Different Levels of Theory.

HCI(H,0), HCI(H,0)4

undissociated dissociated
Method form (Hartree) form (Hartree) AE (kcal/mol)*
HF/DZP —764.2932329 —764.2869273 3.96
BLYP/DZP" - —766.5469201 -
B3LYP/DZP® - —766.6512601 -
MP2/DZP —765.2326384 —765.2291570 2.18
CCSD/DZP —765.2784585 —765.2715970 4.31

“The relative energies of the dissociated form with that of the undissoci-
ated form.
®Only the dissociated forms were observed.
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Table 2. Mean Ligand Residence Times and Sustainability of Migration
Processes to and from the First Hydration Shell of Chlorine and
Hydrogen Atoms of the Hydrogen Chloride Molecule.

t* =0ps r* = 0.5 ps
Solute tsim N 0,0 NO3 %0 Sex 1/Sex
Clyc 10.0 392 0.3 56 2.1 0.14 7.1
Hucr 10.0 80 0.1 9 0.8 0.11 9.1
Bulk® 10.0 269 0.2 24 1.7 0.09 11.2

*Values obtained from a QM/MM MD simulation of pure water.>>

gas-phase value of 3153 cm” ! for the Hye—Cluc stretching
frequency was also evaluated from the HF/DZP method to con-
firm that this agreement is not a coincidence. The value of 547.1
N/m estimated for the force constant in the case of HCI is much
weaker than that observed for HF (819.1 N/m),>® proving less
stability of the nondissociated form of HCIL. It was further found
that the ligand exchange processes in the H site of HCI causes
the shoulder peaks in the Hyc—Clycy stretching mode.

To characterize the acid dissociation of HCI, the ionization
structure of this acid has been evaluated. Figure 7 shows distri-
butions of the Hycy--Clye; and Hycp+-O,, distances in the first
hydration shell, exhibiting the proton migration from the chlo-
rine atom of hydrogen chloride to oxygen of a neighboring
water. The first proton migration takes place around 4.9-5.0 ps
and the second one occurs during the simulation time of 7.5-7.6
ps. Another dissociation attempt observed at 5.5 ps is not com-
pleted, but almost successful. It is seen that the proton coming
from HCI bound to the neighboring water forming H;O™ species
comes back to the Cl atom reforming the HCl molecule within
the femtosecond scale. Despite the short simulation time of 10
ps, three proton migration processes were observed, which
shows that dissociation can occur already on the picosecond
scale in very dilute solution. In the previous CPMD simula-
tion,'® corresponding to a higher concentration, a number of

(&)
o ®

.0 distance
I

A) H,.
sinog
ONDBDOODONAO N

.. O distance
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Cl

Simulation time (ps)

Figure 8. (a) The Hycy---O,, and (b) the Clycy--O,, distances as a
function of time in the first hydration shell obtained from the
QMCF MD simulation.
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error sources can be identified, partly due to the early time it
has been performed, such as the use of DCl and D,O and the
functionals being used, for which several problems have been
identified in the meantime.® As previous cluster calculations
(DFT and MP2)""?? have already shown that DFT overrates the
stability of the dissociated state, it seemed appropriate to per-
form new cluster calculations including HF, MP2, CCSD, and
the more modern B3LYP density functional, and the results,
shown in Table 1, clearly prove that DFT leads to an unjustified
preference for the dissociated state. It should be emphasized,
however, that the frequent attempts of proton transfer in our
simulation within a few picoseconds are a clear indication that
over a longer time period a number of them will be successful
thus creating a sufficient number of hydronium ions. For study
of full dissociation, i.e., separation of Cl~ and hydrated hydro-
nium ion, a longer simulation time would have been required
but on the basis of the results obtained for 10 ps one can easily
predict such a dissociation process to happen.

The dynamics of ligand exchange processes at each atom of
HCI were also determined by the mean residence times (MRTs)
using the “direct” method.®® The time parameters * of 0.0 and
0.5 ps were used, reflecting to the minimum duration of a
ligand’s displacement from its original coordination shell to be
accounted. The number of ligand exchange processes, the
MRTs, and the sustainability of migration processes from the
first hydration shell are summarized in Table 2. The variations
of the Hycp--Oy and Clycy---O,, distances obtained at * =
0.5 ps in the first hydration shell are presented in Figure 8. As
shown in Figure 8a, there are three exchange processes occur-
ring at the H atom of HCI, the first one taking place at 3.5 ps
and the second and the third one observed in the range of 6-7
and 7-8 ps, respectively. For the CI site, several ligand exchange
processes were found during the simulation time of 10 ps, as
shown in Figure 8b. The calculated MRT values with respect to
t* = 0.0 and 0.5 ps for the first hydration shell located around
the Cl atom are 0.3 and 2.1 ps, which are the same as those esti-
mated for the F site of HE.>® The values of 0.1 and 0.8 ps for r*
= 0.0 ps and r* = 0.5 ps, respectively, were determined for the
H site of HCI. These values are smaller in comparison with the
aqueous HF solution (0.8 ps for #* = 0.0 ps and 2.5 ps for r* =
0.5 ps),36 and also smaller than that obtained from QM/MM
(1.51 ps)*? simulation of pure water. In the QMCF MD, hydro-
gen bond life times of 1.1 and 0.31 ps were evaluated for the
Clyci—HycrOw  and  Hyey—Clyer---Hy,  hydrogen  bonds,
respectively, suggesting a very different stability of these H-
bonds. The average lifetime of the Clyci—Hpycr--Oy hydrogen
bond is higher than that observed in pure water by experiment®
(0.55 ps), and a QM/MM MD simulation (0.33 ps),>® confirming
the stability of this H bond. The value of 0.31 ps obtained for
the Hycy—Clycr--Hy hydrogen bond is almost the same as the
value of 0.36 determined for the F site of the HF molecule. The
MRT values and the hydrogen bond lifetimes predicted from the
QMCF MD simulation reveal that HCI in aqueous solution is
simultaneously a weak structure-making and a weak structure
breaking species. The sustainability coefficients S., were com-
puted by comparing the number of all exchanges through the
border of the hydration shell (V%) to the number of exchanges

.0
ex

processes lasting at least 0.5 ps (Ng,'f), resulting in 0.11 and

Journal of Computational Chemistry

0.14 for H and CI sites of hydrogen chloride. The corresponding
1/Sex values are 9.1 and 7.1, suggesting that one lasting
exchange process in the neighborhood of H and Cl is achieved
by about nine and seven attempts to cross a shell boundary,
respectively.

Conclusions

We have performed a QMCF molecular dynamics simulation to
investigate the hydration structure and dynamics of the aqueous
HCI solution. The calculated H—CI bond distance and its vibra-
tional frequency are in good agreement with the experimental
observation. A relatively strong hydrogen bond at the H site of
hydrogen chloride was detected, whereas weak hydrogen bond-
ing dominates at the Cl site. The coordination number of ~7 is
prevailing in the first hydration shell, augmented by about five
water molecules of an extended first shell. The acid dissociation
of HCl is visible from the proton transfer events observed in the
QMCF MD simulation. The QMCF MD simulation shows sev-
eral ligand exchange processes in the first hydration shell, which
occur more frequently at the CI site of the molecule.
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The planarity of carbonate and nitrate anions was investigated in the gas and solution phases by means of the
reference interaction site model self-consistent field spatial electron density distribution (RISM-SCF-SEDD)
method. The computed optimized geometries and solvation structures are compared with the diffraction data.
In the solution phase, the symmetry of carbonate anion is changed from Ds, to Cs,, whereas the planarity of
nitrate anion is still retained. These are fully consistent with experimental knowledge. The classical electrostatic
model was also utilized to elucidate the mechanism of the symmetry breaking. It should be emphasized that
the symmetry breaking occurs not only by a specific solvent molecule attaching to the ion but by an overall
electrostatic interaction between the infinite number of solvent molecules and the ion.

Introduction

Carbonate and nitrate anions are abundant and important in
biological systems as well as in environmental systems. Carbon-
ate is a ubiquitous and reactive anion that can be found in
groundwater and reacts to form aqueous and solid-state com-
plexes with the majority of metals in the periodic table.! Nitrate
is the most fully oxidized compound of nitrogen and is therefore
stable to oxidation, regarded as a potentially strong oxidizing
agent. It can also be generated in the human body through the
oxidation of nitric oxide, which is produced by nitric oxide
synthases from L-arginine.>

The structures of these two compounds are very similar,
normally planar possessing Ds, symmetry with six normal
modes: symmetric stretch (v;), out-of-plane deformation (v,),
two doubly degenerate modes, i.e., antisymmetric stretch (v3)
and in-plane deformation (v,). Rudolph and co-workers observed
the v, mode and its overtone of carbonate ion in an aqueous
solution using Raman spectroscopy, suggesting the symmetry
breaking in the concentrated* and dilute’ solutions. They also
optimized the water cluster, a carbonate with two water
molecules, by employing the density functional theory in the
gas phase, showing the C,, symmetry.* On the other hand,
the far-ultraviolet resonance Raman spectroscopy indicates the
planarity of nitrate ion in several polar solvents, though a very
broad band of v; suggests that the symmetry is lowered from
D3, to Cy, or to C,.° The results of photoelectron spectroscopy
suggested the first hydration consisting of three water molecules
with the Cs, symmetry as the geometry of nitrate ion in aqueous
solution.” Raman results have been reported that the splitting
of v3 vanishes for the dilute nitrate solutions.®”'® The recent
infrared multiple photon photodissociation experiment on the
NO; (H,0), clusters (n = 1—6) observed the splitting of the
v3 band due to the perturbation of water molecules, showing
the possibility of symmetry lowering to C;.'" Pathak et al.
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computed an effect of explicit water molecules on the lowering
symmetry of carbonate and nitrate anion clusters.!?

The optimization of carbonate ion in aqueous solution
(dielectric media) with the generalized conductor-like screening
model indicates a slight effect on the geometry compared with
the gaseous state.'> An empirical force field for the carbonate
ion including the out-of-plane displacement of the carbon atom
was developed to investigate the phase transition of calcite.'*
The potential function with increasing the stiffness of the
carbonate ion was adopted to the classical molecular dynamics
(MD) simulation of calcium carbonate.'> The recent investiga-
tions based on Car—Parrinello (CP) MD simulation provided
the structural properties of hydration shell, but the symmetry
breaking was not discussed.'®!” The inclusion of an anharmonic
force field in the classical MD simulation'® and a combined
quantum mechanics/molecular mechanics (QM/MM) MD simu-
lation!® of hydrated nitrate ion presented the splitting of v that
agrees with the spectroscopic results.

At the same time, there is no wonder that nonsymmetric
solvation structure around the ion breaks its symmetry; the
symmetry of the cluster model is inevitably lowered by the
specific hydrating molecule. The question that we would like
to raise here is whether the symmetry of the anions in aqueous
solution is inherently broken or not, under an isotropic environ-
ment. If so, what is the driving force of the breaking? It should
be stressed that the issue is deeply related to both the electronic
structure of the anion and solvation structure around it. QM/
MM or an equivalent treatment is essentially needed.

Here we present an alternative method to the QM/MM,
RISM-SCF, which is a hybrid method of integral equation theory
in statistical mechanics (reference interaction site model self-
consistent field, RISM-SCF) and an ab initio electronic structure
theory.?°~2* This method succeeded to investigate the structural
properties of the solute and the solvation effects on the reactions
in a solution phase.?>"%* In particular, the symmetry breaking
in the solvated I3~ system was precisely discussed.* In this
work, we applied the RISM-SCF formalism to investigate the
optimized geometries of carbonate and nitrate anions in aqueous
solutions. The classical electrostatic free energy calculation
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TABLE 1: Lennard-Jones Parameters for the COs>~ and
NO;™ Anions and Water Molecule

olA g/kcal mol™!
Solute
C 3.296 0.1200
N 3.150 0.1700
O 2.850 0.2000
H,O
H 1.000 0.0560
O 3.166 0.1550

based on the multipole expansion®*? was also utilized as a

model to understand the true nature of the symmetry breaking
caused by the solvation effect.

Method

The RISM-SCF method has been outlined in detail else-
where.??* Similar to the QM/MM, this method evaluates the
statistical solvent distribution consistent with the electronic
structure of the solute, while the electronic structure of the solute
is affected by the surrounding solvent distribution. Thus, both
the RISM integral equation and ab initio molecular orbital (MO)
calculation must be solved in a self-consistent manner. The
statistical mechanics part of the RISM-SCF method was solved
with the Kovalenko and Hirata (KH) closure approximation®*3*
to obtain the structure of the solvent on a grid of 2048 points
on the radial direction, whereas the ab initio MO methods at
Hartree—Fock (HF) and density functional theory, namely,
Becke, three-parameter, Lee—Yang—Parr exchange-correlation
functional (B3LYP), associated with the 6-311+G* basis set,>>3
were utilized to evaluate the electronic structure of carbonate
and nitrate ions in the SCF procedure, so-called RISM-SCF/
HF and RISM-SCF/B3LYP, respectively. We further employed
the CCSD(T) method coupled with solvation effect (RISM-SCF/
CCSD(T)) to obtain highly accurate solvation energy. The SPC
water model®” with the corrected Lennard-Jones parameters of
hydrogen sites (o = 1.0 A and &€ = 0.056 kcal mol™") was
selected for solvent water in the RISM equation. Table 1 lists
all parameters?'**3? employed in the solution-phase calculations.
The density of solvent water was set to 1 g cm™ at 298.15 K.

All solution-phase calculations were performed with the
RISM-SCF-SEDD  (spatial electron density distribution,
SEDD)? code implemented in GAMESS program package*
modified by us. In the theory, the total energy of the system
(-0 is defined as the sum of the solute potential energy and
solvation free energy:

A= <1psolute|H0|lpsolute> + Aﬂ (1)

where H, is the standard Hamiltonian of solute in a gas phase,
ysolue g the wave function of the solute obtained by solving
the equation with the modified Fock operator, and Au is the
solvation free energy evaluated by the KH closure equations.>*3*

In order to understand the solvation effects on the symmetry
breaking of anions, we also calculated the classical electrostatic
free energy based on the multipole expansion with the spherical
model'*? of radius b from the center of mass of solute immersed
in a solvent with a dielectric constant D, which was set to 80
for the solvent water.

Results and Discussion

Optimized Structures of Carbonate and Nitrate Anions
in the Solution Phase. The initial geometries of carbonate and
nitrate anions in both gas and solution phases were set as an
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TABLE 2: Optimized Geometries of COs*>~ and NO;~
Anions in the Gas and Solution Phases Obtained from HF,
B3LYP, RISM-SCF/HF, and RISM-SCF/B3LYP
Calculations with the 6-311+G* Basis Set

gas phase solution phase
RISM-SCF/  RISM-SCF/
HF B3LYP HF B3LYP
COs>~
C-0, (IZA) 1.282 1.308 1.267 1.288
C-0; (A) 1.282 1.308 1.267 1.288
C—05 (A) 1.282 1.308 1.267 1.288
C— torsion (deg)  0.00 0.00 7.45 7.79
NOs™
N—-O, (é) 1.224 1.261 1.217 1.253
N-0, (A) 1.224 1.261 1.217 1.253
N—0; (A) 1.224 1.261 1.217 1.253
N-— torsion (deg) 0.00 0.00 0.02 0.00

nonsymmetric structure and optimized without any symmetry
constraint. Table 2 summaries the optimized geometries of
carbonate and nitrate anions in the isolated state evaluated with
the standard HF and B3LYP and the solution phase with the
RISM-SCF/HF and RISM-SCF/B3LYP methods. The C— and
N— torsion angles are defined to investigate the planarity of
the solute as the C—0;—0,—03 and N—0O;—0,—05 dihedral
angles, respectively.

The geometries of both anions obtained from the HF and
B3LYP optimizations in the gas phase show the equivalence
of three bonds and the molecular plane described with the C—
and N— torsion angles to be equal to 0.00°, possessing the Ds,
symmetry. However, the situation is different when these anions
are dissolved in water. The symmetry of carbonate ion was
lowered to nonplanar structure. The C— torsions were increased
to 7.45° and 7.79° for the optimized geometry obtained from
the RISM-SCF/HF and RISM-SCF/B3LYP, respectively. The
N— torsion of nitrate ion obtained from the RISM-SCF/HF was
hardly changed by 0.02°, and the ion has retained the planarity
for the RISM-SCF/B3LYP optimization. All bonds within each
anion remain the equivalence in the solution phase, but they
are slightly shorter than those in the gas phase by 0.015 and
0.020 A for carbonate ion, and 0.007 and 0.008 A for nitrate,
obtained from the RISM-SCF/HF and RISM-SCEF/B3LYP,
respectively. These results indicate the symmetry of carbonate
ion is changed from D3, to Cs,, but nitrate ion is still as Dy,
Our intramolecular distances of carbonate and nitrate anions,
namely, C—O¢ and N—Oy, obtained from the RISM-SCF
optimizations show a good agreement with the recent neutron
diffraction experiments of K,COj; solutions that reported the
C—Oc distance of 1.3 A* and with the NaNOjs solutions in
which the N—Oy distances vary between 1.21 £ 0.02 and 1.24
+ 0.02 A,* respectively.

The radial distribution functions (RDFs) of solvent molecules
around the solute are also obtained from the computations as
shown in Figures 1 and 2. The positions of the first peaks for
each anion obtained from the RISM-SCF/HF summarized in
Table 3 are slightly shorter than those of RISM-SCF/B3LYP
within the maximum deviation of 0.03 A. The positions of the
first hydration peaks represent the stronger interactions of water
molecules with the carbonate ion than those of the nitrate ion.
This result corresponds to the neutron diffraction with isotopic
substitution (NDIS) of Cs,CO; and CsNO; in an aqueous
solution, indicating that the stronger hydrogen bonds are formed
between the solvent water and carbonate ion than those formed
in the nitrate ion.*> Our results in Table 3 are also in an
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Figure 1. RDFs of (a) X—Oyyer and (b) X—Hyuer, Wwhere X stands for
the C and O sites of CO5>~ ion. The black and red lines refer to the
RDFs obtained from RISM-SCF/HF for the C (the black solid lines)
and O (the black dashed lines) sites and RISM-SCF/B3LYP for the C
(the red solid lines) and O (the red dashed lines) sites, respectively.
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Figure 2. RDFs of (a) X—Oyer and (b) X—H,uer, where X stands for
the N and O sites of NO3~ ion. The black and red lines refer to the
RDFs obtained from RISM-SCF/HF for the N (the black solid lines)
and O (the black dashed lines) sites and RISM-SCF/B3LYP for the N
(the red solid lines) and O (the red dashed lines) sites, respectively.

agreement with the C++-O,, of 3.35 A and N--+0, of ap-
proximately 3.7 A estimated by the neutron diffraction*' and
X-ray diffraction*? measurements, respectively. The consistency
of optimized geometries and hydration structures obtained from
the RISM-SCF calculations indicate the reliability of the
methods to elucidate the properties of these anions in solution
phase. However, the discussion about the planarity of anions
needs a further evaluation presented in the following.
Comparison of Energy Surfaces between the Gas and
Solution Phases. The potential energy surfaces (PESs) in the
gas phase and free energy surfaces (FESs) in the aqueous
solution of carbonate and nitrate anions are plotted as a function
of C— or N— torsion at the same theoretical levels employed
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TABLE 3: Distance of First Hydration Peaks Obtained
from the RISM-SCF Optimizations of CO3?>~ and NO3;~
Anions in the Solution Phase

RISM-SCF/HF

RISM-SCF/B3LYP

COy*"
C:+0y 3.53 3.53
C-:++H, 2.90 291
Oc*** Oy 2.48 2.49
Oc***Hy 1.67 1.69
NO;™
N:-Oy 3.66 3.68
N---H, 292 2.94
On*++Oy 2.70 2.73
On***Hy 1.72 1.75

in the previous section (Figure 3). The FESs of the solution
phase were constructed by moving the carbon or nitrogen atom
along the principal axis, retaining the C;, symmetry, and the
optimization for the rest of geometrical parameters was per-
formed to evaluate the total energy according to eq 1. The
energy points of PESs in the gas phase were obtained by the
single-energy calculations at the geometries adopted from each
point in the FESs of the solution phase. Each relative energy
with respect to the minimum is plotted in the figure.

The minimum for the carbonate and nitrate anions in the gas-
phase PES is located at 0.00°, corresponding to the Dy,
symmetry structure. Whereas the FESs of nitrate anion in the
solution phase have a minimum at the N— torsion of 0.00°,
those of carbonate anion show double minima situated at £7.39°
and +7.74° obtained from the RISM-SCF/HF and RISM-SCF/
B3LYP calculations, respectively. Furthermore, the RISM-SCF/
CCSD(T) method was also employed to construct the FESs at
the geometry of each point on the FES of RISM-SCF/B3LYP
calculations. The FES of hydrated nitrate anion showed the
minimum at the N— torsion of 0.00°, whereas those of the car-
bonate anion again exhibited double minima located at the C—
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Figure 3. PESs and FESs of (a) CO;* and (b) NOs™ anions as a
function of dihedral angle obtained by HF (the black dashed lines) and
B3LYP (the red dashed lines) in the gas phase and by RISM-SCF/HF
(the black solid lines), RISM-SCF/B3LYP (the red solid lines), and
RISM-SCF/CCSD(T) (the blue solid lines) in aqueous solution.
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TABLE 4: Harmonic Frequencies of COs*>~ and NO;~
Anions in Gas Phases

frequency (cm™)

Vi V2 V3 Vy
CO3>~
HF 1125 991 1498 722
B3LYP 1011 856 1311 643
exptl” 1066 884 1385 684
NO;~
HF 1228 989 1567 792
B3LYP 1066 842 13784 704¢
exptl” 1048 832 1348 718

@ Averaged values. ? In aqueous solution (ref 4).

TABLE 5: Harmonic Force Constant and Frequency of the
Out-of-Plane Mode for COs>~ and NO;~ Anions

k (kcal mol™" A=2) v, or v, (cm™")

COs>~
gas HF 1420.02 991
B3LYP 1124.17 856
aqueous RISM-SCF/HF 3461.29 1591
RISM-SCF/B3LYP 3548.21 1521

NO;~
gas HF 1474.78 989
B3LYP 1078.94 842
aqueous RISM-SCF/HF 1391.22 960
RISM-SCF/B3LYP 1141.02 866

torsion of £7.57°. The local maximum points on the FESs of
hydrated carbonate anion are located at the C— torsion = 0.00°,
showing the barrier of 2.71 (RISM-SCF/HF), 3.12 (RISM-SCF/
B3LYP), and 2.76 (RISM-SCF/CCSD(T)) kcal mol~'. These
results strongly indicate that the statistical optimal geometry of
carbonate is inherently C;, symmetry in the solution phase. It
is noted that the present result does not deny the possibility of
further lowering of symmetry caused by a specific hydration of
water solvents.

The fundamental frequencies are usually obtained from the
Hessian method, i.e., the second-order energy gradient with
respect to the nuclear coordinates, implemented in the standard
ab initio MO program packages. Table 4 list the fundamental
frequencies of carbonate and nitrate anions for the optimized
geometries corresponding to the PESs (Figure 3). On the other
hand, FES is not directly connected to the frequencies of
solvated ions (vy), but still it might be meaningful to estimate
the frequency from the curvature, especially for the out-of-plane
motion (v,) in the solution phase.

vo= a2 @

was employed to evaluate the frequency from the FES curvature,
where k, and k; are, respectively, the harmonic force constant
obtained from the curve-fitting of gas and solution energy
surfaces, and v, is the frequency in the gas phase. These are
summarized in Table 5. The significant changing of energy
surfaces and k values shows a large effect on the solvation of
carbonate anion and introduces strong anharmonicity. The
similarity of PESs and FESs in Figure 3b for the nitrate ion in
the gas and solution phase shows a moderate effect of water on
the solvation.

Origin of the Symmetry Breaking. The present result
suggests that the symmetry breaking of carbonate anion does

Vchirawongkwin et al.

TABLE 6: Molecular Radius () and Atomic Charge Sets of
CO;s*>" and NO;~ Anions Obtained from the RISM-SCF
Calculations at the D3, Symmetry in the Solution Phase

CO;* ion NO;™ ion
HF B3LYP HF B3LYP
b (A) 2.408 2417 2377 2391
e 1.753 1.686 1.248 1.120
e —1.251 —1.229 —0.749 —0.706
e; —1.251 —1.229 —0.749 —0.706
ey —1.251 —1.229 —0.749 —0.706

occur even without specific water molecules attaching to the
ion, whereas the nitrate anion does not. What is the difference
between the two anions? The classical electrostatic free energy,
7/, based on the multipole expansion with the spherical
model,*!3? is introduced here to clarify the difference. The
expression of 7/ is

v—1 v
qp = z ZL +

= = Dir, — x|
& —(D — Dy + 1)G,
Y . w=4 O

=0 D" '[(n + DD + nD,]

where G, is defined as

v—1 v

G,= D, D eelrl"Irl"P (cos 0,) (4)
k=1 >k

The set of point charge {e,} denotes the atomic charges
evaluated by the Gill et al. procedure** at the RISM-SCF
optimized Dy, structure for the carbonate and nitrate anions, ry
is a position vector with respect to the center of mass, and ¥y
is the angle between r; and r;. The D; is the internal dielectric
constant of molecule that equals to 1, whereas D = 80 represents
water solvent. P,(cos ¥y) are the ordinary Legendre functions.
The molecular radius b was determined from the polarizable
continuum model (PCM).*> All these parameters obtained from
the RISM-SCF/HF and RISM-SCF/B3LYP are summarized in
Table 6.

The computed 7/’’s for the carbonate anion are plotted in
Figure 4, parts a and b. The calculations were performed with
different maximum orders of Legendre functions (n = 0, 1, 2,
3, 4, 5, 10, and 20). As shown in the figures, eqs 3 and 4
properly reproduce the double-minima character corresponding
to the FESs obtained from the RISM-SCF-SEDD calculations
(Figure 3a). The dipole moment (n = 1), represented with the
red lines in the figure, seems dominate the height of the barrier
in the FESs of carbonate ion. 7/’s for the nitrate (Figure 4,
parts e and f) are again identical with the FESs obtained from
the RISM-SCF-SEDD calculations (Figure 3b). These results
indicate this simple classical model is reasonably representing
the solvation free energy profile obtained from the higher-level,
coupled electronic/classical RISM-SCEF-SEDD method.

In this simplified model, both of the atomic charges and
geometrical coordinates are taken from the RISM-SCF-SEDD
computations. A hypothetical model is thus introduced to check
which contribution is responsible to the difference between the
anions. 7/’s were computed with the charge sets of the nitrate
anion at the carbonate optimized geometry (Figure 4, parts ¢
and d) and vice versa (Figure 4, parts g and h). The changing



Symmetry Breaking of Carbonate and Nitrate Anions

J. Phys. Chem. B, Vol. 114, No. 32, 2010 10517
T T 25
N — n=0
[e)—_20 — n=1
15 — n=2
— 10 — n=3
! s nls
t t 0 n=
! | - n=10
(f)‘.fg — n=20

Relative energy [kcal mol 1]

[ jow [eoy] AS10u0 aAne[Y

20

15

10

5

0 0

200 10 0 10 20 -20 -10 O 10 20
C-Torsion [°] N-Torsion [?]

Figure 4. Classical electrostatic free energy of CO5>~ ion computed with the charge sets of (a) RISM-SCF/HF and (b) RISM-SCF/B3LYP. The
hypothetical sets were taken from NO;™; (¢c) RISM-SCF/HF and (d) RISM-SCF/B3LYP (see the text). The classical electrostatic free energy of
NO;~ ion computed with the charge sets of (¢) RISM-SCF/HF and (f) RISM-SCF/B3LYP. The hypothetical sets were taken from CO3>"; (g)
RISM-SCF/HF and (h) RISM-SCF/B3LYP. All of them are plotted with various multipole expansions (n = 0, 1, 2, 3, 4, 5, 10, and 20).

0-200 T I T I T | T | T I T I T | T
— 0.150 Z4
it ]
w -
1471
2 .
E -
S
B T I T I T | T | T | T I T I T ]-2]8
-] R e S (B
5 i 11216
5] » b
R - 1214
"= - /’ \\ -
p L 1212
g | N R (N R
£ 20 .15 -10 5 0 5 10 15 20 20 -15 -10 -5 0 5 10 15 20
_I I L I T | 1 l L I T I T | |ﬁ L I L] I T | :_l__l l L] I L ! Ll ]-254
8 1.290 / L e i 4
S 1288 ©1 - - . @125
B 1286 y = - = 1.250
A s —d ¥ ) 28
1282 1 I L I 1 | 1 | 1 I 1 I L | I.\q 1 I 1 I L | 1 | 1 I 1 I L I 1 :
“%920 1510 5 0 5 10 15 20 20 -15 -10 -5 0 5 10 15 20

Torsion angle [°]

Figure 5. Distance from the center of mass to (a) carbon (black lines) and nitrogen (red lines) atoms of CO;>~ and NO;~ by RISM-SCF/HF (solid
lines) and RISM-SCF/B3LYP (dashed lines). The same plots to oxygen of CO5>~ anion by (b) RISM-SCF/HF (the black solid line) and (c) RISM-
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of total charge from —2 to —1 for the carbonate ion makes the
curvature moderate. On the contrary, the changing of total charge
from —1 to —2 for the nitrate anion raises the relative energies.
But all of these figures still remain the similar pattern corre-
sponding to the original FESs. These results suggest that the
atomic and total charges are rather minor contributions on the
peculiar properties of hydrated carbonate anion. The geometry
of the anion is the parameter that emphasizes the contribution
from the multipole expansion and makes the symmetry-broken
structure stable.

To check the geometrical difference between the anions in
detail, the distances between the central atom (carbon or

nitrogen) and the center of mass are plotted as a function of the
torsion angles (C— and N— torsion) in Figure 5a. All of them
are linear functions, representing the similar behavior with the
slightly larger slope obtained from the carbonate anion than that
of the nitrate. This means that the stabilization in carbonate anion
due to the shift of the central atom (C) is more greater than
that of nitrate (N) because the distances (Ir;l) are important to
increase the attractive contribution according to the eq 4.
However, the oxygen atoms play a more important role. The
distance plots of oxygen with respect to the center of mass at
the optimized geometry are shown for the carbonate (Figure 5,
parts b and ¢) and for the nitrate (Figure 5, parts d and e) anions;
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Figure 6. Orbital energy changing along the torsion. The HOMO
energies are plotted with respect to the Ds;, values: COs>~ in the gas
phase (dotted black line) and in aqueous solution (solid black line)
and NO;™ in the gas phase (dotted red line) and in aqueous solution
(solid red line).

obviously they look very different from each other. The drastic
decreasing as increasing of C—O distances found in the
carbonate anion around the C— torsion = 0.00° seems to be
related to the character of carbonate FESs. In other words, the
symmetry breaking in the carbonate is attributed to the peculiar
character of the optimized geometry.

The orbital energy changing along the distortion (Walsh
diagram) may provide a direct information for the present issue.
Figure 6 plots the changing of the orbital energy of the highest
occupied molecular orbital (HOMO) along the torsion angle.
The optimized geometry in aqueous solution was adopted to
plot both of the gas- and aqueous-phase values. Two nitrate
curves are nondescriptive and increase as distorting from the
highly symmetric geometry. However, the energy of carbonate
in aqueous solution again shows a peculiar character with a
minimum around 10°. It is interesting to note that the orbital
energy in the gas phase monotonically increases although the
same geometry was used. Hence, the above-mentioned peculiar
character of the optimized geometry is attributed to the changing
of orbital energy in aqueous solution. It is well-recognized that
orbital energy in aqueous solution differs from the gas-phase
one under the influence of the electric field from the polar
solvent. Many of the deeper orbitals also show a similar trend
for solvated carbonate. Presumably, the minimum is caused by
an interplay between the two different contributions: one is an
increasing in energy along the torsion corresponding to the gas-
phase behavior, the other is stabilization due to the enhancement
of multipole interaction between solute and solvent.*

Conclusion

The carbonate and nitrate anions in an aqueous solution were
investigated by means of the RISM-SCF-SEDD method. The
computed bond distances and RDFs show an excellent agree-
ment with the diffraction results.*! ~** The optimized geometries
of nitrate anion are in a good agreement with the experimental
results, meaning that the structure retains planarity in both gas
and solution phases. On the contrary, the symmetry breaking
occurs in the carbonate anion in an aqueous solution from D3,
to Cs, (or lower) losing the planarity. This phenomenon has
been detected by IR and Raman spectra* but has not been
discussed in other theoretical studies. Our calculations suggest
the strong anharmonicity of hydrated carbonate anion. It is
important to emphasize that the symmetry is inherently broken
even under the isotropic and uniform field generated by the
solvent. We also employed a simple model based on the classical
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electrostatic free energy calculations to clarify the effect.
Although the changing of the atomic charge gives only a small
effect on the profile of FESs, geometrical changing considerably
affects the contribution from the multipole moments, especially
the dipole moment, resulting in the main reason to break the
molecular planarity of carbonate ion.
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The ab initio quantum mechanical charge field molecular dynamics (QMCF MD) formalism was applied to
simulate the bisulfate ion, HSO, ™, in aqueous solution. The averaged geometry of bisulfate ion supports the
separation of six normal modes of the O*—SO; unit with C;, symmetry from three modes of the OH group
in the evaluation of vibrational spectra obtained from the velocity autocorrelation functions (VACFs) with
subsequent normal coordinate analyses. The calculated frequencies are in good agreement with the observations
in Raman and IR experiments. The difference of the averaged coordination number obtained for the whole
molecule (8.0) and the summation over coordinating sites (10.9) indicates some water molecules to be located
in the overlapping volumes of individual hydration spheres. The averaged number of hydrogen bonds (H-
bonds) during the simulation period (5.8) indicates that some water molecules are situated in the molecular
hydration shell with an unsuitable orientation to form a hydrogen bond with the ion. The mean residence
time in the surroundings of the bisulfate ion classify it generally as a weak structure-making ion, but the
analysis of the individual sites reveals a more complex behavior of them, in particular a strong interaction
with a water molecule at the hydrogen site.

Introduction

Bisulfate ion is produced by the first deprotonation of sulfuric
acid, playing an important role to form hygroscopic aerosols in
the atmosphere.' ™ The vibrational spectra of bisulfate ion were
investigated by in situ Fourier transform infrared (FTIR)
spectroscopy of molecular adsorption on the surface of Pt single
crystal electrodes,’ producing anomalous peaks from the adsorp-
tion and desorption of submonolayers of strongly bound
hydrogen.®’ The fundamental vibrational frequencies of HSO,~
ion were also assigned within the infrared spectra of concen-
trated solution in the spectral region of 600—1500 cm™'.3 The
Raman studies of aqueous NH,HSO, solutions over a broad
concentration and temperature range indicate that the bisulfate
ion is the dominant species above 250 °C and possesses Cs,
symmetry in dilute solutions.”!'® The phase diagram for the
NH4HSO,/H,0 system presented a low-temperature crystalline
phase composed of NH4;HSO, with eight water molecules."!
Although the properties of bisulfate ion have been investigated
in many experiments, most theoretical treatments were only
interested in the system of hydrated sulfuric acid.'>~'” This
motivated our interest to investigate the vibrational spectra and
the structural and dynamical properties for the HSO,™ ion and
its hydration shell in aqueous solution.

The specific investigation of an aqueous bisulfate system is
difficult by experiment, due to a mixture of sulfate and
hydronium ions produced by the second dissociation of sulfuric
acid. Computer simulations have become an alternative tool to
gain access to solvate microspecies properties needed for the
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interpretation of experimental observations and the chemical
behavior. The structural and dynamical properties of hydrated
bisulfate ion are of great significance for the detailed under-
standing of all chemical processes of this ion in aqueous
solution. However, the bisulfate ion is a composite structure
difficult to access by a conventional QM/MM method, because
of the complicated and asymmetric potential energy hypersurface
describing the interaction between the HSO,~ ion and water.
An ab initio quantum mechanical charge field molecular
dynamics (QMCF MD) formalism,'®!® however, does not
require an analytical solute—solvent potential, and hence, this
method has already been successfully employed to investigate
the structural and dynamical properties of the hydrated sulfate,*?!
phosphate,?>?* perchlorate,’>** and bicarbonate?>?*® anions. In
this work, the QMCF MD method was used to simulate the
hydrated HSO,™ ion in order to obtain its structure and some
dynamical properties, and also the vibrational spectra of all
normal modes evaluated by means of the velocity autocorrelation
functions (VACFs). The structural properties for each hydration
site and the overall molecular shell were obtained via radial
distribution functions (RDFs), coordination number distributions
(CNDs), and angular distribution functions (ADFs). The dynam-
ics were characterized by means of ligand mean residence times
(MRTs). We also evaluated structural and dynamical properties
by means of the molecular approach equivalent to the “solvent-
accessible surface” referred to in previous work.?

Methods

The ab initio quantum mechanical charge field molecular
dynamics (QMCF MD) formalism has been outlined in detail
elsewhere.!®!° Due to the inclusion of an additional quantum
mechanically treated solvent layer zone located beyond the first
hydration shell of the solute species, the QMCF method does
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not require the construction of potential functions between the
solute and water molecules; i.e., it avoids a time-consuming
and sometimes hardly manageable task necessary in the
conventional quantum mechanical/molecular mechanical mo-
lecular dynamics (QM/MM MD) formalism.?’73° A further
advantage of the QMCF MD method is the inclusion of the
point charges of the atoms in the MM region with their changing
positions in the core Hamiltonian for the QM region via a
perturbation term

g
o 0
ij

n

v-3

=1 j

M=

where n is the number of atoms in the QM region, m is the
number of atoms in the MM region, gM™ is the partial charges
of these atoms according to the selected water model, and r;
refers to the distance between a pair of particles in the QM (i)
and MM (j) regions. On the other hand, the dynamically
changing charges of QM particles, g™, determined by popula-
tion analysis contribute to the force on each atom j in the MM
region as Coulombic forces

n QM MM

M—MM __ 4 "4
= S @
i= ij

As the conventional QM/MM MD formalism, the QMCF MD
method allows the migration of water molecules between the
QM and MM region. For this process, one has to apply a
smoothing function?!

S(r) =
0 forr>r,,

(roff2 - rz)z(raff2 + 277 — 3r0n2)

2 2\3 on
(roff - ron)

where r is the distance of a given solvent molecule from the
center of the simulation box, 7. is the radius of the QM region,
and r,, is the inner border of the smoothing region. The
formalism is applied to all atoms of molecules located in the
smoothing region, ensuring a continuous transition and change
of forces for these molecules according to

}?mooth — ;VIM + (F;ayer — FJMM) X S(r) “4)

where Fi%° is the force acting on a particle j located in the
(outer QM) smoothing zone and FM™ is the force acting on a
particle j in the MM region. In this context, it has to be
mentioned that energy is not rigorously conserved, but the
related error can be considered very minor due to the short
simulation time and the large size of the quantum mechanical
region.

The bisulfate solution consisted of one bisulfate ion and 496
water molecules in a cubic box of 24.67 A with the periodic
boundary condition. The density of the simulation box was 0.997
g cm 3, i.e., the experimental value of pure water at 298 K.
The simulation was performed in the NVT ensemble using a
general predictor-corrector algorithm with a time step of 0.2
fs. The system temperature was maintained at 298.16 K by the
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Berendsen temperature-scaling algorithm? with a relaxation time
of 100 fs. The QM subregions, namely, the core and layer zone,
extended to 3.5 and 6.0 A, respectively. The quantum mechan-
ical calculation was performed by means of the Hartree—Fock
(HF) method with the Dunning double-{ plus polarization
(DZP)**3 basis sets for hydrogen, sulfur, and oxygen atoms in
the QM region, i.e., the same theoretical level employed in our
previous study of the hydrated sulfate ion.?’ The thickness of
the smoothing region was chosen as 0.2 A with the values of
7on and rgr as 5.8 and 6.0 A, respectively, according to the radial
distribution function (RDF) obtained from the equilibrated
simulation. The selected water model applied to calculate the
interactions between pairs of water in the MM region was the
flexible BJH—CF2 model,?>-*¢ with cutoff distances of 3.0 and
5.0 A for non-Coulombic interactions between H atoms and
between O and H atoms, respectively. The partial charges for
oxygen and hydrogen atoms in the water molecule according
to the BJH—CF2 model are —0.65966 and +0.32983. This water
model supports the fully flexible molecular geometries of water
molecules transiting between the QM and MM region. The
Coulombic interactions between the Mulliken charges on the
atoms within the QM region and the point charges of water
molecules according to the BJH—CF2 model are evaluated
providing an electrostatic description by a dynamically charging
field of point charges, which change according to the movements
of atoms inside the QM region and water molecules in the MM
region in the course of the simulation. This ensures the
continuous adaptation of the Coulombic interactions to all
polarization and charge-transfer effects within solute and
surrounding solvent layers.'®!° In addition, the reaction field
method combined with the shifted-force potential technique were
applied to account for long-range electrostatic potentials and
forces, with a spherical cutoff limit of 12.350 A. The system
was equilibrated with the QMCF MD method for 50 000 steps
(10 ps), and a further 50 000 steps (10 ps) were collected as
data sampling for analyzing the structural and dynamical
properties. On average, 24.8 water molecules were present in
the QM region.

The structural and dynamical properties for the hydration shell
of HSO,™ ion were not only evaluated for individual atoms but
also in a molecular manner. The molecular hydration shell of
bisulfate ion was constructed by the combination of all atomic
hydration spheres of the ion. The coordinating site for each water
molecule to the bisulfate ion was defined by searching for the
shortest distance between the oxygen atom of the water molecule
and each atom within the ion.® The molecular radial distribution
functions (RDFs), molecular coordination number distributions
(CNDs), and molecular ligand mean residence times (MRTs)
for the hydration shell of bisulfate ion are thus presented in
this Article. AIl MRT values were evaluated by the direct
method,”” counting the water exchange processes between
hydration shell and bulk. The most appropriate time span to
record a water displacement from its original coordination sphere
as an exchange process is 0.5 ps,*”* which corresponds to the
average lifetime of a hydrogen bond in the solvent.*

The dynamical properties of a fluid system related to
macroscopic transport coefficients can be evaluated from the
velocity autocorrelation functions (VACFs), and their Fourier
transformations can be interpreted as the vibrational spectra.
The vibrational spectra of bisulfate ion were obtained from the
VACFs using normal-coordinate analysis.*® The normalized
VACEF, C(1), is defined as
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where N is the number of particles, N, is the number of time
origins #;, and v; denotes a certain velocity component of the
particle j. A correlation length of 2.0 ps was used to obtain the
power spectra with 4000 averaged time origins.

Results and Discussion

Structural and Dynamical Properties of HSO4 Ion. Due
to the dynamic motion of all atoms within the system during
the simulation period, all structural parameters such as bonds,
angles, and dihedral angles within the bisulfate ion required to
construct the geometry of the ion were collected with their
statistical deviation listed in Table 1. The averaged geometry
of HSO,™ ion constructed from the structural parameters in
Table 1 is shown in Figure 1. The average S=O distances vary
within 0.070 A and are slightly shorter than those in the SO,
ion? by 0.02 A, while the single bond of S to O(4) is
significantly longer with 1.585 A. The average O—H distance
of 0.975 A for the HSO,™ ion is slightly longer than the distance
of the analogous bond in the HCO5~ ion® by ~0.02 A. The
bond and dihedral angles were collected in the form of angular
distribution functions (ADFs). The average bond angles around
the sulfur atom again indicate the similarity of terminal oxygens
and the unique property of O(4). In contrast to the strong
flexibility of the ZCO(3)H angle of the HCO;™ ion,” the
ZSO(4)H ADF shows a deviation of only 9°. Our selected
theoretical level, HF/DZP, for the QMCF MD simulation was
validated by comparing the structural parameters with those
obtained from various methods evaluated in the gas phase and
solution using the polarizable continuum model (PCM).*? The
hybrid B3BLYP exchange-correlation functional coupling with
the tzvp+ basis set*? was employed to verify the interpretation
of the spectra of photoelectron spectroscopy for the HSO,™ ion;*!
thus, we also utilized this basis set coupling with the
Hartree—Fock (HF), B3LYP, and quadratic CI calculation
including single and double substitutions (QCISD) levels to
optimized the geometry of HSO, ™ in both phases. The HF/DZP
level was also performed to investigate the effect of isotropic
and uniform field generated by the PCM to the geometry of
HSO, ion. All optimized geometries in gas and solution phase
were found to have C; symmetry. The effect of PCM on the
geometry of HSO,  ion presents slightly longer bonds of
terminated oxygen and O(4)—H bond, and a slightly shorter
S—O(4) bond. The structural parameters obtained from the
QMCF MD simulation show a similar changing pattern to the
PCM model but presenting a slightly stronger effect of explicit
water molecules on the HSO4~ ion compared with the HF/DZP
results. Due to the fact that the structural parameters from the
QCISD/tzvp+ optimization are within the deviation of those
obtained from the QMCF MD simulation, this presents a
suitability of the HF/DZP level to investigate the structural and
dynamical properties of hydrated HSO,™ ion.

The dihedral angle measured between the plane defined by
the O(4)—S—O(1) and the hydrogen atom is one of the
interesting structural characteristics, with a large deviation as
shown in Table 1. The distribution of this angle within the
simulation period is presented in Figure 2, showing a broad
band with a main peak situated at 60° and an average dihedral
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angle of 40°. This angle distribution represents the ease of
rotation for the hydrogen atom around the S—O(4) bond. This
result agrees with the experimental result of a free rotation of
OH group, treating the bisulfate ion with the C3, symmetry.*!°
We also utilized this approximation to separate three modes of
the OH group, namely, O—H stretching (¥(OH)), S—O—H
bending (6(OH)), and S—O—H torsional (y(OH)), from nine
normal modes of the O*—SO; unit. The nine normal modes of
the O*—SO; unit in C;, symmetry will span the following
representation:

I(C;,) = 3a,(R,ir) + 3e(R, ir) (6)

In the Raman and infrared spectra under Cs, symmetry, the
spectra will be predicted as only six bands, three of them
becoming doubly degenerate modes. The power spectra of these
normal modes for the HSO,4™ ion predicted by the QMCF MD
simulation are displayed in Figure 3, and the frequencies of
peaks for each mode are listed in Table 2. The v, and v; modes
seemed to identify the characteristic of the O*—SO5 unit in the
HSO,  ion when it was investigated by Raman and IR
experiments.®~1° The calculated frequencies of these modes are
in good agreement with the experimental data, again showing
the reliability of QMCF MD simulation analyzing via VACFs
the vibration modes of the solute.*!**% Tt is interesting
that the peak at 593 cm™! ® was only assigned as a characteristic
frequency of HSO,™ ion by Miller et al.* The peak of our
calculation for the 0 mode located at 603 cm™! corresponds to
the observed data,®* and hence, we assigned this mode to the
characteristic frequency of HSO, ion found in the cesium
bromide region.*® We also classified the frequency at 1341 cm™!
reported by Walrafen et al. as 04, as the other two totally
symmetric (a;) modes at 1050 and 885 cm™! were identified as
the v; and v3 modes, respectively.® However, the peak of the
04 mode calculated by our VACF method at 635 cm™' agrees
with the assignment by Dawson et al. for this mode at 585
Cm*l'l()

Our calculated spectra for the OH group present very broad
bands, as shown in Figure 3B. The power spectrum of the ¥(OH)
mode also presents the frequency band coinciding with the the
O0(OH) mode, due to the different orientation of the O—H bond
for each time origin included in the evaluation of the v(OH)
mode producing the mixed modes. By our vector projection,
the frequency bands of the v(OH), 6(OH), and y(OH) modes
are found in the region of 2573—4039, 1075—1645, and
179—928 cm™!, respectively. The v(OH) mode shows the
highest peak as a strong band at 3795 cm™! and a weak band in
the region 2573—3339 cm™! in agreement with the assignment
by the experiments.®!® The 3(OH) mode again is identified as
characteristic of the OH group by the Raman and IR
investigations,® '° and our calculated band with the peak at 1384
cm™! for this mode is in good agreement with that. The
projection of H’s velocities onto a unit vector perpendicular to
the S—O(4)—H plane for the y(OH) mode presents two bands
with peaks at 179 and 733 cm™! for a weak and a strong band,
respectively; this corresponds well with the assignment by
Walrafen et al.?

The self-diffusion coefficient (D) of bisulfate ion was
calculated from the center-of-mass VACF using the Green—Kubo
relation?’

1. t
D = 3 lim fo C(7) dt (7
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TABLE 1: Structural Parameters for the Geometry of HSO,~ Ion Obtained from the Averaging of Their Distributions with

Their Variations

HF/DZP HF/tzvp+ B3LYP/tzvp+ QCISD/tzvp+
structural parameter QMCF MD gas PCM gas PCM gas*! PCM gas PCM
S—0(1) (A) 1.453 +0.062 1.441 1.444 1.446 1.449 1.483 1.485 1.477 1.479
S—0(2) (A) 1.455 + 0.064 1.432 1.440 1.436 1.445 1.473 1.480 1.467 1.475
S—0(3) (A) 1.454 £ 0.067 1.441 1.444 1.446 1.449 1.483 1.485 1.477 1.479
S—0(4) (A) 1.585 £+ 0.076 1.619 1.579 1.626 1.585 1.709 1.655 1.682 1.635
O4)—H (A) 0.975 £ 0.064 0.946 0.969 0.947 0.970 0.968 0.993 0.969 0.993
Z0(1)SO(2) (deg) 113+7 115 114 115 114 116 114 116 114
Z0(1)SO(3) (deg) 113 +7 113 113 113 113 114 113 114 113
Z0(1)SO(4) (deg) 106 &£ 7 104 106 104 106 104 106 104 106
ZSO(4)H (deg) 113£9 108 112 107 110 104 108 104 108
0(3)SO(1)0O(2) dihedral (deg) —131+7 —136 —132 —136 —132 —137 —133 —137 —133
0(4)SO(1)0O(2) dihedral (deg) 114 £8 112 112 112 112 110 111 110 111
HO(4)SO(1) dihedral (deg) 40 £ 49 59 60 59 60 60 60 59 60

The calculated D value obtained from the QMCF MD simulation
is 1.584 x 107> cm? s™!, which is in good agreement with the
experimental value of 1.385 x 1075 ¢cm? s~'.*® This again
presents the success of the QMCF MD formalism to acquire
the dynamical properties of hydrated composite solute.
Structural and Dynamical Properties of the Hydration
Shell. With the QM radius of 6.0 A, the average number of
solvent molecules inside this region was 24.8 & 6.3, during the
simulation period. The coordinating sites of bisulfate ion consist
of five atoms, namely, O(1) to O(4) and H, interacting with
water molecules, and thus producing the hydration shell around
this molecular solute. The structural property for each site was
first evaluated by means of the radial distribution functions

Figure 1. The averaged geometry of HSO,™ ion constructed from the
structural parameters of QMCF MD simulation presenting with the
labels.
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Figure 2. The distribution of H—0O(4)—S—O0(1) dihedral angle.

120 180

(RDFs) shown in Figure 4. The maximum and minimum
distances of the hydration shell for each coordinating site
obtained from the (site)—Oyqyer and (site)—Hye, are listed in
Table 3. The shorter distances of a maximum and minimum
for each Oy—Hyuer RDF compared to each related Og—Oyyer
RDF correspond to the orientation of water molecules pointing
with hydrogen to the coordinating oxygens. Although the
geometry analysis in the previous section has shown that the
S—O bonds for the terminal oxygens O(1) to O(3) are almost
identical, the hydration shells for each site present a different
structure reflected by some variations of maximal and minimal
distances in their RDFs. The RDFs of the hydration shell of
O(2) represent a slightly more compact structure than those of
the other two sites. With respect to the averaged geometry of
HSO, ™ ion (see Figure 1), the O(2) site is far from the hydrogen
atom so that the water molecules can hydrate this site with less
perturbation from the hydrogen atom. The RDFs of O(4) atom
show a more flexible hydration shell than the terminal oxygens,
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Figure 3. Power spectra of (A) the O*—SO; unit consisting of (a) vy,
(b) v,, (¢) v3, (d) 4, (e) 05, and (f) O modes and (B) three modes for
the OH group consisting of (a) v (OH), (b) 6 (OH), and (c) y (OH)
modes.
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TABLE 2: Vibration Frequencies (cm™') of Highest Peak
for Each Normal Mode of HSO,™ Ion Evaluated by the
VACFs of QMCF MD Simulation, Given as Values Scaled
by the Factor 0.902%! in Parentheses

vibration mode QMCF MD Raman and IR

v, symmetric SO3 1140 (1028) 1050, 1052,” 1050¢
stretch, a;

v, asymmetric SO; 1303 (1175) 1191,* 1230¢
stretch, e

v3; S —(OH) 961 (867) 899, 898" 885¢
stretch, a;

4 symmetric SO; 635 (573) 585,% 1341¢
deformation, a,

5 asymmetric SO3 440 (397) 4224 417¢
deformation, e

06 SO, bending, e 603 (544) 593¢

v (OH) 3795 (3423) 2900, 3000¢

0 (OH) 1384 (1248) 1340, 1240,0

1175—1250,° 1800°
y(OH) 733 (661) 675—740¢

“Raman data of 3.8 mol kg~' NH4HSO, solution at 25 °C.'°
» Raman data of 0.876 mol kg~! NH4HSO, solution at 22 °C.° ¢ IR
data of concentrated aqueous solutions of sulfuric acid in the region
290—4000 cm™'.3

indicated by the flat shape and lower maximum of the
O(4)—Hy4er RDF in the region assigned as hydration shell. The
RDFs of H atom indicate the direction of the oxygen atom of
water pointing to this site, and represent a well-defined structure
by a strong peak in the H—Oy,; RDF.

The distances of the minima for each (site)—Oyer RDF were
employed to evaluate the coordination number distribution
(CND) for the sites, as shown in Figure 5. Their averaged
coordination numbers are also listed in Table 3 in the last
column. The O(2) atom located in the far position from the
hydrogen atom has the smallest coordination number among
the oxygens and a significantly large average CND of O(3),
again illustrating the different hydration structure for these
oxygen atoms. The reasons for small deviations of the coordina-
tion numbers of the three terminated oxygen atoms are to be
seen in slight deviations from the Cs, symmetry in the course
of the simulation and the short sampling time, which would
not cover sufficient orientations to include all possible configu-
rations. Hence, the difference of 0.3 water molecules cannot be
considered statistically significant. The actual effect of water
molecules to each oxygen site requires further details as the
average number of H-bonds, presented with the following
analysis. The minimum of the O(4)—Oyu RDF at 3.46 A
utilized to evaluate its CND also includes a part of the hydration
shell of hydrogen atom. This leads to an overcounting of the
coordination number for the composite molecular solute.?>? To
clarify this problem, we again evaluated the RDF and CND for
the molecular structure employing the distances of minimum
for each (site)—Oyuer RDF as the criterion to assign the
coordinating site for each water molecule shown in Figure 6.
The characteristic values of molecular hydration shell and its
averaged coordination number obtained from the molecular
surface—water RDFs and CND are also listed in Table 3 in the
last row.

The surface—Oy,er RDF presents two peaks at 1.80 and 2.90
A in the region of 0.00—3.72 A, corresponding to the hydration
spheres of hydrogen and all oxygen atoms. The peak of
O;—Oyqer Within the molecular RDF is well-defined and stronger
than that in the individual Og—Oy,er RDFS, representing more
water molecules confined in the molecular hydration shell than
those in the individual hydration spheres. However, the total
average coordination number of 10.9 for all individual sites is
larger than the average coordination number of 8.0 for the

J. Phys. Chem. B, Vol. 114, No. 35, 2010 11565

2-0 IlllllllllllllIIIIIIIIIII]]]IIIIIIIIIIIIIIIIIIIII

15 (a) —

g0(1) - water r

g0(2) - water(r)

g0(3) - water(r)

g0(4) - water(r)

1.5
1.0 —

gH - water(r)

0.5
0.0_||||||||Il|| ||||||||||||||||||||||||||||||||||_
0O 1 2 3 45 6 7 8 910
r[A]

Figure 4. RDF plots of (a) O(l)—water, (b) O(2)—water, (c)

0O(3)—water, (d) O(4)—water, and (¢) H—water; solid and dashed lines
refer to the RDFs for the O and H atoms of water, respectively.

TABLE 3: Characteristic Values of the Radial Distribution
Function gqs(r) for Each Site of HSO,™ Ion in the Hydration
Shell Determined by the QMCF MD Simulation

rmin(Ow)a rmax(Hw)a rmin(Hw)a n‘

coordinating site  ripax(Oy)”

Oo(1) 2.86 3.56 1.92 272 2.4
0(2) 2.86 3.44 1.98 252 2.1
0Q3) 2.92 3.88 1.98 2.68 3.5
O4) 2.90 3.46 222 3.34 1.9
H 1.78 2.64 2.48 3.08 1.0
surface 1.80, 2.90 2.42, 3.72 2.10 3.72 8.0

“ Fmax and rp;, are the distances of the maximum and minimum of
gop(r) for the hydration shell in A, and n is the averaged
coordination number of the shell, respectively.

molecular hydration shell, showing an overcounting of ~3 water
molecules, due to the overlap of individual hydration spheres
as observed also in the hydration structures of sulfate® and
bicarbonate ions.
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The orientation of water molecules in the individual hydration
spheres was investigated by means of the angular distribution
function (ADF) of Oy,—H,,***(site) angles, shown in Figure 7.
These ADFs show a similar pattern with two peaks located at
ca. 60 and 160°, corresponding to the two hydrogens of
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Figure 7. O,—H,,***(site) ADFs for (a) O(1), (b) O(2), (c) O(3), (d)
0O(4), and (e) H atom of HSO,™ ion.

hydrating water molecules. The H,,. atom pointing to the
terminal oxygen sites is represented by the large angles. The
ADF of O(4) displays a different orientation of hydrating water
molecules with a high probability of small angles and very low
probability of large angles, indicating that most of the Hyyer
atoms do not point to this site.

According to the dynamical movements of all atoms within
the system, the number of H-bonds between the bisulfate ion
and the hydrating water molecules fluctuates during the simula-
tion period. Since the definition of H-bond has been expressed
in two different ways, namely, an energetic and a geometric
criterion,*3 we utilized the structural criterion depending on
the cutoff parameters (distances Rf§h and RS} and angle ¢©) in
analogy to water—dimethyl sulfoxide mixtures>' and hydrated
bicarbonate ion.?® The cutoff distances R}, and RS} for each
oxygen site were obtained from the corresponding (Os—Haer
and Oy—Oyuer) RDFs, while the cutoff parameters for the
hydrogen site employed the distances of the first boundary in
the H—Oyyer and O(4)—Oyqer RDFs, respectively. The angle
@© was set to 30°.>' The number of H-bonds as a function of
time for each site is shown in Figure 8, presenting an average
number of H-bonds of 1.5 £ 0.8, 1.5 £ 0.8, 1.6 £ 0.8, 0.4 £
0.5, and 0.9 % 0.3 for the O(1), O(2), O(3), O(4), and H sites,
respectively. The smaller average number of H-bonds compared
with the corresponding average coordination number for each
hydration site indicates that some water molecules located in
the hydration shell actually coordinate with the bisulfate ion,
while others have an unsuitable orientation to form an H-bond.
The slight difference of the average number of H-bonds for the
O(1), O(2), and O(3) again presents the identical characteristics
of these sites, corresponding to the Cs, symmetry. This
difference for the O(4) site (ca. 1.5 molecules) clarifies the
inclusion of extra water molecules from the hydration shell of
the H site, and proves a weak interaction with water molecules
at this site. The average number of H-bonds (5.8) compared
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Figure 8. Number of hydrogen bonds between (a) O(1), (b) O(2), (c)

0(3), (d) O4), and (e) H atom of HSO4~ ion and water molecules
within the hydration shell during 10 ps of the QMCF MD simulation.

with the average coordination number (8.0) for the molecular
ion shows that ~2 water molecules are located in the molecular
hydration shell without forming H-bonds to the bisulfate ion,
however.

The dynamical properties of water molecules hydrating the
bisulfate ion were investigated by the ligand mean residence
time (MRT) evaluated by the direct method,?” from the average
number of water molecules in the hydration shell during the
simulation and from the number of exchange events for two
time parameters r* = (.0, defined as the minimum duration of
a ligand displacement from its original shell to account for an
exchange process. r* was set to 0.5 ps in accordance with the
average lifetime of a hydrogen bond,* whereas * = 0.0 counts
all exchange attempts. All MRT values for individual oxygen
and hydrogen sites were summarized in Table 4. The total
number of water molecules counted for individual exchange
processes of all oxygens and hydrogen were 90 and 37, being
larger than those counted for the molecular hydration shell (33
and 19). The total number of attempted and lasting exchange
processes of individual atoms evaluated at r* = 0.0 ps (576
events) and * = (0.5 ps (73 events), respectively, are also higher
than the 410 and 39 events counted by the molecular approach,
which avoids counting water molecules within the intersection
of individual hydration spheres. The difference in exchange
processes (73 and 39, respectively) shows that half of the
exchange events are actually migrations of water molecules
between the coordinating sites of HSO,™ ion, similar to the
HCO;~ system.? The number of processes needed for one
successful water exchange, R.,, for the terminal oxygen atoms
indicates a weak interaction with the water molecules in their
vicinity compared to the hydrogen site. The peculiar value of
R« for the O(4) site stems from the partial inclusion of the
hydration sphere of the hydrogen site. The standard relaxation
time used in the direct method with #* = 0.5 ps leads to the
MRT of water ligands at the coordination sites, while the
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TABLE 4: Mean Ligand Residence Time 7 in ps, Number
of Accounted Ligand Exchange Events N, and Total Number
of Processes Needed for One Successful Water Exchange R,
Obtained from the QMCF Simulation

t* = 0.0 ps = 0.5 ps
N/ N |
Niw 10ps® 78" Ny 10ps® o Re!

Oo(l) 17 118 0.20 10 19 1.27 6.2
0(2) 19 131 0.17 8 21 1.04 6.2
0@3) 25 160 0.22 12 24 1.47 6.7
04) 22 110 0.17 5 7 2.72 15.7
H 7 57 0.17 2 2 4.95 28.5
surface 33 410 0.19 19 39 2.02 10.5
H,O¢ 2693 0.2,7 0.33% 2437 1.7, 1.513%  11.2%
H,0' 1312 0.2,°%20.55% 20°% 1.3%2 6.5

“Number of ligands involved in the MRT evaluation according
to the value of *. ®» Number of accounted exchange events per 10
ps lasting at least 0.0 and 0.5 ps, respectively. ¢ Mean residence
time determined by the direct method” in ps. ¢ Average number of
processes needed for one successful ligand exchange. ¢ Values
obtained from a QM/MM-MD simulation of pure water’’*® in ps.

/Values obtained from a QMCF MD simulation of pure water’ in

ps.
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Figure 9. Distance plot of the molecular anion sites and oxygen atom
of water as a function of time during the QMCF MD simulation period.

hydrogen bond lifetimes can be estimated with #* = 0.0 ps.?>%’

The corresponding value obtained from the simulation of the
pure water system based on the QM/MM MD formalism is 0.33
ps; the #* = 0.0 values account for each hydrogen bond making/
breaking process.® Both mean residence times and hydrogen
bond lifetimes for the individual sites and the molecular ion as
a whole prove HSO,  as a weak structure-making ion. This
effect is not evenly distribution to all sites of the ion but most
pronounced near the hydrogen site, as shown in Figure 9. This
plot presents the distances of all water molecules within the
molecular hydration shell measured from each coordinating site.
After an exchange of water molecules binding to the hydrogen
site at 1.0 ps, the water molecule retained the interaction with
this site until the end of sampling time. Structure breaking/
making is commonly regarded as a property related to the
dynamics of the water molecules in the surrounding of a solute.
If it was defined only as a structural effect, any kind of solute
would break some H bonds of the solvent and hence its structure.
However, in a dynamical sense, structure making means the
formation of a layer of solvent molecules around the solute with
lower mobility, while structure breaking would mean that the
surrounding solvent molecules are more mobile than the solvent
molecules in the bulk. Although the Berendsen temperature-
scaling algorithm™ requires in principle a long simulation period
to sufficiently describe the phase space, a large number of
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successful simulations published indicate that our simulation
time of 10 ps is adequate to reproduce well the properties of
hydrated ions, and thus also of the bisulfate ion. Comparing
results for exchange dynamics and H-bond life times for
simulations of pure water*® and experimental results* the HF
method seems to be a good compromise between accuracy and
affordable computational effort to estimate dynamical effects
as well. Although HF and the methodical problems associated
with the thermostatisation probably lead to slightly underesti-
mated values, the associated errors are probably within a 10 —
20% range.

As HSO, ion is still a fairly strong acid in water, a
dissociation process could be expected to be observable.
However, this is a function not only of the thermodynamics
but also of the kinetics, and even in the case of a much stronger
acid, namely, HCI, despite a number of attempted proton
transfers within 10 ps of simulation, no full proton transfer could
be observed.* There is no doubt that, over a much longer
simulation time, such a process would occur, however.

Conclusion

Our QMCF MD simulation results for hydrated bisulfate ion
are well compatible with the Raman and IR experiments,
assuming Ci, symmetry.”!® The vector projection of each
vibration mode coupling with the VACEF calculations gives the
vibrational frequencies in good agreement with the experimental
observations, especially of the characteristic modes.®'° These
results again indicate the success and reliability of our approach
to investigate the properties of composite hydrated anions.?0~2°
The HSO4™ ion is characterized as a weakly structure-making
ion in aqueous solution, slightly weaker than the sulfate ion.?°
The hydrogen site forms a significant hydration structure
characterized by a strong H-bond with one water. This stronger
interaction of the hydrogen site of the HSO,~ ion compared to
that of the HCO;™ ion reflected by the mean residence times of
water ligands at the hydrogen site of 4.95 for the HSO,™ and
0.82 for HCO;~ » clearly demonstrates the higher acidity of
HSO,". The water molecules hydrating the bisulfate ion have
a high mobility, reflected by rapidly changing binding sites and
orientations while forming and breaking H-bonds with the ion.
To describe these effects by classical or conventional QM/MM
molecular dynamics would be a most difficult task, as it would
have required the construction of analytical interaction potential
functions taking into account all the asymmetry of the interaction
between solute and solvent, which in the case of bisulfate would
be difficult and subject to many possible error sources and
inaccuracies.
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The hydration structure of the bisulfide (HS™) ion in dilute aqueous solution was characterized by means of
an ab initio quantum mechanical charge field (QMCF) molecular dynamics simulation at the Hartree—Fock
level employing Dunning double-{ plus polarization function (DZP) basis sets. An average H—S bond distance
of 1.35 A resulted from the simulation and a hydration shell located at 2.42 A Sus-+**H,, and 3.97 A HS™
distances, respectively. At the sulfur site, the average coordination number is 5.9 £ 1.1, while the value for
the hydrogen site is 9.2 & 1.6. The calculated Hys-—Sys- stretching frequency of 2752 cm™! obtained from
the QMCF MD simulation is in good agreement with that reported from the Raman spectrum (2570 cm™')
only if a scaling factor of 0.89 is applied. The stability of the nondissociated HS™ structure is reflected by the
force constants of 436.1 and 4.5 N/m determined for the Hys-—Sys- and Hyg-<+*O,, bonds, respectively. A
weak structure-making effect of the hydrated HS™ ion results from the mean residence times of 1.5 and 2.1
ps of coordinated water molecules at the sulfur and hydrogen sites of the HS™ ion, respectively.

1. Introduction

The chemistry of sulfide ions is an interesting area, not only
in the fundamental chemistry and electrochemistry of numerous
salts! but also in atmospheric pollution as a constituent of the
sulfur cycle,” petroleum hydrodesulfurization processes, as well
as paper and pulp industries. In aqueous solution, bisulfide (HS™)
ion can be obtained from the dissolved hydrogen sulfide (H,S)
with a suggested pK; value of 7.01,> while the subsequent
dissociation of the bisulfide leads to the sulfide (S*>7) ion,
characterized by large experimental values of pK, in the wide
range 12.5—18.5.47!"" For example, Stephens and Cobble’
presented a value of 13.78, Licht et al.? reported a value of 17.1,
and Migdisov et al.’ selected a value of 17.4 at 25 °C. All of
these indicate that HS™ exists as a major species in aqueous
H,S solution, while minor activities of S~ only occur in
extremely high ionic strength solutions.® In general, HS™ acts
as a Lewis base, whereas H,S can behave as a Lewis base or
acid. Due to the dominance of bisulfide ion in aqueous solution,
several experiments confirmed that the bisulfide ion acts as the
initial species to form metal hydrosulfide in the precipitation
of metal sulfide from solution, which is of great environmental
interest.'>! To our knowledge, no structural analysis of the HS™
ion in aqueous solution has been performed by experimental
techniques, only the H—S vibrational frequency of 2570 cm™!
was determined by Raman spectroscopy.” For theoretical
investigations, there have been a few calculations aimed at the
structure and stability of [H,S(H,O)], clusters,'*"!® which are
not directly relevant for the solvated HS™ ion.

Recently, the quantum mechanical charge field (QMCF)
molecular dynamics simulation approach has been developed, '’
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presenting a suitable tool to investigate composite and asym-
metrical ions in aqueous solution,?°~%3 since the first and second
hydration layers are included in the quantum mechanical
treatment. In our previous publications,?!?? structural and
dynamical properties of aqueous HF and HCI solutions were
successfully studied using this technique. Therefore, it was of
great interest to characterize the hydration structure as well as
the dynamical behavior of the analogous HS™ compound with
its extremely weak acid behavior in aqueous solution by
employing the QMCF MD methodology.

In the present work, an ab initio quantum mechanical charge
field molecular dynamics simulation at the Hartree—Fock level
was performed for a system consisting of one HS™ ion plus
498 water molecules. To characterize the hydration structure
of the hydrated HS™ ion, numerous structural parameters such
as radial distribution functions, coordination numbers, angular
distributions, 6 angle, and tilt angle distributions were deter-
mined. The vibrational frequency of the H—S bond was
determined to compare it with the experimental value, while
the Hys-+++O,, vibrational mode was calculate to describe the
hydrogen bond strength between solute and water molecules.
Subsequently, dynamics of ligand exchange processes between
hydration shell of the HS™ ion and bulk were analyzed on the
basis of the mean residence times.

2. QMCF MD Simulation

The quantum mechanical charge field (QMCF) molecular
dynamics simulation'®?* is a technique based on a partitioning
scheme similar to conventional QM/MM MD methods,> ™%
which divides the system into two parts (QM and MM regions)
where different levels of theory are appropriately applied. In
the QMCEF technique, the QM region using the ab initio quantum
mechanical calculation is extended to include the second
hydration shell and also splits into two subregions, which are

10.1021/jp104856q © 2010 American Chemical Society
Published on Web 09/21/2010
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the core region containing the solute and the first solvation shell
and the solvation layer containing only solvent molecules. In
addition, the QMCEF technique describes the Coloumbic interac-
tions of the solute with bulk solvent molecules by quantum
chemically evaluated partial charges of the atoms in the QM
region and the point charges of the atoms in the MM region.
The charges of the MM particles also enter as a perturbation
term into the core Hamiltonian:

Hep = Hyp + ‘/l QY
M
N4
vi= 2 @)
j=1"y

where g; are the partial charges of each atom in the MM region
as defined in the used water model BJH-CF2,%% i.e., —0.65966
and +0.32983 for oxygen and hydrogen, respectively. Conse-
quently, the forces acting on each particle in the different regions
are defined as

M qQMqMM
Fcore _ FQM + 2 J i (3)
r..
i
M QMqMM M
layer _ FQM z i z FSJHnC 4)
i=1 r ij i=1
Ni+N, QM MM N,
2 FBJH + 2 + 2 FBJHnC

] i=1
i¢j

®)

where Fy°, Fiver and F'™ are the forces acting on particle j
situated in the core region, the solvation layer, and the MM
region, respectively. M is the number of atoms in the MM
region. In each simulation step, the ab initio quantum mechanical
forces in core and layer regions (F¥°° and FI™¥") are evaluated
in conjunction with the Coulombic forces obtained from all
particles in the MM region. The non-Coulombic forces between
the core particles and the MM particles are neglected, justified
by the distance between the core and the MM region of at least
3 A, while the QM forces in the layer (F°) are supplemented
by the non-Coulombic forces of particles in the MM region
according to the BJH-CF2 water model.?®?° Consequently, the
forces in the MM region (FMV) are determined by the BJH-
CF2 water model*®?° augmented by the Coulombic forces
exerted by all particles in the core region (N;) and the layer
region (N,), and the non-Coulombic forces (Fj'™M"C) generated
by the particles in the layer region (NV,).

During the QMCF MD simulation, the migration of solvent
molecules between the QM and MM region can occur fre-
quently. To ensure a continuous transition of forces at the
boundary, the forces acting on each particle in the system can
be defined as

FSmooth FMM + (Flayer FivIM)'Sm(V) (6)

where FMMand Fi%°" are the forces acting on the particle j in
the MM region and located in the solvation layer, respectively,

Kritayakornupong et al.

r is the distance of the water molecule from the sulfur atom of
the HS™ ion, and S,, is a smoothing function,*

S.(rn =1
(ro2 - r2)2(r02 + 27 — 3r12)

2 2\3
(Vo _r1)

for r = r

Sn(r) =

for 1 <r=r,

S, =20 for r>r,

)

where 7, is the inner border of the smoothing region and ry is
the radius of the QM region. Further details of the method are
presented in refs 19 and 24.

The QMCF MD simulation of the bisulfide ion in aqueous
solution was performed in a 24.7 Ax247Ax247A periodic
boundary cubic box, consisting of one HS™ ion plus 498 water
molecules. The canonical NVT ensemble was controlled by the
Berendsen temperature-scaling algorithm®' using a relaxation
time of 100 fs to keep the temperature at 298.15 K. The density
of the simulation was fixed at 0.997 g cm ™3, corresponding to
the experimental value of pure water at this temperature. The
time step of the predictor-corrector algorithm was set to 0.2 fs,
enabling an explicit description of hydrogen movements. The
flexible BJH-CF2 water model?®? for the MM region also
enables explicit hydrogen movements, thus ensuring a smooth
transition of water molecules between QM and MM region.
Cutoff distances of 5 and 3 A were used for non-Coulombic
O—H and H—H interactions, respectively. The radial cutoff limit
for Coulombic interactions was set to half the box length and
the reaction field*® was applied to correct for long-range
Coulombic interactions. The radius of the core region was
chosen as 3.0 A with the layer region ranging from 3.0 to 5.7
A in which the smoothing function®® was applied between r
(5.7 A) and r; (5.5 A). The TURBOMOLE 5.9 program*~33
was employed to evaluate the forces in the QM region calculated
at the restricted Hartree—Fock (RHF) level. Dunning double-&
plus polarization function (DZP) basis sets**** were applied
for sulfur, oxygen, and hydrogen atoms. A methodical test was
performed for a comparison of the geometric parameters obtain
from the HF method optimization of [HS(H,0),]” (n = 0—6)
clusters with and without diffuse functions of the DZP basis
set. It was found that the average H—S distances determined
by the HF/DZP+ method are slightly shorter by ~0.002 A than
those evaluated from the HF/DZP method. In addition, the H—S
distance in the [HS(H,0),4]™ cluster is 1.3333 A calculated from
the HF/DZP method, which is in good agreement with that
evaluated from the MP2/6-31+G(d,p) method (1.33 A).' These
prove that the diffuse functions can be neglected. The initial
configuration was taken from the simulation of the HF molecule.
After equilibration of 6 ps, a 10 ps run was used for sampling.
To ensure that true equilibrium had been established, the
sampling trajectory was separately evaluated for the first and
second 5 ps. The simulation protocol applied in this work is
similar to that utilized in previous simulations of aqueous HF
and HCI solutions.?"??

Similar to the HF and HCI molecules, the HS™ ion has the
C.., symmetry, indicating that vibrational motion of the HS™
ion is both infrared- and Raman-active. Velocity autocorrelation
functions (VACFs) were evaluated to gain access to the
vibrational spectrum of the HS™ ion in aqueous solution. The
velocity of the hydrogen atom was projected onto a unit vector
parallel to the corresponding S—H bond (ui;), while the
vibrational mode v is the projection of the hydrogen velocity
onto the unit vector u;. The vibrational frequencies of the normal
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Figure 1. (a) Hys-**+O,, and (b) Sys-***H, RDFs and their corre-
sponding integration numbers.

mode and the intermolecular Hyg-++-O,, interactions were
calculated by their Fourier transformations of the velocity
autocorrelation functions (VACFs). The normalized VACF, C(z),
is defined by

N N
Z 2 v(t) vt, + 1)

0 =—r— (7a)
NN, Do) vt
i

where N is the number of particles, N, is the number of time
origins t;, and v; denotes a certain velocity component of the
particle j. The power spectrum of C(f) was determined using a
correlation length of 2.0 ps.

3. Results and Discussion

3.1. Structural Properties. To describe the structural prop-
erties of the HS™ ion in aqueous solution, several hydration
parameters such as radial distribution functions (RDF), coor-
dination numbers, and angular distributions were determined.
An averaged H—S bond distance of 1.35 A was evaluated for
HS™ in water. Figure 1 illustrates the radial distribution functions
for both atoms of the HS™ ion and their neighboring water
molecules together with the corresponding integration numbers.
The first broad Hyg-+**O,, peak corresponding to the hydration
shell is peaking ~4 A, covering a wide range of 2.1—4.6 A.
Weak intermediate peaks at 3.2 and 3.6 A correspond to water
molecules near the H of the HS™ ion. As the mean Hyg-+*+O,,
distance ~4 A is much larger than the Hyg*+*O,, and
Hycy»+ - Oydistances of 1.62 and 1.84 A observed in aqueous
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Figure 2. Coordinatioon number distributions of (a) H (up to 4.5 A)
and (b) S (up to 4.0 A) atoms in the first hydration shell of the HS™
ion.

HF and HCI solutions, respectively,?'?? the extremely weak

acidity of the H atom and thus its inability to form stable
hydrogen bonds is clearly recognized. As visible in Figure 1a,
the minimum between the first shell and bulk is far from the
baseline, indicating frequent water exchanges and a very weak
separation of the hydration shell from bulk. Figure 1b presents
the Sys-***H,, RDF and the corresponding integration. The first
sharp Sps-+*H,, peak is centered at 2.42 A, reflecting that the
water molecules in the first hydration shell bind much more
strongly to the sulfur site than to the hydrogen site. According
to Figure 1b, a second Sys-***H,, peak within the range 3.2—4.0
A with its maximum at ~3.7 A can be assigned to the distance
between sulfur atom and the second hydrogen atom of coordi-
nated water molecules in the hydration shell.

The hydration shell coordination number distribution deter-
mined from the Hyg-+++O,, interactions of the HS™ ion in
aqueous solution is shown in Figure 2a. A variation between 5
and 12, with 9 being the most dominant species is obtained
from the simulation. As shown in Figure 2b, the coordination
number distribution of the Sys-+++O,, interactions covers a
narrower range of 4—10 with an average value of 5.9 £+ 1.1.
These results confirm the assumption of a very weak water
coordination at the hydrogen site of the HS™ ion. To see whether
a true equilibrium has been established, the first and the second
half of the sampling trajectory were analyzed separately and
listed in Table 1. The results prove that there is only a minor
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TABLE 1: Coordination Numbers for the Hydration Shell
of the HS™ Ion Evaluated for Sulfur and Hydrogen Sites,
and in a Molecular Manner

simulation time (ps) CND-S CND-H CND-HS™
0-5 59+ 1.1 93+ 1.6 102+ 1.6
5-10 58+ 1.0 9.0+ 1.5 99415
0—10 59+ 1.1 92+ 1.6 10.0 £ 1.7

difference between both parts, which also gives a confidence
limit for the overall results.

To further detail the hydrogen bond interactions of the HS™
ion in aqueous solution, the angular distribution functions of
the Oy***Hyus——Sus— and Hys——Sus—***H,, angles in the first
hydration shell were examined as depicted in Figure 3. Both of
these extend over almost the whole range from 0° to 180°, with
a clear preference of nonlinear, almost rectangular H bonds.
This result is in strong contrast to the cases of Oy ***H—X bonds
of HF (170°)?! and HCI (161°).?> The Hys-—Sps-+**H,, angle
peaking at ~100° is smaller but not so different from the
HHF_FHF"'HW and HHCI_CIHCI'"HW angles of 116° and
1 120'21,22

3.2. Dynamical Properties. On the basis of the velocity
autocorrelation functions (VACFs) and their Fourier transforma-
tions, the vibrational frequencies of the normal mode Hys——
Sus- and the intermolecular Hyg-°++O,, interactions were
analyzed. The power spectra of the Hyg-***O,, and Hys-—Sps-
vibrational modes of the hydrated ion obtained from the
simulation are presented in Figure 4. As shown in Figure 4a,
the maximum frequency of the Hys-*** Oy, vibrational mode in
the first hydration shell is centered at 285 cm™!, with two
shoulder peaks at 204 and 383 cm™!, corresponding to the force
constants of 4.5, 2.3, and 8.2 N/m, respectively. The calculated
force constant of 4.5 N/m obtained from the Hyg-*+*Oy
frequency is slightly weaker than the value of 5.9 N/m
determined from the Hyp+++O,, interaction.”’ However, it is
much stronger than that of 1.6 N/m evaluated from the
experimental O, —H,,***0,, stretching frequency of 170 cm™!
in pure water.*® This indicates a preference of the nondissociated
structure of the HS™ ion, which was also observed in the case
of HF.2! The intramolecular Hys-—Sys- stretching mode ob-
tained from the QMCF MD simulation is centered at 2752 cm ™!
(a value of 2449 cm™' is obtained, if the intramolecular
frequency is scaled by the standard factor of 0.89%°"%? for
Hartree—Fock results), which is in reasonable agreement with
the experimental evaluation by Raman spectroscopy (2570
cm™!).” The deviation can be explained by the high concentration
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Figure 3. Distributions of (a) Oy***Hus-—Sus- angles and (b)
Hys——Sus—***H,, angles, obtained from the QMCF MD simulation.
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TABLE 2: Mean Ligand Residence Times and
Sustainability of Migration Processes to and from the First
Hydration Shell of Sulfur and Hydrogen atoms of the
Bisulfide ion

¥ =0 ps = 0.5 ps
solute Lsim IVSX TQIZO IV{e)i(S T[t){'fo Rex
Sus- 10.0 190 0.3 40 1.5 4.8
Hus- 10.0 900 0.1 43 2.1 20.0
bulk® 10.0 131 0.2 20 1.3 6.5

“Values obtained from a QMCF MD simulation of pure water.**

of perchlorate solution employed in the Raman study’ and/or
the inaccuracy of the Hartree—Fock method and the relatively
small basis set. The force constant of 436.1 N/m for the
Hys——Sus- bond confirms the stability of the HS™ ion in water.

Additional information about the solution dynamics was
obtained in terms of the mean residence times (MRTS),
corresponding to ligand exchange processes in the first hydration
shell of the HS™ ion and determined by the “direct” method*
for both sulfur and hydrogen sites of the HS™ ion. The number
of ligand exchange processes, the mean residence times, and
the number of attempts needed for a sustainable ligand migrating
from the hydration shell as revealed by the use of both time
parameters #* 0.0 and 0.5 ps are listed in Table 2. As shown in
Table 2, only 43 ligand exchange processes lasted longer than
0.5 ps at the hydrogen site of the HS™ ion during the simulation
time of 10 ps, while 900 exchange attempts were recorded for
t* = 0.0 ps. The calculated MRT values for the hydrogen site
are 0.1 ps and 2.1 for r* = 0.0 and 0.5 ps, respectively. The
MRT value of 2.1 ps is considerably larger than that of pure
water determined from a QMCF simulation (1.3 ps)* and HCI
(0.8 ps),?? but it is slightly smaller than that of HF (2.5 ps).”!
At the sulfur site, the MRT values of 0.3 and 1.5 ps for r* =
0.0 and 0.5 ps were obtained, corresponding to 190 and 40
exchange processes, respectively. As the result, the mean
residence time for the water ligands located around the sulfur
atom is shorter than that evaluated for the fluorine (2.1 ps) and
chlorine (2.1 ps) sites of HF and HCI, respectively,?"?> sug-
gesting weak hydrogen bond interactions at the sulfur site of
the HS™ ion. For the evaluation of hydrogen bond, the distances
of 40 and 4.5 A for hydrogen and oxygen atoms of water
molecules and angle of >120° were applied to define hydrogen
bonds between HS™ and water molecules. Hydrogen bond life
times estimated for the Sys-—Hpg-+++O,, and Hys——Sps-***Hy,
hydrogen bonds are 0.23 and 0.26 ps, respectively. The average
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lifetime of the Sys-—Hpyg-*** Oy, hydrogen bond is much smaller
than that determined by experimental investigation of pure water
(0.55 ps),* and a QMCF MD simulation (0.33 ps).* The value
of 0.26 ps of the Hyg-—Sps-***H,, hydrogen bond is also smaller
than the corresponding values of 0.36 and 0.31 ps for HF and
HCI. These results reflect once more a very weak hydrogen bond
between the HS™ ion and its neighboring water molecules in
the hydration shell. According to the MRT values and the
hydrogen bond lifetimes obtained from the QMCF MD simula-
tion, the HS™ ion in aqueous solution behaves as weak structure-
making species.

4. Conclusion

A detailed description on hydration structure and dynamics
of the HS™ ion in aqueous solution could be obtained using a
QMCF MD simulation. The Hys-—Sys- vibrational frequency
predicted from the QMCF MD simulation is in reasonable
agreement with the experiment, while very weak hydrogen
bonding between the bisulfide ion and its neighboring water
molecules was recognized. These data confirm the preference
of nondissociated HS™ in aqueous solution. As expected, ligand
exchange processes in the hydration shell occur frequently at
both sites of the HS™ ion.
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