8 WILRUL amgm‘i

Q@ o =)

AN Tna 1w daveINTA RAAIGILUNNT

]
=

uungﬂmzﬁ'vmwwm

= 6 P=|
1oy auanoh kot

AW 2561



fuiaafl MRG5380028

189U TL R awyini

o o a

AUt ua i UavaINTARAIG LA WNT

=

uuﬂgﬂmz"ﬁmawwm

v v Q 6 A

8 FUINU DG

q

) 22

FUFING ATUINLIFIRSS URIINYIRYLTI AL

Se080 mqu@ SRIBNITWN aanuaﬁfn agl,umﬁfﬁ“ﬂ

LRZNHIINLNE L%ﬂdi%&i

%

@nuulunonuihduvesfids ani. uszdusina lidududesiudioianaly)



Unaaea

ﬁmmﬁmﬁ@mﬁumiﬁaﬁmmﬁmsiamlam”wi’]Lﬁumﬂ%aLﬁuﬁﬁmamm@muﬂ%gﬁ
a =) a U ‘é a Y Qs o =) Qs =) Qs o =) {
aami‘?ﬂLmsﬁaumLﬂum@]ﬂ@mml@mmmumsgﬂwu JaaNauINTARAGIGILIAUANTN
a A =) a A 6 = a E 6
NITURDINANTAD NTAHRATRANTUILNTA AN DU

W G nguniztuiawiziuss L' (G) unuiindvesisidunamansndufiingald
wwusuyIslifisuivretans Wrediadaaningdues G,C(G), lududanguras
dunusnazad L'(G) 1 L(G) duuindgadinvasnnavasifaridunionisises
LRIRINIINAUALNTG et ALUNULNLTasENS

I (2,12(6)) ludrunudsniniedheuss L'(G) Wuadiadamsngangy i
dudangumulduasuves A(L'(G)) Tu B(L(G)) uazunusis C (G) Aradianan
wanduinivas G (Hudwbanquuuudauves A(L'(G)) Tu B(L(G)) uazunusis
VN(G)

A I ~ A o o ' A o =<

Laauvlmm’mLﬁumummaaugaﬂumimLmﬂlwmﬂmwLLosgumazmumms
ﬂi:qﬂ@i’aman'j”wm'mmaam'mLflumﬁmLﬁa TugranaenuIwul sneamaaaas
vﬁmwhuvl,@i”ﬁﬁmmwmmLﬂumﬁmLﬁamaaﬁ"’mﬂ@mmﬂﬁa{womﬁaﬂsjum:‘*ﬁ'maww:ﬁ

mu?a‘i’wmwamugﬂﬁﬂwﬁ mmmhﬁlﬁﬁmuﬁauyaﬂ”maamﬁmﬂumﬁm
a o I = a =) a [ I = a
LuaLLazLLu:mmmLﬂumwmLuaiu%awmgﬂLLuumaaweﬁﬂm@ 1 AaLwanduia
anatduadndavuudan anuduwandwndstuudy anuduaduiidalada A
Lflumﬁml,ﬁaqdﬁa ANV DU AU IRNNINT LT UAY

Tuarwdaad mazﬁﬂ‘mmmLflumﬁmLﬁmlaaﬁmﬁmﬁﬁmmun&junszfm
Wi zigaingsuninenuauiavesiradiadadiiunsariwidsuungunsz iy
LN %vnL’f‘iau"lmmmL‘flumﬁmLﬁalﬂajﬁawQaém%‘uﬁ"mrﬁm”w‘hLﬁumi LATAZIAN

anusuwnsrasenuuolivudariiadne 9 vasivadia

I%&lATIN13: MRG5380028

A = a A A A @ o a o A
Tala3inng: anuduanfwidavasivadiaardniunuunsUnazruianey
TaUNITY: AT.FUANWDE q@;ﬁ AIRINGNANRAT WWANLIRLLTEI

E-mail Address: somlak.u@cmu.ac.th

JruzIalaseny: 2 1

¢ ﬁﬂﬂbty: Amenability, Operator algebras, Locally compact group



Abstract

By operator algebras we mean subalgebras of bounded linear operators on a
complex Hilbert space which are closed under the adjoint operation. There are two main
classes of operator algebras that will be considered : C*-algebras and von Neumann
algebras.

Let G denote a locally compact group and L'(G) be the space of absolutely
integrable functions with respect to Haar measure. The group C* -algebra of G ,C'(G),
is the closure of the universal representation of L'(G). Let L*(G) be the Hilbert space
of (class of) square integrable functions with respect to the Haar measure.

Let (/1, L (G)) be the left regular representation of L'(G). The reduced group
C” -algebra is the norm closure of A(L'(G))

in B(L*(G)) and is denoted by C (G). The group von Neumann algebra
of G, is the weak closure of A(L'(G)) in B(L*(G)) is denoted by VN(G).

The amenability condition has many equivalent characterizations which reflect
the wide range of applications of amenability. Over recent years, many mathematicians
have considered the amenability of Banach algebras constructed over locally compact
groups.

A number of papers have been published which give equivalent definitions
of amenability and introduced various kinds of amenability of algebras, for examples,
amenability, weak amenability, strong amenability, ideal amenability, ultra-amenability,
symmetric amenability, etc..

In this research, we will investigate amenability of the certain algebras define on
locally compact groups, prove theorems about properties of amenable operator algebras
on locally compact groups, find new equivalent conditions for an operator algebra to be

amenable and find relationships of various kinds of amenability of algebras.
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Introduction to the research problem and its significance:
By operator algebras we mean subalgebras of bounded operators on a complex
Hilbert space H which are closed under the adjoint operation Ar> A”. There are two

important classes of operator algebras : C” -algebras and von Neumann algebras.

® C’-algebras are operator algebras closed with respect to the uniform

topology (the topology) defined by the operator norm.

® \/on Neumann algebras are operator algebras closed with respect to the

weak operator topology.

Let G denote a locally compact group; i.e., G is a group and a locally compact
Hausdorff space and the map (S,t) — s™'t is continuous from GxG to G . Then there
exists a nonzero left invariant Radon measure 5 on G;ie. 1;(SE) = 15 (E)
for each Borel set E in G and each s in G. We call 1 the left Haar measure

on G (unique up to scalar multiples).

Let L'(G) be the space of absolutely integrable functions with respect to
Haar measure. The group C" -algebra of G is the closure of the universal
representation of L'(G). That is, take 7, be the direct sum of all irreducible
representations (up to unitary equivalence) of G . Define a C*-norm on L'(G) by
|| £ [|=sup {” (5| | 7 is a *-representation of U(G)}.
The group C*-algebras C'(G) is the completion of L'(G) in this norm.

Let L*(G) be the Hilbert space of (class of) square integrable functions with
respect to the Haar measure. For each x in M(G) and f in L’(G) we can define
the convolution ux f in L*(G). The map A:M(G)— B(L*(G)) given
by A(u)f = ux f is a representation of M (G) called the (left)

regular representation.

The reduced group C” -algebra is the norm closure of A(L'(G))
in B(L’(G)) and is denoted by C (G).

The group von Neumann algebra is the weak closure of A(L'(G))
in B(L’(G)) is denoted by VN(G). Thus VN(G)=C,(G)". Then VN(G) is also the
von Neumann algebra generated by A(M(G)) or by A(G).



We denote by A(G) the subspace of B(G) consisting of functions whose

associated functionals belong to VN (G)..

The set of functions f in L'(G) suchthat f >0 and || f[|,=1 wil
play an important role in the following. We denote it by S(G) and note that it can be
identified with the set the normal states on L”(G) and that it is semigroup under

convolution.

There are many alternative formulations of the notion of amenability of groups

and algebras.
Amenability of a locally compact group

The amenability condition has many equivalent characterizations which reflect

the wide range of applications of amenability.

Let G be a locally compact group. The following are equivalent.

(a) G is amenable.

(b) any *-representation of C*(G) is weakly contained in its left regular
representation of C*(G) is the unique extension of the left regular representation of
L'(G);

(c) the left regular representation of C"(G) is faithful;

(d) C(G)=C/(G).

(e) There is a nonzero left invariant functional (continuous or discontinuous) on
L*(G).

(f) For every probability measure in M (G) the norm of the operator
f>uxf,l’(G)—> L*(G), is equal to 1.

(9) It has the fixed point property, i.e., every continuous and affine action of G



on a compact, convex subset C of a locally convex topological linear space has a

fixed point.
(h) It has a certain Hahn-Banach type extension property.

() {f e '(G)] IG fdz =0} has a left bounded approximate identity.
(i) There is a net {g;} in S(G) such that || hxg, -0, ||—>0 weak* in (L*(G))’
for each h in S(G).

(k) There is a net {g;} in S(G) such that || hxg, -0 ||—> 0 for each h in
S(G);

(1) For each compact set C and £ >0 thereisa ¢ in S(G) such that

||ﬂsg—g ||<gfor every s in C.

The class of groups containing abelian and compact groups and closed under
extensions, dense homomorphic images, subgroups and direct limit is the class of
elementary amenable groups. Amenable groups which are not elementary were

considered by Grigorchuk.
Amenability of a C" -algebra

Let A be a Banach algebra, then A is amenable if H'(A, X ") ={0} for each

Banach A-module X ; this definition was introduced by Johnson.

The Banach algebra A is \emph{weakly amenable} if H'(A, A") ={0};

this definition generalizes that introduced by Bade, Cutis and Dales.

Let A be a Banach algebra and let | be a closed two-sided ideal in A,

A is l-weakly amenable if H'(A,17) = {0} .

Let A be a Banach algebra and let | be a closed two-sided ideal in A,

A is n-l-weakly amenable if H'(A, 1™)={0}.



Let A be a Banach algebra. A is ideally amenable if A is | -weakly
amenable for every closed two-sided ideal | in A. This definition was introduced

by Eshghi Gordji and Yazdanpanah.

A Banach algebra is called symmetrically amenable if it has a symmetric
approximate diagonal. The group algebra LI(G) of a locally compact group is
symmetrically amenable if and only if it is amenable whereas the Cuntz algebras O, for

ne N,n>2 are amenable but not symmetrically amenable.

A Banach algebran U is said to be ultra-amenable if U is amenable
for every ultrafilter U . Ultra-amenability implies amenability but is much stronger : a
C" -algebra is ultra-amenable if only if it is subhomogeneous and L'(G), for a discrete

group G is ultra-amenable if and only if G is finite.

A C"-algebra A is said to be strongly amenable if, whenever X

is a Banach A-module and D is a derivation of A into X', there is a

f e{DU)U |ue(A)} with D=5(f), where A is the C"-algebra obtained by
adjoining the identity € to A, X is made into a unital A -module by defining
xe=ex=X forall Xxe X, D is extended to A, by defining D(e)=0, U(A,) is the
unitary group of A,, and S denotes the weak*-closed convex hull of a set S contained
in X",

A C"-algebra A is strongly amenable if and only if A, is strongly
amenable, and a C" -algebra with identity is strongly amenable if and only if the

definition is satisfied for all unital A-modules X with A, replaced throughout by A.

The class of strongly amenable C™-algebras includes all C*-algebras which
are GCR, uniformly hyperfinite, or the C"-group algebra of a locally compact

amenable group.

It is not known if there exist amenable C" -algebras which are not strongly

amenable.

For A a C"-algebra, let A® A be the completion of the algebraic tensor

product A® A in the greatest cross-norm.



Let A be a C™-algebra with identity €. Then the following seven statements

are equivalent:

(a) A is strongly amenable.

(b) For all unital Banach A-modules X and f € X", there exists

ge {ufu”:ueU(A)} suchthat ag=ga forall acA.

(c) Forany f e (A® A) there exists g € {ufu”:ueU(A)} such that
ag=ga forall aeA.

(d) There is a linear map T of (A® A)" into
C={ge(A®A) :ag=ga forallae A} such that
T@ f)=a°T(f), T(fea)=T(f)%a,and T(f)e {ufu :ueU(A)} for all
acAfec(ARA).

(e) Let X be a Banach A-module, S a W' -closed convex subset of X" such
that usu” €S for all seS,ucU(A). Then there exists an element S€ S such
that usu” =s forall ueU(A).

(f) Let Y be a Banach A-module and X a subspace of Y such that
uxu“ e X for all xe X,ueU(A). Let f e X" be such that f(uxu" = f(x) for all
xe X,ueU(A). Then for any g €Y  which extends f , there is an

he {ugu”:ueU(A)} suchthat h extends f and h(uyu’)=h(y) for all
yeY,ueU(A).

(g) Let Y be a Banach A-module and X a two-sided A-submodule of Y . Let
f € X" be such that f(uxu” = f(x) for all xe X,ueU(A). Then for any

g €Y’ which extends f ,thereis an he {ugu’ :ueU(A)} such
that h extends f and h(uyu’)=h(y) forall yeY.,ueU(A).

Let A be a C™-algebra with unit €. Then the following three statements are

equivalent:

(@) A is amenable.



(b) There is a bounded linear map T of (A® A)’ into
C={fe (A® A)'}:af = fa forallae A} such that T restricted to C is the identity
on C and T(a°f)=a°T(f), T(f°a)=T(f)°a forall ac A f e(A®A)*.

(c) Let Y be a Banach A-module and X a two-sided A-submodule of Y .
Let f € X" be such that f(uxu = f(x) forall xe X,ueU(A). Then there is
a heY’ suchthat h extends f and h(uyu")=h(y) forall yeY,ueU(A).

Amenability of a von Neumann algebra

Connes (1976) and others proved that the following conditions on a von

Neumann algebra M on a separable Hilbert space H are all equivalent:

(a) M is hyperfinite or AFD or approximately finite dimensional or
approximately finite: this means the algebra contains an ascending sequence of finite
dimensional subalgebras with dense union. (Warning: some authors use hyperfinite to

mean AFD and finite.)

(b) M is amenable: this means that the derivations of M with values in a

normal dual Banach bimodule are all inner.

() M has Schwartz's property P: for any bounded operator T on H the
weak operator closed convex hull of the elements uTu” contains an element

commuting with M .

(d) M is semidiscrete: this means the identity map from M to M is a weak

pointwise limit of completely positive maps of finite rank.

(e) M has property E or the Hakeda-Tomiyama extension property : this means

that there is a projection of norm 1 from bounded operators on H to M.

(f) M is injective: any completely positive linear map from any self adjoint
closed subspace containing 1 of any unital C"-algebra A to M can be extended to a

completely positive map from A to M .



There is no generally accepted term for the class of algebras above; Connes

has suggested that amenable should be the standard term.

Various authors have considered the amenability of Banach algebras
constructed over locally compact groups. Locally compact groups are deeply related to
their group C" -algebras and group von Neumann algebras. For example, a locally
compact group is amenable if and only if the group algebra is amenable as a Banach
algebra and it is known that a discrete group G is amenable if and only if its reduced
group C*-algebra C (G) is a nuclear C*-algebra. This is also equivalent to that the

group von Neumann algebra VN (G) is injective (or hyperfinite).

Amenability is very important for many aspects of group theory and in particular
for the study of representations. For examples, if G is amenable, then each bounded
representation of G on a Hilbert space is equivalent to a unitary representation. Also,
G is amenable if and only if each of its irreducible, unitary-representations is weakly
contained in the regular representation on L*(G). Also, the generalized Stone-
Weierstrass Theorem for separable C" -algebras is true when the C"-subalgebras is

strongly amenable.

In this research we shall study the interactions between amenability properties
of groups and group actions and amenability properties of the corresponding operator
algebras and we will continue these investigations and prove the new results relating

amenability and the representation theory of the object concerned.

Literature review:

In 1972, B.E.Johnson [11] initated the theory of amenable Banach algebras. A
locally compact group G is amenable in the usual sense if and only if its group
algebras LI(G) is an amenable Banach algebra. Ever since the paper of Johnson was
published, there have been ongoing to determined, for particular classes of Banach
algebras, which algebras in them are the amenable ones. One specular result in this
direction is the characterization of the amenable C"-algebras : A C” -algebra
is amenable if and only if it is nuclear (this result, mostly credited to A. Connes and

U.Haagerup, is the culmination of the efforts of many mathematicians.)



In the same year, J.Bunce [5] gave some conditions on a C" -algebras that are
equivalent to amenability or strong amenability and are analogous to some of the

known equivalent definitions of amenable group.

In 1996, B.E.Johnson [12] proved that the group algebra L'(G) of a locally
compact group is systematically amenable if and only if it is amenable. A. T-M Lau,
R.J.Loy and G.A. Willis [14] gave several results about the certain algebras defined by
locally compact groups. The algebras include the C* -algebras and von Neumann
algebras determined by the representation theory of the group, the Fourier algebra

A(G) and various subalgebras of these.

In 1996, F.Ghahramani, R.J.Roy and G.A. Willis [9] studied amenability and
weak amenability of second conjugate Banach algebras. A.T.-M.Lau and R.J.Loy

studied amenability of convolution algebras.

In 2002, C. Anantharaman-Delaroche [1] studied the relations between
amenability (resp. amenability at infinity) of C"-dynamical systems and equality or

nuclearity (resp. exactness) of the corresponding crossed products.

In 2003, E.M.Gordji, F.Habibian, B.Hayati [10] studied the ideal amenability of
Banach algebras and proved that A is ideally amenable for every closed two-sided
ideal | in A. They showed that for ideal amenability, the homomorphism property for
suitable direct summands is true similar to weak amenability and they applied this result

for ideal amenability of Banach algebras on locally compact groups.

In 2006, J.Brodzki and J.B.Niblo [4] provided an illustration of an interesting and
nontrivial interaction between analytic a geometric properties of groups and provided a
short survey of approximation properties of operator algebras associated with discrete
group. Moreover, they demonstrated directly that groups that satisfy the property RD
with respect to a conditionally negative length function have the metric approximation

property.

In 2008, L.Bartholdi [2] studied amenability of algebras and modules (based on

the notion of



almost-invariant finite-dimensional subspace), and apply it to algebras associated with
finitely generated groups. He showed that a group G is amenable if and only if its

group ring IKKG is amenable for some (and therefore for any) field K.

In the same year, M.Daws and V.Runde [8] proved that ultra-amenability implies
amenability, but is much stronger : a C"-algebra is ultra-amenable if and only if it is
subhomogeneous and |'(G) for a discrete group G, is ultra-amenable if and only if G

is finite.

In 2009, D.Kucerovsky, P-W NG [13] explored the connections between
extension theory (i.e., KK-theory), the properties of operator algebras, and the

properties of associated unitary groups.
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VARIOUS KINDS OF AMENABILITY OF OPERATOR ALGEBRAS
ON LOCALLY COMPACT GROUPS

I
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Let G be a locally comp act oTOUp We can construct Table 1 : Relations between properties of group and amenability of its Banach algebras

sroup algebra L'(G), measure algebra M(G), full group Properties of Group G- Banach Algebras
(-algebra C'(G), reduced group C'-algebra C (G) and

GG is amenable L'(G) is amenable
Fourier algebra A(G) of G. In this research, we study va- o | ,
. . o G is finite L' (G)** is amenable
rious kinds of amenability of Banach algebras, of groups, |
of actions, and of operator algebras on G, for example, G is discrete and amenable M(G) is amenable
amenability, weak amenability, ideal amenability, super- G is almost abelian locally compact A(G) is amenable
amenability, ultra-amenability, module amenability, etc. G is amenable and

L'(G,w) is amenable

w is diagonally bounded on G

INTRODUCTION (G is almost abelian VN(G) is amenable
- Irreducible representation of G has UN(E ; .
Amenable Groups bounded degree (G) is amenable
. . 9 .
In 1929, class of amenable groups was introduced by | | &8 abelan L’(G) is weak amenable
von Neumann : G is finite and locally compact L'(G) is super-amenable
A group G is amenable if and only if there exists a G is finite L'(G,w) is super-amenable
left invariant mean on G. In the case of a Hilbert space #
Amenable Banach Algebras Properties of 77 Bustzsn Algensas
. Dim 7/ < o B(7#) is amenable
In 1972, amenable Banach algebras were introduced _ : .
and studied by B. E. Johnson : Various kinds of amenability of Banach algebras
The Banach algebra A is called amenable if and only Super __ Ultra Module (n+2)-1deal
if every derivation from A into any dual Banach A Amenability Amenability Amenability Amenability
module is inner. l l

Weak n-l1deal
Amenability Amenability

For C-algebras / l l
Amenability <«=» Nuclearity Approximate Ideal n-weak

(C-Amenability <=» Amenability

Contractibility Amenability Amenability
For von Neumann algebras
1 \ A. L. T. Paterson, Amenability. American Mathematical Society, 1988
Semidiscreteness Approximate J. P. Pier, Amenable Locally Compact Group. Wiley-Interscience, 1984
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1 Introduction

The concept of amenability for Banach algebra was introduced by Johnson in 1972
[4]. He showed that amenability of a locally compact group G can be characterized by
the vanishing of certain cohomology group of L'(G) that is a starting of amenability for
Banach algebra. Every closed ideal in an amenable Banach algebra is amenable if and only
if it has a bounded approximate identity ( equivalently, it is weakly complemented in such
Banach algebra ( see e.g. [S5] Theorem 2.3.7).

In 2004, [1], Amini introduced the concept of module amenability for a class of Ba-
nach algebras which is considered as a generalization of amenability. He extended some
theorems of amenability to module amenability.

In [3], Jabbari considered in the case of commutative amenable Banach algebras. He
showed that a closed ideal in a commutative module amenable Banach algebra is module
amenable if and only if it has a bounded approximate identity ( equivalently, it is weakly
complemented in such Banach algebra.

An outline of the present paper is as follows. Definition and basic properties of module
amenable Banach algebras are given in Section 2. The results proper state in Section 3 with
a study of module amenability of Banach algebra having a bounded approximate identity.
We prove that every closed ideal in a module amenable Banach algebra (not necessary
commutative) containing a bounded approximate identity is also module amenable.

*Corresponding author e-mail : tapanyo.w@gmail.com
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2 Preliminaries

Let A and 2 be Banach algebras such that A is a Banach 2-bimodule with compatible
actions, that is
o-(ab)=(a-a)b, (ab)-a=a(b-o) 2.1
for every a,b € A, a € 2. Let X be a Banach A-bimodule and a Banach 2(-bimodule with
compatible actions, that is

o (a-x)=(a-a)-x, (a-a)-x=a-(ax), (o-x)-a=a-(x-a) (2.2)

foreverya € A, o € 2, x € X and the same for the right or two-side actions, we say that X
is a Banach A-2-module. In this case, X is said to be commutative if for every oo € A, x € X

A-x=x-0.

Let X be a Banach A-bimodule. X is A-pseudo-unital (pseudo-unital if not confused) if
AXA = X. We say that X is A-essential (essential if not confused) if a linear combination
of AXA is dense in X.

It is obvious that every pseudo-unital Banach A-bimodule is essential. If A has a
bounded approximate identity, then the Cohen’s factorization theorem, Theorem 11.10 of
[2], implies that an essential Banach A-bimodule is pseudo-unital. Therefore, in the case
A has a bounded approximate identity, an essential and pseudo-unital Banach A-bimodule
are equivalent.

For a Banach space X, We denote its topological dual space by X* and the action of
f € X* on an element x € X given by (x, f). If X is a (commutative) Banach A-2(-module,
then so is X*, where the actions of A and [ on X* are defined by

<x,(1'f>:<X'OC,f>, (x,a~f>=<x-a,f>,

where o € A, a € A, f € X*, x € X, and the right actions is similarity defined.
Let A and B be Banach algebras which are Banach 2-bimodules with compatible ac-
tions (2.1). An 2A-module map is a mapping @ : A — B with the following properties

(i) ola+b)=¢(a)L(b);
(i) o(a-a) =o-o(a);
(iii) ¢(a-a) =9(a)-a,

for every a,b € A,o € 2. An 2A-module map @ is bounded if there exists M > 0 such that
llo(a)|| < M||al| for every a € A.

Definition 2.1. Let X be a Banach A-2A-module, a bounded A-module map D : A — X is
called a module derivation if
D(ab) =a- (Db)+ (Da) -b

for every a,b € A. If X is commutative and x € X, a module derivation D, : A — X defined
by
D,(a)=a-x—x-a

where a € A, is called an inner module derivation.



Note that, the module derivation is not necessarily linear but its continuity is accepted
by boundedness. We write Zél (A,X) for the space of all module derivations from A into X,
Bl (A, X) for the space of all inner module derivations, and the quotient space g (A, X) =
Z4 (A, X)) BL(A,X) is called the first relative (to 2) Hochschild cohomology group of A
with coefficients in X .

Definition 2.2. Let A and 2 be Banach algebras such that A is a Banach 2A-bimodule
with compatible actions (2.1). A is said to be module amenable (as an A-module) if
for any commutative Banch A-2A-module X, each bounded module derivation from A to a
topological dual space X* is inner; or equivalently, Hy(A,X*) = {0}.

In [1], Amini considered a discrete inverse semigroup S with E, the set of all idempo-
tents of S. He let ¢! (E) act on £'(S) on the left trivially (zero actions) and on the right by,
that is

Se'aszssa 85662656253*63,

for every s € S, e € E. By these actions, he showed in Theorem 3.1 that an inverse semi-
group S is amenable if and only if ¢! (S) is ¢' (E)-module amenable.

The module amenability has some properties like the amenability such as [1] Propo-
sition 2.2. This proposition stated that for a commutative Banach 2 — bimodule A, if A is
module amenable, then A has a bounded approximate identity.

Another one about the relation of two algebras, [1] Proposition 2.5. This proposition
stated that for Banach algebras A and B and Banach 2(-bimodules with compatible actions
(2.1), if there is a continuous Banach algebra homomorphism and module morphism @
from A onto a dense subset of B, then module amenability of A implies module amenability
of B.

In this case, we can apply to A and B = A/I where I is a closed ideal and a closed
submodule of A.

3 Main Results

[1] Lemma 2.1, Amini studied the Module Amenability of Banach Algebras with using
an A-essential commutative Banach A-2(-module. It implies that, module amenability of
Banach algebras can be obtained by considering only an A-essential commutative Banach
A-2-module that we show in the following proposition.

Proposition 3.1. Let A and 2l be Banach algebras. Suppose that A is a Banach A-bimodule
with compatible actions (2.1). If A has a bounded approximate identity, then the following
are equivalent.

(i) A is module amenable.

(i) Hél (A, X*) = {0} for every A-pseudo-unital commutative Banach A--module X.
Proof. The part (i) = (ii) is trivial. Now, let X be any commutative Banach A-2(-module.
By Lemma 2.1 of [1], we have H}(A,X*) = H}(A,(AXA)*). Since A has a bounded

approximate identity, we have AXA becomes A-pseudo-unital. Hence, H} (A,X*) = {0}.
This shows that A is module amenable O



Let A be a Banach algebra contained as a closed ideal in a Banach algebra B. Then
the strict topology on B with respect to A is generated by the family of seminorms (p,)qea,
where

Pa(b) := [|ba| +[lab]| (b€ B),

an open ball at center b and radius € with respect to p, will be denote by B,(b;¢€).
The strict topology on a Banach algebra is useful to extend a derivation on some alge-
bra to a larger algebra, [5]. Now, we use it again for a module derivation.

Lemma 3.2. Let A, B, and 2 be Banach algebras such that A and B are Banach 2-
bimodules with compatible actions (2.1). Suppose that A is contained as a closed ideal in
B preserving module actions. Then for every o. € 2 the maps

b—o-b and b—b-o
where b € B, are continuous on the strict topology on B with respect to A.

Proof. Let o€ 20 and (bg)g be a net in B converging to b € B respect to the strict topology.
Given a € A, so we have p,(bg —b) converge to 0. Since A be a Banach 2A-bimodule, there
is k > 0 such that foreachc € A

llo-cl| < klleffl[e]l-
Now, consider
pa(0-bg—ou-b) = |[(o-bg —ou-b)al| + [la(aw-bg —ou-b)|| < 2k||al|[|ec|[|(bg — b)[| — 0.

Thus o-bg — a-b. Hence, the mapping b — o+ b is continuous. The continuity of the
mapping b — b - o is obtained similarly. O

If A has a bounded approximate identity and can be contained as a closed ideal in a
Banach algebra B, Proposition 2.1.6 of [5] show that any pseudo-unital Banach A-bimodule
X is extend to be a Banach B-bimodule. Next lemma, we show that the B-module actions
on X is continuous with respect to the strict topology on B.

Lemma 3.3. Let B be a Banach algebra together with the strict topology respect to a closed
ideal A and let X be an A-essential Banach A-bimodule. If A has a bounded approximate
identity, then X is a Banach B-bimodule with module actions given by

b-x=ba-y and x-b=y-d'b

foreveryb e Bandx € X wherex=a-y =y -d for some a,d’ € A, and some y,y’ € X.
Moreover, for every x € X the maps

b—x-b and b—b-x

where b € B, are continuous on the strict topology B with respect to A.



Proof. Let A have a bounded approximate identity, so the actions are well-defined from
proposition 2.1.6 in [5]. So we will prove the continuity of the actions only. Let x € X and
(bg)p be anet in B converging to b € B respect to the strict topology. Given a € A, so we
have p,(bg — b) converge to 0. Since X is A-essential and A has a bounded approximate
identity, X is A-pseudo-unital. So we have x = y-d’ for some @’ € A and some y € X. Since
X is a Banach A-bimodule, there is k > 0 such that

ly-d(bg —b)|| <kl[ylllla’ (bg —b)]| -
Now, consider
[x-bg —x-b| = |lx- (bg = b)|| = |ly-a'(bg —b)|| < k||yl|[|a'(bg —b)|| — O.

Hence, b+ x - b is continuous. The continuity of the map b — b-x can be proved similarly.
O

Lemma 3.4. Let A and A be Banach algebras and I be a closed ideal of A. Suppose that
A is a Banach 2-bimodule with compatible actions (2.1). If I has a bounded approximate
identity, then I becomes a Banach A-bimodule with compatible actions (2.1).

Proof. Leta €1, a.€ 2 and (eg)p be a bounded approximate identity for /. Since o+ aeg =
(a-a)eg € I for every B, it follow by the norm close ideal of I that

Oc-azlién(x-(ae[;) el.

The right action is obtained similarly. Hence I is a Banach 2(-bimodule. Compatibility of
2A-module action on [ is trivial. O

Now we ready to extend a module derivation on some algebra to a larger algebra. We
will show in the next proposition.

Proposition 3.5. Let B and 2 be Banach algebras such that B is a Banach 2A-bimodule
with compatible actions (2.1). Suppose that A is another Banach algebra contained as
a closed ideal in B containing a bounded approximate identity. If X is an A-essential
commutative Banach A-2A-module, then the following hold ;

(i) X is a commutative Banach B-2(-module with compatible actions (2.2),

(ii) for every D € Z}Y(A,X*), there is De Zy (B, X*) which is an extension of D and
continuous with respect to the strict topology on B and the weak™ topology on X*.

Proof. Let X be an A-essential commutative Banach A-2(-module and let (eg)g be a bounded
approximate identity for A. Then X is A-pseudo-unital. By Lemma 3.3, X becomes a Ba-
nach B-bimodule. We only show that the B-2(-module actions on X are compatible with
(2.2). Letb € B, € % and x € X. In the strict topology, we have beg — b. Then continuity
of the action implies that

o-(b-x) =liénoc- (beg - x) zlién((x~beg) -x=(o-b)-x.



Similarly,
b-(a-x)=(b-o)-x and a-(x-b)=(ot-x)-b.

For the right side, we obtain similarly. Therefore X is a Banach B-2-module.

From Lemma 3.4, we have A is a Banach 2-bimodule with compatible actions (2.1).
To prove (ii), let D : A — X* be a module derivation. As in Theorem 2.2 of [3], for any
b € B, we define an operator D” of A into X* by

a+— D(ba)—b-Da.
To verify that D’a € X*. Given x,y € X and k be a scalar. So we have

(kx+y,D%a) = (kx+y,D(ba) — b - (Da))

= (kx+y,D(ba)) — (kx+y,b- (Da))
k{x,D(ba) —b- (Da)) + (y,D(ba) — b- (Da))
k(x,Da)+ (y,D"a),

and
[(x, D a)|| = ||(x,D(ba) — b-Da)|| < ||x|[||D(ba) —b- Dal|.

Hence D’a € X*. Since (ep)p is a bounded net in A, it is obvious that (D’eg)g is a bounded
netin X*. Letx € X. Since X is A-pseudo-unital, we can write x = a’ - y-a for some a,a’ € A
and some y € X. So

<x,DbeB> (d'-y-a,D(beg) —b-Deg)

= (d'-y,a-D(beg) —ab - Deg)

= (d'-y,D(abeg) — (Da) - beg — D(abeg) + D(ab) - ep)
= (d'-y,D(ab) - eg — (Da) - beg)

=

eﬁa -y,D(ab) — (Da) - b) .

Since ega’ -y — a' -y and D(ab) — (Da) -b € X*, we have

(x,DbeB) = (epd’ -y,D(ab) — (Da)-b) — (d'-y,D(ab) — (Da) - b).

Now we have (D’ep)g is a bounded net in a Banach space X* such that ({x,D’ep))g is

convergent for every x € X. Then the net (DbeB)B weak® converge to the weak® limit
A € X* which is defined by

{(x,\) = (d"-y,D(ab) — (Da) -b).

We know that ({x, D”e))g is a net in a Hausdorff topological space. Then its limit is unique
and independent from a choice of y € X and a,a’ € A such that x = d’ -y - a. This implies
that A is well-defined. B

Now define D: B — X*byDb=\A. Letc €A, x=d -y-a € X. Then

(x,Dc) = (d'-y,D(ac) — (Da) -¢) = (d'-y,a-Dc) = (d'-y-a,Dc) = (x,Dc)



so that D is an extension of D.

Let (by)y be a net in B converging to b € B in the strict topology. We have ||(by —
b)c|| +||c(by—b)|| = pe(by—b) — 0, i.e., byc — bc and cby — ¢b for each ¢ € A. Now we
putx =da -y-a where a,a’ € A,x € X and consider

(x,Dby) = (d' -y-a,D(aby) — (Da) - by)
= (y-a,D(aby)-d — (Da) -byd')
— (y-a,D(ab)-d — (Da) -ba')
={(d' -y-a,D(ab) — (Da) - b)
= (x,Db).

This implies that D is continuous with respect to the strict topology on B and the weak™
topology on X*. Next, we show that D is an 2-module map. Let b,c € B € %, x =
a -y-a€X. We have

(x,D(b=+c)) = (d"-y,D(a(b+c)) — (Da)- (b=+c))
= (d'-y,(D(ab) - (Da) - b)) +{d'-y,(D(ac) — (Da) - ))
= (x,Db) & (x,Dc)
= (x,Db=+Dc),

{x,D(0-b)) = (y,D(a(ev-b))-d' — (Da) - (ot ba'))

(
= (y,D(a(a-b)a") —a(o-b) -Dd' — D(a(a.-b)a') +a-D(o-ba'))
= {(y,a-D(o-bd") —a(o-b)-Da')
= (y-a,a-D(bd") — (o-b)-Dd’)
= {y,a-D(bd -o) —ab-D(d - a))
(y,D(abd’ - &) — (Da) - (ba' - &) — D(abd' - &) + (D(ab)) - (a’ - o))
= (3,(D(ab))-(d'- ) — (Da) - (bd'- )
(
(
{

=
S
™
&

and
(a(b-a)) — (Da)- (b-a))
d'-y,D(ab)-o.—((Da)-b)- o)

( D

( D

= (- (d"-y))-a,D(b))
{



Then D is a 2-module map. For a module derivation, we consider

(x,D(bc)) = (d -y,D(abc) — (Da) - (bc))

= (d'-y,D(abc) — (D(ab)) - c+ (D(ab)) -c — (Da) - (bc))
= (d'-y-ab,Dc) + (cd -y,D(ab) — (Da) - b)
=
=

x-b,Dc) + (c-x,Db)
x,b-Dc+ (Db)-c).

Then D(bc) = b-Dc+ (Db) - ¢, so that D is a module derivation. Next, we show that Dis
bounded. Turn back to the bounded net (Dbeﬁ)ﬁ and its weak™ limit, Db, for every x € X
we have

Ix.DPeg)| = |1 Dlbeg) —b- Deg)| < | |D(bes) —b-Deg.
This implies that || (x, Db)|| < [|x[[|D(beg) — b - Deg||. Take ||x|| = 1, we have
1Db|| < [|D(bep) —b- Deg|.
Since X* is a Banach B-bimodule, there is k > 0 such that ||b- Deg|| < k||||[| Deg||. Then
IDb|| < || D(bep) — b Dep|| < IIbHSIéPII%HIIDII(l +h).
Hence D is bounded, i.e., D € Zh (B, X*) O

Theorem 3.6. Let A and A be Banach algebras and I be a closed ideal of A. Suppose that
A is module amenable as a Banach A-bimodule. If I has a bounded approximate identity,
then I is module amenable. The converse is true if I is a commutative A-module.

Proof. By Lemma 3.4, I is a Banach 2(-bimodule with compatible actions (2.1). Let X
be a commutative Banach /-2(-module. By Proposition 3.1, we may assume that X is /-
essential. Given D € Z} (1,X*), by proposition 3.5, we can extend D to D € Z} (A, X*).
Since A is module amenable, D € B (A,X*). Thus D = D|; € By (I,X*). Therefore, I is
module amenable.

The converse is obtained by proposition 2.2 of [1]. O

Corollary 3.7. Let A and 2| be Banach algebras and let I be a closed ideal of A. Suppose
that A is a Banach -bimodule with compatible action (2.1) and A has a bounded approx-
imate identity for A. If I has a bounded approximate identity, then amenability of A implies
module amenability of I.

Proof. Since 2l has a bounded approximate identity for A. Then by Proposition 2.1 of [1],
A is module amenable. Since I has bounded approximate identity, Theorem 3.6 implies
that / is module amenable. O
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Abstract

This work presents a new approach to numerically solve the general linear two-point
boundary value problems with Dirichlet boundary conditions. Multilevel bases from
the anti-derivatives of the Daubechies wavelets are constructed in conjunction with
the augmentation method. The accuracy of numerical solutions can be improved by
increasing the number of basis levels, but the computational cost also increases
drastically. The multilevel augmentation method can be applied to reduce the
computational time by splitting the coefficient matrix into smaller submatrices. Then
the unknown coefficients in the higher level can be solved separately. The
convergent rate of this method is 2°, where 1 <'s < p + 1, when the anti-derivatives of
the Daubechies wavelets order p are applied. Some numerical examples are also
presented to confirm our theoretical results.

MSC: 65J10;65L10

Keywords: wavelets; multilevel augmentation method; boundary value problems;
Dirichlet boundary conditions

1 Introduction

Boundary value problems can be viewed as mathematical models in science and engineer-
ing. For real world applications, exact solutions are not available. Numerical methods are
required to solve numerically the models. The efficient methods provide approximate so-
lutions by choosing the appropriate subspaces of solution spaces and their suitable bases.
By applying suitable formulations, the linear model equation can be discretized to a linear
system. A more accurate approximation can be obtained by increasing the number of basis
functions. However, this leads to a larger discretized linear system. To save the computa-
tional cost, one can use the multilevel augmentation method. The resulting coefficient
matrix corresponding to the finer level of approximate spaces is obtained by augmenting
a matrix corresponding to a coarser level. Instead of solving the linear system at the finer
level, the coefficient matrix can be separated so that the smaller system at the coarser level
can be taken. Thus, the additional computational cost is proportional to the dimension of
the different space between the spaces of the finer level and the coarser level, not the di-
mension of the whole finer level. This method allows us to develop faster and accurate
algorithms for solving differential equations (see, e.g., [1-3], and [4]). These previous re-
searches considered the second kind of equations and constructed piecewise polynomials
as bases for the subspaces of the Sobolev spaces Hj'(0,1) consisting of elements satisfying
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the homogeneous boundary conditions
u?(0)=uQ)=0, forj=0,1,...,m-1.

On the other hand, wavelets can be applied to discretize differential equations (see, e.g.,
[5, 6]). Related numerical methods with the applications of Haar and Legendre wavelets
for solving boundary value problem are proposed by Siraj-ul-Islam et al. [7, 8]. The ad-
vantage of wavelet basis is its capability to approximate solutions of differential equations.
The wavelet Galerkin method is one of the most powerful methods that can be used to
solve ordinary and partial differential equations (see, e.g., [9-11], and [12]). In addition,
the accuracy of the approximate solutions can easily be improved by merely increasing
the numbers of wavelet basis functions and the orders of wavelets. However, the wavelet
basis is not straightforwardly adjusted to satisfy general boundary conditions. In 1992, Xu
and Shann introduced a different approach to handle the boundary conditions by using
the anti-derivatives of Daubechies wavelets [13]. These anti-derivatives form bases for the
finite-dimensional subspaces of Sobolev space H' and are used to construct an algorithm
for approximating solutions.

In this work, we propose the method that combines the main advantages of wavelet bases
and multilevel augmentation together. That is, we apply the multilevel augmentation of
operators in conjunction with the anti-derivatives of Daubechies wavelets to approximate
linear differential equations in the case of Dirichlet boundary conditions. The originality
of this work is that we introduce the anti-derivatives of Daubechies wavelets for solving
linear boundary value problems (see [13]) and apply this basis type with the augmenta-
tion method proposed by Chen (see, e.g., [1-3] and [4]). By this concept, we obtain a new
approach to reduce the computational time for solving the linear system resulting from
discretizing a linear differential equation.

Given the interval £2 := (0, R), we use the notation L?(£2) to denote the space of square

integrable functions on §2 with standard inner product (-, -) defined by

R
(u,v) = / u(x)v(x) dx
0

and the associated norm || - ||.

Let H*(£2) denote the standard Sobolev space with the norm || - ||; given by

s R
i 2
v]|I? = Zf Wt )(x)‘ dx.
i=0 V0
According to the boundary condition, we work on the solution space
Hy(2) = {ve H'(2) | v(0) = v(R) = 0},

equipped with the inner product

R
[u,v] =/ u (x)V (x)dx, for u,ve Hy(82),
0
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and its associated norm | - |. It is well known that the norm | - | is equivalent to the standard
norm || - ||; in this space.

Let p € N. We will apply the multilevel augmentation method and anti-derivatives of
wavelets of order p to find numerical solutions of two-point boundary value problems
with Dirichlet boundary conditions.

Assume that there exists a unique weak solution # € H}(£2). To find numerical solutions,
we propose the following steps:

1. The solution space H}(£2) is decomposed into orthogonal direct sum of subspaces.
The anti-derivatives of the Daubechies wavelets are used to construct
finite-dimensional subspaces.

2. For n €N, the multilevel method is applied to obtain the nth level solution by
solving a linear system with matrix coefficients related to the anti-derivatives of the
Daubechies wavelets.

3. To obtain a solution at a higher level, namely (# + i)th level, the multilevel
augmentation method is applied. By the algorithm to be presented, the
computational time for solving the linear system is reduced since the dimension of
the matrix coefficient is smaller.

Finally, this work is organized as follows. Section 2 gives an introduction to the anti-
derivatives of the Daubechies wavelets and the finite-dimensional subspaces of the solu-
tion space Hj(£2). In Section 3, we describe the algorithm to find approximate solutions
using the multilevel augmentation method. The optimal error estimates for the approxi-
mate solutions are proven in Section 4, while some numerical examples are demonstrated
in Section 5. Conclusions and future work are discussed in Section 6.

2 Bases for subspaces of H(2)

In this section, we will introduce the wavelets of order p and their anti-derivatives. These
functions form orthonormal bases for the finite-dimensional subspaces S,, of the solution
space H}(£2). More details can be found in [5] and [13].

To define the Daubechies wavelets, we consider two functions: the scaling function ¢(x)
and the wavelet function 1 (x). The scaling function is obtained from the dilation equation.
The wavelet function is defined from the scaling function. Details are described as follows.

Given a positive integer p, consider a sequence {c}iez satisfying

¢ =0, fork¢{0,1,,...,2p—1},
I
k

D ()K" =2, for0<m<p-1,
k
ZC/(Ck—Zm =280m, forl-p<m<p-1
k
The scaling function ¢(x) is the unique solution of the dilation equation

2p-1

P@) =Y cxp(2x - k),

k=0

where ¢ satisfy the above four properties.
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Figure1 ¢ and ¢ forp=2.

. . . . .
0 0.5 1 15 2 2.5 3

Let
_ 2p-1
V) =Y (D erpaxp(2x— k).
k=0

The wavelet function ¥ (x) is defined by

~

() =yx-p+1).

The graphs of ¢ and ¢ for p = 2 are shown in Figure 1.
Define

¢(x — k), j=-L

Vi) = NIy (Dx-k), j>0.

The functions ¥ with j > -1 and (j, k) € Z x Z are called wavelets of order p. It is well
known that the set of wavelets forms an orthonormal basis for L2(R).
For j > -1, define the index set ; such that

2-2p<k<2p-2, j=-1

kel 4
2-2p<k<2@p-1)-1, j>0.

{$icle |j = —1,k € I} is a frame of L*($2). That is, the span{yj|q | j > —1,k € I;} consist-
ing of all linear expansions is equal to L2(£2).

Next, we define the anti-derivatives of wavelets satisfying the Dirichlet boundary con-
dition, namely,

x R
(%) :/ Yk ds — f/ VYjds, for0<x<R.
0 R Jo
For n € Ny, we define a subspace S, by
Sy =span{Wy | -1 <j<nkel}.

It is obvious that these subspaces are finite-dimensional subspaces of H}(£2) and they are
nested, i.e., S, C S,.1. Since {Wy | -1 <j < m,k € I} is a frame for §,,, it spans S, but it
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Figure 2 Woo, Y10, Y11, W20, ¥21, ¥22, Y23 06
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Figure 3 '1/2,_1,...,'112,10. 0.8

need not be linearly independent. Xu and Shann [13], introduced an index set D; such
that {Wj | -1 <j < n,k € D;} is a basis for S,,. The index set D; is defined by

keD, 2—2p<k§?p—2, j=-1,
l-p<k=<2Q2p-1)-p, j=0.
For p =1, the basis functions {¥j | 0 <j < n,k € D;} for S, are the piecewise linear hier-
archical basis functions with uniform mesh size, # = 27”. The graphs of Wy, Y19, ..., ¥,
and Y3 are shown in Figure 2, while the graphs of ¥, ;,...,¥; o are shown in Figure 3.
It should be noted that the set

(W |0 <j<nkeD)

is an orthonormal basis for S, with the inner product [+, -] of the Sobolev space Hj(2) but
it is not orthonormal in L2(£2) when equipped with the standard inner product (-, -). Since
we require orthonormality in L?(£2) for our augmentation method, we apply the Gram-
Schmidt process to obtain an orthonormal basis for S, with the standard inner product
(-,-) in L*(£2). Thus, the set

{Wix| -1 <j<nkeDj
is defined as orthonormal basis for S, in the present method.
3 Multilevel augmentation method algorithm

In this section, we describe the multilevel augmentation method for solving boundary
value problems.
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Let u € H)(£2) be the weak solution of a given differential equation. Suppose that the
variational form of the differential equation is

a(u,v)=(f,v), forallve H(l)(.Q). (1)

Let the approximate solution u, of the given equation be

n
U, = Z Z O{jkajk.

j=-1 kED/'

The main idea is to determine the coefficients aj in such a way that u, behaves as if it
were a weak solution on S,,, that is, u, satisfies the linear system of equations,
a(thy, Wip) = (f, W), forall-1<l<nme D;,

Z Z aua(¥ i Wim) = (f, Wim), forall-1<Il<n,meD;.
—1§j<nkEDj

Let ¢ : (j, k) — i be the lexicographically enumerating function. That is,
(G, k) <ul,m) ifj<lorj=land k <m.

We then obtain a linear system of the form A,u, = f,, where A,, is the coefficient matrix,
u,, is the unknown column vector, and £, is the column vector defined by

A, =[a(W;,¥)):0j=1,...,dimS,],
u, =[o:j=1,...,dimS,],

f,=[(f,¥):j=1,...,dimS,].

The approximate solution u,, obtained in this way is called the nth multilevel solution of (1).
Next, we apply the augmentation method to approximate the next level solution, u,,,;.

Suppose that u, is already solved. That is, the matrix representation u, of u, satisfies the

equation A,u, = f,. We augment the matrix A, with submatrices B,, C,,, and D,, where

B,=[a(W;,¥)):i=1,...,dimS,,j=dimS, +1,...,dim Sy ],
C.=[a(¥;,¥)):i=dimS, +1,...,dimS,,1,j =1,...,dimS,],
D, =[a(¥;,¥)):ij=dimS, +1,...,dim S, ].

The coeflicient matrix A,,; corresponding to the (1 + 1)st level is identified as

A, B,
An+1 = |:Cn Dn:| .

Instead of finding the full (7 + 1)th level solution, u,,,1, from A, 0,41 = 41 of size dim S,,41,
we will approximate u,,; by decomposition the coefficient matrix A,,; into the sum of an
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upper triangular matrix and a lower triangular matrix:

A}’l B}’l An B}’l 0 0
A= = + .
C., D, 0 D, C, 0

If the matrices A, and D, are nonsingular, there exists a (unique) vector u,,; satisfying

A,,B,,u+00u,,_f @)
0 Dn 7,1 Cn 0 0 = n+l-

Let u,; € S,41 be the corresponding element of u,;. We call u,,; the (n + 1)st multilevel
augmentation solution of (1). The index n refers to the initial level n, and 1 refer to a one
step method to compute u,,; approximately. The linear system of dim S,,; can be solved
by considering two linear systems. One is the size of dimS,, and another is the size of
dimS,,; —dimS, =2"(2p - 1).

In general, an approximation u,, ;1 for (n+ i+ 1)st multilevel solution is defined by setting
Uy = Uy.

Suppose that u,,; is already solved. We augment the matrix A,,;; with submatrices B,

C,.i, and D,,; where

B.i=[aW;,¥):i=1,..,dimS,.;j= (dimS,) +1,...,dim Sy, ],
Cn+i = [a(@i, W,) ti= (dimS,,+,-) +1,.. .,dimS,,+i+1,j =1,.. ,dlm S,H.,‘],

Dn+i = [d(ai: a1) : lr] = (dlm Sn+i) +1,... ¢d1m Sn+i+1]-

The coefficient matrix A,,;;; corresponding to the (n + i + 1)st level is identified as

An i Bn i
An+i+1:|:c+ D+:|~
n+i n+i

We split the coefficient matrix A,,,;,; and solve for u,,;,1 € S;,,;41 from the equation

An” Bn+i Wy i1+ 0 0 i :fn+i+1' (3)
0 Dn+i Cn+i 0 0

This completes the multilevel augmentation algorithm.

4 Error analysis

In this section, we analyze the convergence of the multilevel augmentation method con-
junction with the anti-derivatives of the Daubechies wavelets. First, we consider the dis-
tance between the weak solution u of (1) and the nth multilevel solution u, € S, obtained
by the wavelets of order p. Theorem 4.1 in [13] stated that, for u € H}(§2) N H¥(£2), there
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exists a positive constant C such that
=] + 27"t = sl < C27") s, 1<s<p+1.

In particular, if we consider separately the distance between u and u,, with the standard
L? norm || - ||, and the Sobolev norm || - ||, we obtain

lu—u,ll <C7")lull, 1<s<p+l,

= waln < C7") Mully, 1<s<p+1.

The above estimations suggest that if we apply the wavelet of order p and u € H}(£2) N
H?’(£2), then the errors measured by the standard norm, and the Sobolev norm in L2, de-
crease by the factors of 2°*1, and 27, respectively, from 7 to n + 1 level.

Next, we consider the distance between the solution u and the (# + {)th multilevel aug-
mentation solution, u,;, of (1). In the remaining section, we denote by .4 the operator
corresponding to the matrix A, and we denote by u the column matrix representing ele-
ment u.

For n € N, if the inverse operators A;;! and D;! exist, then the (1 + 1)th multilevel aug-

mentation solution u,,; exists. If there also existan N € N, & > 0, and § > 0 such that
[4M <a DRl <6 fornzN,

and
lim |B,|l = lim [IC,] =0,
H— 00 Hn— 00

the error for our method can be estimated as in the following theorem.

Theorem 1 (Error for multilevel augmentation method) Let u € H}($2) be the solution
of (1). Suppose that there exist an N € N, and positive constants o« and § such that for
n > N the inverse operators A}, D, exist and

A e D <5,
and

lim || B, = lim ||C,| = 0.
n—00 n—00

Ifue Hé(SZ) N H*($2), then there exist an M € N and positive constant cy such that, for
n>M and i € NU {0}, we have the estimate

lld = tnill < o272 ||ull;, 1<s<p+1l

Proof By the hypotheses on A;! and D!, we see that the (1 + i)th multilevel augmentation
solution u,,,; and the (n + {)th multilevel augmentation solution u,,; exist for all # > N and



Utudee and Maleewong Advances in Difference Equations (2015) 2015:126 Page 9 of 14

i € NU {0}. By Theorem 4.1 in [13], there exists a positive constant C such that
= il < CR7 ) lully, 1<s<p+l. (4)

For n> N and i € N, let W,,,;_; be the orthogonal complement of S,,,;_; in S,.;. The ele-
ment u,; € S,,; can be uniquely written in the form
Upi = ui,i_l + V!

n,i-1’

where ”L,z‘-l € S,.i-1, and vi‘i_l € W4ia. Since the column matrix u,; of u,; satisfies the

equation

An+i—1 Bnﬂ'—l 0 0 Wy,i-1
u,,; + = fVl+i$
0 Dnﬂ’—l Cn+i—1 0 0

it also satisfies

O 0 u1 . — W, i
An”un,i o |:Cn+i—1 0} [ " 0 : 1] ' (5)

The (# + i)th multilevel solution u,,; € S,,; satisfies the equation
An+iun+i = fn+i~ (6)

Subtracting (6) from (5), we have

0 0 l,l1 . — W, i
Ay, —w,y) = |:Cn+l,_l 0j| |: 1,i-1 . n,i 1:| .

Since A,,; is nonsingular, we have the equation

T o o], —us
un,i—un+i=An}ri |:C 3 0i| |: n,i 10 1,i :|
n+i—

Since lim,,_, » || B, ]| = lim,,_, » ||C,:|| = 0, there exist an M € N and ¢ > 0 such that for n > M

andieN,
-5
||Cn+i—1|| =< g
and
- [— S
|t = it | < @7 D) Null, 1<s<p+1.

We have, forn>M,ieN,and1<s<p+1,

tt,: = thsill < | AL | 1Consict ]| oy = thmica || < g(z-““”)s . 7)
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From (4) and (7), we conclude that

”M - un,i” = ”u - un+i” + ”un,i - Mn+i||

< C27 ) Ju] s + g(z-““"”) luel

< (C + g)(Z'(MS)IIuIIs. 0

The above theorem suggests that, if the solution u € Hy(§2) N H*(£2), and we apply the
multilevel augmentation method from level # + i — 1 to # + i by using the anti-derivatives
wavelets of order p, the errors measured in | - || decrease by a factor of 2°*1. Thus the
behaviors of the decreasing error obtained by the multilevel, and the multilevel augmen-

tation methods, are in the same order.

5 Examples
In this section, we illustrate the efficiency of the multilevel augmentation method in con-
junction with the anti-derivatives of Daubechies wavelets of order p to find the numerical

solutions of the following boundary value problem:
~(q@)u) + r(@)u =f(x), forxe (0,R), (8)
with the Dirichlet conditions
u(0) = u(R) = 0,
where R = 2p—1. It should be noted that the general interval («, 8) can be changed to (0, R)
by the method of changing variables.
We assume that f € L%(£2), the coefficients g and r are smooth in the closed interval

[0,R] with ¢ >0 and r > 0.

The variational form of (8) is
a(u,v) = (f,v), forallve Hy(£2), 9)

where a(-, ) is the bilinear form defined by
R
a(u,v) = / qu'V' + ruvdx. (10)
0

Since A(-,-) is continuous and coercive on Hg(§2), by the Lax-Milgram lemma, there exists
a unique weak solution u € H}(£2) for (9).

Note that we can also apply the multilevel augmentation method in conjunction with the
anti-derivatives of the Daubechies wavelets order p for the cases with nonzero boundary

conditions. For example, we consider the boundary value problem

—(q)u) + r@u=f(x), forxe(a,p), 1)
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with the boundary conditions
u(a) = ¢, u(p) =d.

We notice that the linear function

()_ﬁc—ad d—c
y(x) = = +,3—ax

satisfies the boundary conditions, that is, y(«) = ¢ and y(B8) = d. Let u = y + w be the weak
solution of (11). Since u(«) = ¢ and u(8) = d, w(a) = w(B) = 0. The variational form of the
boundary value problem in this case is

B
a(w,v) :/ fvdx—a(y,v), for allveHé(oz,,B), (12)

where a(., -) is the bilinear form
B
a(w,v) = / qw'Vv' + rwvdx. (13)

Since a(-, -) is continuous and coercive on Hj(«, B), by the Lax-Milgram lemma, there ex-
ists a unique weak solution w € Hy(«, B) for (12).

Example 1 For the first example, we consider the two-point boundary value problem
—(xu’),+x2u:x4 —-x%—4x+1, forxe(0,1), (14)
with boundary conditions #(0) = u(1) = 0.

The exact solution is u(x) = x2 — x. Here, we apply the Daubechies wavelets of order
p =1 to solve the problem. Numerical results for each level (1) are shown in Table 1. The
column of ||u — u,|| presents the numerical results obtained by the standard multilevel
method. When increasing the level of approximations, the norm of the L? error decreases
by the factor of 2° where 1 < s < 2. The numerical results by the multilevel augmentation
method starting from the second and the third levels are shown in the ||z — 13, 1] and
| — t2,,_2 || columns, respectively. At the same level 7, the L? errors are in the same order
as those of the standard multilevel method, except that its values are slightly greater. These
additional errors come from the augmentation part which can be seen from the proof of
Theorem 1. It can be seen further that the error from the augmentation method is getting
closer to the error from the standard multilevel method as n becomes large.

Example 2 Consider the boundary value problem
—(e‘xu’)/ =me™ (cos(nx) +7T sin(nx)), for x € (0,1), (15)
with boundary conditions, #(0) = u#(1) = 0.

The exact solution is u# = sin(7rx). Numerical results for p = 1 are shown in Table 2. The
column of |lu — u,| presents the numerical results obtained by the multilevel method.
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Table 1 Example 1: Numerical results for p = 1

n dimS, |u-upl| lu-ur,nall  llu-uzn-2ll
2 3 8.0368e-001

3 7 56412e-001  5.7409e-001

4 15 3.7341e-001  3.9796e-001  4.0020e-001
5 31 2.2508e-001  2.7097e-001  2.6985e-001
6 63 14568e-001  1.7275e-001  1.7293e-001
7 127 88603e-002  1.1148e-001  1.1143e-001

Table 2 Example 2: Numerical results for p =1

n_ dimS, Ju-unll llu-uieall  llu-uzp-2ll Nlu-uszesll
2 3 1.6427

3 7 0.6045 0.6458

4 15 0.2424 0.2488 0.2494

5 31 0.1124 0.1162 0.1162 0.1170

6 63 0.0589 0.0607 0.0607 0.0606
7127 0.0309 0.0325 0.0325 0.0325

8 255 0.0154 00161 0.0161 0.0161

9 511 0.0085 0.0087 0.0087 0.0087

Table 3 Example 2: Numerical results for p = 2

n_ dimS, |u-unll  Jlu-uip-all
0o 4 1.6268

17 02097

2 13 00250 0.0341
325 0.0030 0.0041

4 49 0.0004 0.0005

The L? error decreases by the factor of 2° where 1 < s < 2 as expected, and this agrees
well with the theoretical results. The L? errors obtained by the multilevel augmentation
method starting from levels 2, 3, and 4 are shown in the ||z — uy, 1|, ||# — u3,-2], and
llet — us 43|l columns, respectively. Their values are in the same order as the multilevel
method.

To apply the Daubechies wavelets of order p = 2, we change the interval [0,1] to [0, 3].
So we obtain the following boundary value problem:

—(e’xu’)/ = %e’x (Cos(%x) + % sin(%x)), for x € (0, 3), (16)

with conditions #(0) = #(3) = 0.

The exact solution of this problem is #(x) = sin(5x). Numerical results from the wavelet
basis of order p = 2 are shown in Table 3. The rate of L* error convergence is faster than
that of the case p = 1. Here, the L? error is four times smaller than that of the previous
error level. This agrees with the theoretical result that the L? error should decrease by a
factor of 2°, where 1 <s < 3.

Example 3 Consider the boundary value problem with nonzero boundary conditions
W —u =x*—4dx+1, forxe(0,1), (17)

with boundary conditions, #(0) = -1, (1) = 1.
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Table 4 Example 3: Numerical results for p = 1

n dimS, |lu-upll |lu-uipall  llu-uzn2ll  llu-uznsll
2 3 04221

3 7 0.1993 02123

4 15 0.0994 0.1051 0.1049

5 31 0.0502 0.0561 0.0555 0.0555

6 63 00278 0.0303 0.0303 0.0302

Table 5 Example 3: Numerical results for p =2

n  dimS, Jlu-unll  llu-uspll
0 4 33770

17 0.2888

213 0.0351 0.0378
325 0.0044 0.0047
449 0.0007 0.0008

L 3 _ .
The exact solution is u = =% + &% + x + %. Numerical results for p = 1 are shown

in Table 4. Column of ||z — u,|| presents the numerical results obtained by the multilevel
method. The L? error is twice smaller than that of the previous error level, and agrees
well with the theoretical results. The L? errors obtained by the multilevel augmentation
method starting from levels 3, 4, 5, and 6 are shown in the ||z — 1y, ||, || — 4342 ||, and
llet — us 3]l columns, respectively. Their values are in the same order as the multilevel
method.

Numerical results from the wavelet basis of order p = 2 are shown in Table 5. The rate of
L? error convergence is faster than that of the case p = 1. Here, the L? errors is eight times

smaller than that of the previous error level.

6 Conclusions

This present work is our attempt to apply the multilevel augmentation method using
the anti-derivatives of Daubechies wavelets for approximating two-point boundary value
problems with Dirichlet boundary conditions. This method is extended from the multi-
level augmentation method that uses polynomial wavelet basis. An error analysis has also
been presented. The rate of convergence is by a factor of 2°, 1 <s < p + 1, where p is the
Daubechies wavelet order. At the same level, the L? error of the multilevel augmentation
method is greater than that of the multilevel method, but they are in the same order.

The difficulty of this approach is that the anti-derivatives of Daubechies wavelet cannot
be expressed in explicit form. One is required to solve the dilation equation to obtain a
wavelet basis in an implicit formula. Here, we have done this using a numerical approxima-
tion to obtain the basis function point by point. Also, it is not easy to extend this approach
to problems in higher dimension.

The advantage of this method is that we need not solve the full linear system. The un-
known coefficients from the previous level can be used to approximate additional un-
knowns in the next level. Thus, this method can reduce computational time and memory
for storing matrix coefficients. Furthermore, by applying the general anti-derivatives of
Daubechies wavelets, this method can be used to solve the boundary value problems with
Neumann and mixed boundary conditions. Numerical experiments on these problems are

in progress and will be reported elsewhere further.
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Abstract

The multilevel augmentation method with the anti-derivatives of the Daubechies
wavelets is presented for solving nonlinear two-point boundary value problems. The
anti-derivatives of the Daubechies wavelets are applied as the multilevel bases for the
subspaces of approximate solutions. This process results in a full nonlinear system that
can be solved by the multilevel augmentation method for reducing computational
cost. The convergence rate of the present method is shown. It is the order of 2%,

0 <5 < pwhen pis the order of the Daubechies wavelets. Various examples of the
Dirichlet boundary conditions are shown to confirm the theoretical results.

1 Introduction

Many problems in science and engineering can be modeled by nonlinear differential equa-
tions. Due to their complexities of both differential equation forms and boundary condi-
tion types, analytical solutions are available for only simple problems. Efficient and accu-
rate numerical solutions are then usually required in general. One of the most effective
numerical methods relies on variational formulations; see [1, 2], and [3].

The multilevel basis method can be applied with the variational formulation to ob-
tain the approximate solutions of nonlinear problem. This formulation results in the dis-
cretization of nonlinear systems with unknown coefficients in the approximate subspace
of each basis level. A nonlinear solver such as the Newton iterative method can be used
to find approximate solutions for each level required. In order to obtain more accurate
results, the number of applied basis levels must be increased, resulting in large nonlinear
systems. The computational time increases exponentially with only a small increase in the
basis levels. In order to reduce the computational time, we apply the advantage of mul-
tilevel bases by connecting the information among basis levels. This approach, the aug-
mentation method, was first introduced by [1, 2, 4]. The fully nonlinear system is divided
into two smaller systems and then solved separately.

In multi-scale decompositions, multi-scale piecewise polynomials can be applied in
variational formulation (see [1, 4]). These basis types are easily presented and imple-
mented as a numerical algorithm. They can be used for specific types of boundary condi-
tions, and in this case they can represent Dirichlet conditions with zero boundary values
while the modified approximation technique can be applied for non-zero Dirichlet con-
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ditions. To extend to a more general class of multilevel basis for solving various types of
boundary conditions, the anti-derivatives of Daubechies wavelets introduced by Xu and
Shann [5] can be applied to solve many kinds of boundary conditions: Dirichlet and Neu-
mann types. Reference [6] has presented the case of the linear boundary value problem
and shown that the Daubechies wavelets can be applied in conjunction with the augmen-
tation method to save computational time for Dirichlet boundary value problem.

This study extends the multi-scale decomposition to a nonlinear boundary value prob-
lem. We apply the anti-derivatives of the Daubechies wavelets to solving nonlinear bound-
ary value problems. The discretization of the nonlinear differential problem is represented
by a nonlinear system that can be solved iteratively by the Newton method. To save com-
putational time, the augmentation method presented by Chen, Chen, Wu and Xu (see e.g.
[2, 4,7, 8]) will be applied to solving the nonlinear system under the Daubechies wavelets.
Combining these two concepts, as presented here, results in a new numerical method.
The rate of convergence is also proved. It is of the order 2°, 0 < s < p when p is the order
of the Daubechies wavelets applied.

Given the interval (a, b), we use the notation L2(a, b) to denote the space of square inte-

grable functions on (g, b) with standard inner product (-, -) defined by

b
(u,v) = / u(x)v(x) dx,

and associated norm | - ||.
Let H*(a, b) denote the standard Sobolev space with the norm || - ||; given by

s b
llv)2 =Z/ VO )| dx,
i=0 V4

and the seminorm | - |; given by

b
|v|32:/ !V(S)(x)|2dx.

For Dirichlet boundary conditions, we work on the solution space
Hé(a, b) = {v € HYa,b)|v(a) = v(b) = 0},

equipped with the inner product
b
[u,v] = / W' (x)V (x)dx, foru,ve Hy(a,b),

and associated norm | - |;. It is well known that the norm | - |; is equivalent to the standard
norm || - ||; in this space.

We consider the following nonlinear differential equation:

d*u

du
) —,B(x)a =f(x,u), forxe[a,b], )
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where B(x) € L*(a, b) and ¢(x,u) € C([a, b] x R), with Dirichlet boundary conditions:
u(a)=0 and u(b)=0.

To solve numerically the nonlinear problem, the formulation can be summarized as fol-
lows.

1. Formulate the variational form of the considering problem. We determine
approximate solution, if the variational form has a unique solution. Because it is not
our main consideration in this work, we assume that the nonlinear boundary value
problem and its variational form have the same isolated solution u* € H}(a, b).

2. Choose a sequence {S,} of nested finite-dimensional subspaces of the solution
space Hj(a, b) such that |,y S, = Hy(a, b). At this step, such finite-dimensional
subspaces have anti-derivatives of Daubechies wavelets as their orthonormal bases.

3. Apply the multilevel augmentation method (MAM) to obtain the nth level
approximation, which is composed of two smaller systems. One is a linear system.
Another one is a nonlinear system. The nonlinear system will be solved iteratively
using the Newton method.

This work is organized as follows. In Section 2, we introduce the anti-derivatives of the
Daubechies wavelets and the finite-dimensional subspaces of the solution subspaces of
H(a, b). The concept of multilevel augmentation method is presented in Section 3. The
estimations of the optimal error rate are shown in Section 4. Some numerical examples
are demonstrated in Section 5. Conclusions are finally drawn in Section 6.

2 Bases for subspaces of H;(a, b)
To apply our method for solving the nonlinear boundary value problem, we construct
a sequence {S,} of nested finite-dimensional subspaces of the solution space such that
(U,.cny S is dense in the solution space. In this section, we will give a brief introduction to
the anti-derivatives of wavelets that are the orthonormal bases for the finite-dimensional
subspaces of the solution space H}(a, b).

Assume that p is a positive integer. For j > -1 and (j, k) € Z x Z, let

¢(x — k), j=-L

ij(x) = ﬁw(zlx — k); ]Z 0,

be the Daubechies wavelets of order p (see e.g. [5, 9] for the details of the construction
and additional properties of the wavelets). We shift the interval [0,2p — 1] to [a, b] by the
transformation

B b-a
T 2p-1

y x+a, x€[0,2p-1].

Note that the support of the wavelet 1/ (y) is the interval
k b-a k+2p-1\(b-a
a+| = a4+ : .
7 )\2p-1 2 2 -1

I,={keZ|2-2p<k<2p-2}q and

Set
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L={keZl2-2p<k<2(2p-1)-1}, forj>0.

The wavelets {x|j > —1,k € I;} form a frame for L*(a, b), that is, the set consisting of all
linear expansions is equal to L?(a, b).

In [5], Xu and Shann introduced the anti-derivatives of the Daubechies wavelets that
form orthonormal bases for the finite-dimensional subspaces of solution spaces.

For j > -1 and k € I;, the anti-derivatives of wavelets are defined by

y b
Wily) = /ﬂ Y ds — % /ﬂ Yids, fora<y<b.
Note that W € H}(a,b). For n € Ny, define the finite-dimensional subspace
S, = span{\lljk(y)|—1 <j<nke I,}
Let

D, ,={keZ2-2p<k<2p-2} and
D/={keZIl—pfkf?(Zp—l)—p}, forj>0.

The set {Wji| -1 <j < n,k € D;} is a basis for S,,. Applying the Gram-Schmidt process, the
resulting set,

(Wil -1<j<nkeD,

is an orthonormal basis for S, with the inner product [-,-] in H}(a,b). For the sake of
simplicity when we consider the algebraic system, we will enumerate the double indices
lexicographically. The resulting set {¥;|1 <j < dimS,,} is an orthonormal basis for S,,.

3 Multilevel augmentation method

In this section, we summarize the main concepts of multilevel augmentation method for

solving the nonlinear boundary value problems. Readers can refer to 2, 4, 7, 8] for details.
The variational form of the nonlinear differential equation (1) is: Find u € H}(a, b)

(u/, v/) —~A(u,v) =0, forallve Hy(a,b), )
where
A(u,v) = —(Bx)u' + (x,u),v)

b
= _/ (B@)u' + @(x,u))vdx

b
= —/ (B@)u' + @(x,u))vdx.

Suppose that u* € H}(a, b) is the common isolated solution of given differential equation
and its variational form. We will solve the variational form (2). Let S, be a nested se-
quence of finite-dimensional subspaces of such that | J, Sx is dense in H. Let {¥|j =
1,2,...,dimS,} be an orthonormal basis for S, and the nth level approximate solution
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u, € S, be of the form

dimS,
U, = Z Olj\p]‘,
j=1
satisfying
(), W) — A, W) =0, forallk=1,2,...,dim§,,.
Note that by the orthonormal property of the basis, we have
o = A(u,, ¥y), forallk=1,2,...,dimS,.

Suppose that u, is already solved. Instead of solving u,,; directly from the nonlinear
system of dimS,,;, we apply the multilevel augmentation method to find an approxi-
mate solution in the next level, u, ;. There are two main steps here. Firstly, we solve for

H _ dim Sy41 1
Ups1 = D jmdimsp1 & V) € Spa1 \ Sy from the system

((u,, + uﬁl),,W;) =A(u,, Vi), forallk=dimS, +1,...,dimS,,;.
We then obtain
a} = A(uy, V;), forallj=dimS, +1,...,dimS,,;.

Secondly, we solve for u% | = Z;L'TS” (x}@j € S, from the nonlinear system

((dhq + 0l ),,E;() =A(ub,, +ull,, W), forallk=12,...,dimS,,

n+l

dim Sy;41 !
—\ —
(( = a’w’) ’\pk>
j=1

dim S, dimSy;41
:A( Z a}ﬁ, + Z a}ﬁ,»,ﬁk) forallk=1,2,...,dimsS,.

j=1 j=dim Sy +1
That is, we solve for a}-l wherej=1,...,dimS, from
dim Sy dim Sy
a,1< :A( Z a}ﬁj + Z ot}@,,@k), forallk=1,2,...,dim§S,.
j=1 j=dim Sy +1
Finally, we obtain the approximate solution at this level by setting

dim Sy
L H Iy
Upl = Uy Uy = Z al’ ‘I‘Ij'
J=1
For i € N, suppose that 1, is already solved, say,

dim Sy, ;

Upi = E O{;Wj.
Jj=1
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The (n + i + 1)th multilevel augmentation solution, u,;,1, can be solved inductively. We

Zd1m5n+z+1 i+1,

begin with solving for /! j=dim Sy 1 %

WV, € Stiv1 \ Sy from the system

n+i+l —

1*1 = Ay, V), forallj=dimS, +1,...,dim Sz

dimSy  i+13f, ;
Then we solve ut | = =2 1 o W; €S, from the nonlinear system

(s, o )’,W;) = A(ul,,; M k), forallk=1,2,...,dimS,.

nrivl T Upiiv nrivl T Upyivly

That is, we obtain o;j*! wherej=1,...,dim$, from

dim S, dim S, 41
”1 —A( Z a”l\ll + Z oz”llllj,\llk> forallk=1,2,...,dim§S,.

j=dim Sy +1

Finally, we obtain the approximate solution at this level by setting

dim Sy4i41

—_ L i+1g,
Upivt = Uy + un+z+1 z : ®; \I’

It should be noted that the original full nonlinear system of dim S, ;1 can be solved in the
augmentation method by just solving the smaller nonlinear system of the fixed size dim S,,.
The increasing number of unknown coefficients when increasing the level approximation
can be solved by the corresponding linear systems. Specially for our presented orthonor-
mal basis, the linear system is easy to solve. The unknown coefficients in the higher level
are obtained directly. Overall, the computational time can then be reduced greatly by this
method.

Algorithm: The multilevel augmentation method based on the Galerkin method.

Let n,i be two fixed positive integers.

Step 1: Solve the nonlinear system
(u/n,a;() - A(u,, W) =0, forallk=1,2,...,dimS,

and obtain the solution u,. Let u, := u,, and m := 1.

Step 2: Compute

o = A(ttno,V)), forallj=dimS, +1,...,dimS,,,,.

dim Sy I
Define ufl := = dimses1 & Y.

Step 3: Solve the nonlinear system

dim S, dim Sy,
o =A E o E oW, Wi |, forallk=1,2,...,dimS,.
j=dim Sy +1
dim Sy, " —_ L H
Define u}, o1 o'W and let wy . = u, ,, + Uy,
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Step 4: Set m <— m + 1 and go back to Step 2 until m = i.

The computational complexity which is measured by the number of multiplications and
functional evaluations used in the computation of the above algorithm is of the order
O(dim S,,,,). More details of complexity analysis can be found in [4] and [2].

4 Error analysis
In this section, we will show the convergent rate of the multilevel augmentation method
in conjunction with the anti-derivatives of the Daubechies wavelets. Let u* be the iso-
lated solution of (2), u,, € S,, be the nth (standard) multilevel solution obtained from the
wavelets of order p and u,,; be the (n + {)th multilevel augmentation solution of (2).
Throughout this section, we assume that ¢ satisfies the following conditions:
(i) @(x,u) is a real continuous function in (x, u#) € [a,b] x R, and satisfies the Lipschitz

condition with respect to u for |u| < R,R > 0, that is,
lo(x,v) —o(x,v)| < Milu—wl, v/ <RIw| <R,
for some positive constant M.
(ii) ¢@(x,u) is continuously differentiable with respect to u for all x € [a, b], and all
v € B(u*, p) := {v||v—u*| < p}, for some p > 0, and there exists a positive constant
M, such that

}(pu(x, V) — @u(x, w)| <Mlv-w|, forallv,we B(x*,,o).

The following lemma was proved in Section 3 of [4] but for convenience of the reader,
we have reproduced and included its proof for ready reference.

Lemma 4.1 Suppose that ¢(x,u) satisfies the conditions (i) and (ii). Then there exists a
continuous and compact operator K : Hy(a, b) — Hy(a, b) such that

(,B(x)u/ + (%, u), v) =[Ku,v], forallve H(l)(a, b),

and that K is Fréchet differentiable on the closed ball B(u*, p) and the Fréchet derivative

K’ satisfies the Lipschitz condition, that is, there exists a positive constant C

]IC’(V) - IC/(w)|1 <Clv-wh, wvwe B(u*, p).
Proof For a given u € H(a, b), the operators f;(-) := (B(x)/,-) and g,(-) := (¢(x, u),-) are
bounded linear functionals on Hj(a, b). By the Riesz representation theorem, there exist
Ciu, Kou € Hé (a, b) such that

(ﬂ(x)u/, v) = [Kiu,v], forallve Hy(a,b),

and

(¢(x,u),v) = [Kau,v], forallv e Hy(a,b).
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We define the linear operator K; : Hy(a,b) — H}(a, b) by
KCiiur— Kiu, forallue H(l)(a, b),

and define the nonlinear operator K : Hy(a, b) — H}(a, b) by
Ko iur> Kou, foralluce H(l)(a, b).

The operator K; is compact. By the linearity of KC;, we see that K; is continuous (or
bounded) and its Fréchet derivative is itself. Then there exists a positive constant ¢; such
that

1K) = KL w)], = K ) = K )], < ealv = wihy.

By Proposition 3.1 in [4], the nonlinear K, is continuous, compact and Fréchet differen-
tiable on the closed ball B(u*, p). Moreover, for any v, w € B(u*, p), there exists a positive

constant ¢, such that
Ky (v) = Ky(w)|, < calv — wihs.

Define IC = K; + KC;. Then K continuous, compact and Fréchet differentiable on the closed
ball B(u*, p). Set C := c1 + ¢y, the Fréchet derivative K’ therefore satisfies the Lipschitz
condition. N

Next, we consider the difference between the isolated solution u* and the (# + {)th mul-

tilevel augmentation solution, u,, of (1).

Theorem 4.2 Let u* be an isolated solution of (1) and u,,; be the (n + i)th multilevel aug-
mentation solution. Let KC'(u*) be the Fréchet derivative of IC at u*. If 1 is not an eigenvalue
of K'(u*) and if u* € H"\(a, b), then there exist a positive constant f and a positive integer
N such that, foralln > N, and i € Ny,

”M* — Uy ” < c2—(;’1+i+1)s ”M* H 0<s <p.

s+17
Proof The variational form of (1) can be written in the form of (Z - K)u = 0. By Lemma 4.1,
the operator IC is completely continuous and Fréchet differentiable on the closed ball
B(u*, p) and the Fréchet derivative K’ satisfies the Lipschitz condition.

Let E,, := inf{|u* — v|;|v € S,}. By Theorem 3.1 in [5],

E, < C2’(”+1)S‘u*‘ 0<s<p,

s+1’

where C is a constant depending on # and s. Fix 0 < s < p. For n € N, set y, =
C270mDs|y*| 1. Then yy1/yy = 0 := 27 > 0. Referring to Lemma 2.2 in [4], there exist
a positive constant p and a positive integer N such that, for all # > N, and i € Ny,

’M* - un,i|1 =< (/0 + 1))’n+i~
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Thus

|u* — Uy ) < (p + 1)C2—(n+i+1)s|u*|

s+1°

Since the norm | - |; is equivalent to the standard norm || - ||, |lz]l < ||xl1, and |u|s; <
||| 541, there exists a positive constant ¢ such that

I = ] < 2], )

The above estimation suggests that, if we apply the wavelet of order p, the solution u €
H}(a,b) N H**\(a, b). If we apply the multilevel augmentation method from level 7 +i—1 to
7 + i by the anti-derivatives wavelets of order p, the errors measured in L2-norm decrease
at most by a factor of 27. Consequently, the errors obtained by the standard multilevel and
the multilevel augmentation methods decrease with the same order.

5 Numerical examples

In this section, we illustrate the accuracy of the multilevel augmentation method in con-
junction with the anti-derivatives of the Daubechies wavelets of order p for solving non-
linear boundary value problems with Dirichlet boundary conditions.

Example 5.1 Consider the boundary value problem [4]

u'(x) =™, forxe(0,1), (3)
with boundary conditions

u(0) = u(1) = 0.
The isolated solution is #*(x) = —In2 + 2 In[csec{c(x — 1/2)/2}], with ¢ ~ 1.3360557 ....

The variational form is

(' (), 1/) = —(e"("), v), for all v e H}(0,1),
where the inner product (f, g) = fol fgdx. Equivalently,

(4 (%), W) = ~(¢"®, W), for all U; € H3(0,1),
where {Gj} is an orthonormal basis for H}(0,1).

Find the first level of approximate solution: standard multilevel method. For p =1, the
set {Wqo} is a basis for the subspace S;. Suppose that the approximate solution u; € S; is
of the form

up = ﬂooaoo-
We need to know agg. It can be approximated from

a00 (W0, Woo) = (€07, Woo).
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This becomes a nonlinear equation with one unknown, ag. It can be solved by the Newton
method. At this step, we obtain the first level approximate solution.

Find the second level of approximate solution: standard multilevel method. For p =1, the
set of {Woq, U1g, W11} is represented as the multilevel bases for the subspace S,. Suppose
that the approximate solution u, € S, is in the form of

U = hoomoo + blomw + buau—
We will find approximate solution u; € Sy by solving for bo, b19, b11 from

—(e2™, W),

(ué(x), \yl()) = _(eMZ(X)1E10)r

—_
N
)
&
&
(=3
=l
~
1}

or

boo = —(e"2%, o),
bio = — (2™, W),

by = —(e2®,Wy).

We obtain the system of nonlinear equations with three unknown bgg, b9, and by;. We
can solve by the Newton method. At this step, we obtain the second level of approximate
solution by the standard multilevel method.

Find the third level of approximate solution: standard multilevel method. For p =1, the
set {Woo, Y19, W11, Yoo, Wa1, Yoo, Wa3) is represented as the multilevel basis for the sub-

space S3. Suppose that the approximate solution u3 € Sj is of the form
uz = cooWoo + c10Wio + et Wi + c20Wao + c21War + €22 Was + €23 Wos.

We will find approximate solution u3 € S5 by solving for ¢, c19, €11, €20, €21, €22, €23 from

We obtain a system of nonlinear equations with seven unknowns that can be solved by the
Newton method. At this step, we obtain the third level of approximation by the standard
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multilevel method. The calculations can be extended to any number of levels, depending
on the numerical accuracy required.

Next, we will show the calculation steps of the multilevel augmentation method. Assume
that we have obtained uy € Sy: uy = booWoo + bro W10 + b11 W11 from the second level of
the standard multilevel method. The third level of approximation can be obtained by the
multilevel augmentation method as follows.

Find the third level of approximate solution: multilevel augmentation method. Next, we
will show how to find u;;, which is the approximation of u3 in the third level. Assume that
we have already obtained the second level of the approximate solution. The approximate
solution uy; € S; is of the form

L H
U1 =Uyy T Uy,
where uéyl € S, and ué{l € S5\ S7. Suppose that
L _ 1% 19 15
”2,1 = OlOO\IJ()() + 0[10\1110 + O[u\pu,
H _ 13 19 13 15
M2,1 = 0[20\1’2() + (121‘1121 + ()l22\1122 + 0123\1’23.

There are two sub-steps to find u5, and u3;.
11 1 1
We first solve for oy, 0091, 039, 0135 from

Next, we can solve for o, o1 , &1 ; from

oy = —(e19, Tp),

aly =~ (1, B,
al = (e, )
At this step, we solved iteratively by the Newton method. This procedure shows that the
present scheme can reduce the computational time when solving the nonlinear systems.
The approximate solution u; » € Ss is finally obtained,
U = ufz + Ltfz
_ T 15 1 15 15 15 15
= O[OO\I—’OO + Olm\plo + (XH\IJH + 0620\1120 + (121\1121 + 0522‘-1122 + 0523\1123.
Find the fourth level of approximate solution: multilevel augmentation method. Next,
we will show how to find u; 5, which is the approximation of u, in the third level. Assume

that we have already obtained the second level of approximate solution. The approximate
solution uy 5 € Sy is of the form

L H
Uzp =Uyy + Uy,
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where uéyz € S, and ugz € 84\ S2. Suppose that

L _ 273 20 2,
”2,2 = 0600‘-1’00 + C(lo\l—’lo + Olu\I—’u,

3 7
H _ 2 : ST 2 : 2.,
”2,2 = 0121"112} + O(sj‘llgj.
j=0 j=0

There are two sub-steps to find u5, and u’z’fz.

We first solve for a3, ...,a3;, 03,05, .., %, from

g == (19, Wy)  forj=0,1,2,3,

2 H W ;
oy = —(e”zvl( ), \IJgj) forj=0,1,2,...,7.
Next, we can solve for ady, af, a7 from

o =0, T,
g = (€22, Wy),

= (20, Ty).
The approximate solution uy, € Sy is finally obtained,

L H
Upp = Uy + Uy
3 7
_ 20 2\ 2\ § : 2 .. § : 2 ..
= 0500‘*1’00 + Olloq-’lo + Oluq/u + Olzl»\pzl + Olgj\pgl.
j=0 j=0

The multilevel augmentation method for calculating higher levels can be performed using
the same procedure. The accuracy of the numerical solution depends on the starting level
of the augmentation method.

Since we have to calculate the inner product of functions and bases, we perform it nu-
merically by the trapezoidal rule in all of the examples. The derivatives are approximated
using the central difference formula.

In Example 5.1, we apply the Daubechies wavelets of order p =1 and p = 2 to solve the
problem. The numerical results are shown in Tables 1 and 2, respectively. The column of
llet = u, || shows the error in the L? norm obtained from the standard multilevel method.
The L? error decreases by the factor of 2! when the applied level increases. The next col-
umn, Time,, is the computing time in seconds run on the machine processor 2.3 GHz,
Intel Core i7, memory 4 GB, 1600 MHz. It takes exponential order when the number of
level increases. The L? error when starting with the levels 2 and 3 are also shown. The de-
creasing in L? error agrees with the theoretical results. Moreover, when we augment one
more level, the computing time of our algorithm increases slightly, which is consistent
with the linear complexity estimate.

The L? errors by the augmentation method are of the same order as those of the standard
multilevel method, when applied at the same level. When comparing the results between
p =1and p =2, the L? errors for p = 2 decrease faster than those for p = 1. The rate of con-
vergence decreases by the factor of C22, for some constants C. The results from Tables 1
and 2 confirm the theoretical results of our main theorem.
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Table 1 Numerical results for p =1

n dimS, Jlu-usll  Time, lu=trp-1ll Timeyp lu=uzp2ll Timeyno  lu-usp-3ll Timesys
1T 3 2.3549e-1 3.5800e-2 2.3962e+0 8.3000e-3

2 7 1.0022e-1 23140e-1 1.3037e+0 3.7700e-1 1.0073e+0 1.7500e-2

3 15 48223e-2 1.7408e+0 4.5435e-1 6.2230e-1 4.3987e-1 44840e-1 43458e-1 5.6600e-2
4 31 24206e-2 1.6873e+1 2.1642e-1 7.3150e-1 2.1044e-1  7.3400e-1 2.0832e-1 4.9160e-1
5 63 1.3392e-2 13638e+2 1.1440e-1 84620e-1 1.1187e-1 83810e-1 1.1097e-1  8.2520e-1

Table 2 Numerical results for p =2

n dimSy (lu-unll Timey lu=urp1ll Timeypr lu-uapall Timeyno  llu=-usp-s|l Times,-3
1 7 9.6680e-5 3.8360e-1 7.9852e-2 24100e-2
2 13 1.2588e-5 1.9599e+0 5.1073e-3 4.5320e-1 5.1347e-3  4.5900e-2

3 25 2.2134e-06 1.2856e+01 1.6628e-04 6.4740e-1 1.8461e-4 5.1630e-1 1.8573e-4 1.2630e-1

Table 3 Numerical results forp =1

n dimS, flu-upll  Time, lu=urpall Timeypr flu-ugp2ll Timezpo  lu-uspsll Timesp-3
1 3 2.3184e+0 3.5800e-2 2.3962e+0 8.3000e-3

2 7 9.8550e-1 2.3140e-1 1.3037e+0 3.7700e-1 1.0073e+0 1.7500e-2

3 15 43358e-1 1.7408e+0 4.5435e-1 6.2230e-1 43987e-1 4.4840e-1 4.3458e-1 5.6600e-2

1 1
4 31 20971e-1 1.6873e+1 2.1642e-1  73150e-1 2.1044e-1 7.3400e-1 20832e-1 4.9160e-1
5 63 1.1300e-1 1.3638e+2 1.1440e-1 8.4620e-1 1.1187e-1 83810e-1 1.1097e-1  82520e-1

Example 5.2 Consider the boundary value problem

2

u' (%) + u*(x) = sin(wx) — w2 sin(rx), forx € (0,1), (4)

with Dirichlet boundary conditions
u(0) =u(l) = 0.
The isolated solution is #*(x) = sin(mx).

Numerical results for p = 1 is shown in Table 3. The L? norm of the error decreases by a
factor of 2. The L2 errors of the multilevel augmentation method are slightly greater than
those of the multilevel method at the same level and decrease in the same order as the
standard multilevel method.

In our last example, we will test our present method to solve the nonlinear boundary

value problem with non-zero Dirichlet boundary conditions.

Consider
u" - Bx)u = ¢(x,u), forxe(a,b), (5)
with the Dirichlet boundary condition

u(a)=c and u(b)=d.
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Table 4 Numerical results forp =1

n dimS, flu-usll  Time, lu=uipall Timeppr flu=upp2ll Timezpo  lu-usp-sll Timesps
1T 3 3.6441e+0 55200e-2 4.0184e+0 1.5600e-2

2 7 1.6750e+0 3.4570e-1 20257e+0 45810e-1 1.7817e+0 3.6700e-2

3 15 74431e-1 27760e+0 9.7397e-1  7.0520e-1 8.1878e-1  4.3340e-1 7.6238e-1 1.5370e-1
4 31 3.6599e-1 2.1067e+1 48121e-1  75820e-1 3.9986e-1 6.5820e-1 3.7317e-1  6.2760e-1
5 63 1.9502e-1 1.6468e+2 24916e-1 95190e-1 2.0838e-1 85460e-1 1.9563e-1 1.1097e+0

We assume that 8 € L>®(a, b), ¢ € C([a,b],R) and u is the unknown to be determined.

Assume the solution u as

|:d—c bc—adi|
u= + +w.

b—ax b-a

The variational formulation of (5) is to find w € H(a, b) such that

b d- b d- bc - ad
/ w - Bx)w + ¢ vdx—/ olx,w+ Cx+ 2672 vdx =0,
a b-a a b-a b-a

for all v € H}(a, b).

By applying this technique, we can solve the nonlinear problem with non-zero Dirichlet

conditions.
Example 5.3 Consider the boundary value problem
W’ +u’ = (sin(rx) + x)3 — ¥sin(rx), (6)

with Dirichlet boundary conditions

The isolated solution is u*(x) = sin(wx) + x.

The variational form of this problem is
((w +2) + (w+x)3 v) = ((sin(nx) + x)3 — 2 sin(rx), v), for all v € H}(0,1).
Equivalently,
(W' + (w+x)*,v) = ((sin(rx) + x)3 —n%sin(rx),v), forallve Hy(0,1).
Numerical results for the wavelet basis of order p = 1 are shown in Table 4. At the same
level, the L? errors of the multilevel augmentation method are slightly greater than those
of the standard multilevel method. The rate of convergence in the L2 error agrees well with

the theoretical results. The computing time of the augmentation method is of the same

order when the number of augmented levels increases.
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6 Conclusions

This study extends the multi-scale decomposition to a nonlinear boundary value problem.
We apply the anti-derivatives of the Daubechies wavelets of order p to solve nonlinear two-
point boundary value problems. The augmentation method is employed in a variational
formulation for multilevel constructions. The present method can reduce computational
time when solving the discretization of the full nonlinear system. The nonlinear system
from the standard multilevel method can be separated or augmented into two smaller
systems. One is linear and the other is a nonlinear one that can be solved iteratively by the
Newton method. The numerical accuracy can be improved by increasing the resolutions
or the level of approximations. The rate of convergence was shown to be at most on the
order of 2 where p is the order of the wavelet basis. We illustrate numerically in our
examples that the L? error decreases when the number of basis levels increases. The rate
of convergence from our estimations has been confirmed by many examples. Due to its
advantages, the anti-derivatives of the Daubechies wavelets can be used to solve various
kinds of boundary conditions. We are extending this study to apply this basis type with
the augmentation method for solving Neumann type and mixed boundary conditions,
without any modifications in the assumed form of approximate solution; these results will
be reported elsewhere.
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ABSTRACT

This paper developed the anti-derivative wavelet bases to handle the more general types
of boundary conditions: Dirichlet, mixed, and Neumann boundary conditions. The boundary
value problem can be formulated by the variational approach, resulting in a system involving
unknown wavelet coefficients. The wavelet bases are constructed to solve the unknown solu-
tions corresponding to the types of solution spaces. The augmentation method is presented to
reduce the dimension of the original system, while the convergence rate is in the same order
as the multiresolution method. Some numerical examples have been shown to confirm the rate
of convergence. The examples of the singularly perturbed problem with Neumann boundary
conditions are also demonstrated, including highly oscillating cases.

Keywords: anti-derivative wavelets; multiresolution; Neumann boundary; mixed boundary;
augmentation

1 Introduction

To solve numerically the differential equation with complex boundary conditions, one can find
approximate solutions by choosing suitable bases and then discretizing the domain that results
in a system involving unknown coefficients. Due to its advantage of the multiresolution wavelet
basis, the full system for certain types of differential models needed not to be solved. Instead,
it can be split into smaller sub-systems and solved separately. This is the concept of multires-
olution augmentation method or multilevel augmentation method. This method allows one to
develop faster and more accurate algorithms, see [3, 4, 5, 6] to solve boundary value problems.

The anti-derivatives of Daubechies wavelets can be used in the multiresolution augmenta-
tion method to solve linear and nonlinear two-point boundary value problems with Dirichlet
boundary conditions (see [19, 20]). The accuracy of the numerical solution depends on the order
p of the wavelet basis and the multiresolution levels. But the application of the augmentation
method for solving Neumann and mixed boundary conditions is not straightforward. Recently,
[13, 15], proposed a method by assuming that the second derivative of the solution can be
expressed in terms of the Haar wavelet which is, in fact, the Daubechies wavelet of order p = 1,
and then substitute it into the differential equation subjected to the types of boundary con-
ditions. So, the wavelet order cannot be increased directly using this approach. It is required
that a suitable wavelet basis is developed corresponding to the type of boundary condition that
the wavelet orders can be increased.



In this work, we propose a new method to modify the anti-derivatives of Daubechies wavelets
to be the subspace of solution spaces. The wavelet order can be increased when higher order
approximation is required. Next, the variational approach is applied to the new approximation
spaces and the full system is solved by the augmentation method to reduce computational time.

In view of fractional calculus, the fractional derivative of the Riemann Zeta function is re-
cently presented in [11]. The fractional wavelet analysis based on the Gabor-Morlet mother
wavelet is developed in [9, 10]. The wavelet spectrum and scalogram of the Weierstrass-
Mandelbrot function (WMF) can be constructed. The spectral analysis of the WMF can
describe the phenomena of various physical fields, including remote sensing, control theory,
and quantum mechanics.

To begin with constructing the presented wavelet basis, the interval (a,b) is considered and
the notation L?(a,b) used to denote the space of square integrable functions on (a,b) with the
standard inner product (-,-) defined by

(1, ) = /abu(x)v(x) iz

and the associated norm || - || .
Let H'(a,b) denote the Sobolev space with the norm || - ||; given by

ol = \//:\v<m>12dw+/;\v’<x>\2dw-

In order to handle the various kinds of the boundary conditions, the following solution spaces
are introduced:

H!(a,b) = {ve H'(a,b)
Hl(a,b) = {ve H(a,b)
Hy(a,b) = {ve H'(a,b)

Details of the wavelet base construction on H'(a,b), H}(a,b), H!(a,b), and H}(a,b) are
given in Section 2. The multiresolution augmentation method is presented in Section 3. The
error analysis is shown in Section 4. Examples of the numerical results are demonstrated in
Section 5. Finally, the conclusions have been drawn in Section 6.

2 Subspaces of solution spaces : H!(a,b), Hl(a,b), H'(a,b),
and H}(a,b)

In this section, we introduce the anti-derivatives of wavelets that are orthonormal bases for
finite-dimensional subspaces of the solution spaces H!(a,b), H}(a,b), H'(a,b) and H}(a,b).

Given a positive integer p, for j > —1 and (j, k) € Z X Z, let

_ ¢(x_k:)’ J=-1,
virle) = {\@w@jx—k% j>0,

2



be the Daubechies wavelets of order p (see, e.g., [8, 21] for the details of construction and
additional properties of these wavelets). The supports supp ¢ = supp?) = [0,2p — 1]. The
interval [0,2p — 1] is shifted to [a,b] by the transformation

b—a
2p—1

Yy = T+a, SCG[O,Zp—l]

In this paper, we simply denote ;1 (y) by i, whose support is
k. b—a k+2p—1,,b—a

0+ () (o). o+ (2= (221,

For the sake of simplicity, for each j > —1, the index sets [;, D;, and 13j are defined by

2-2p<k<2p—2 = —1
kel { pP>RK=2p ) J )

2-2p<k<2(2p-1)—1, >0
2-2p<k<2p-2, J=-1,

keD; < . ,
1-p<k<22p-1)—p, >0,

~ 1—-2p<k<2p—2 = —1
ke D; <«— P _4p ’ ‘7 ’
1-p<k<22p-1)—-p, j=>0.

The wavelets {%’k‘ 7> -1,k € [j} form a frame for L?*(a,b). To apply this study’s
proposed method for solving the boundary value problem, a sequence {S,} of nested closed
subspaces of the solution space is constructed such that U,cn.S,, is dense in the solution space.
From [21] and [7], the anti-derivatives of scaling functions ¢ are used to construct the wavelet
basis for these subspaces, but in the present method, the anti-derivatives of the wavelet functions
) are used. This paper will prove for the solution spaces H'(a,b) and H{(a,b); the other
subspaces can be proved in a similar way.

2.1 Subspaces of solution spaces H'(a,b)

For j > —1, k € I}, define the anti-derivatives of wavelets, namely,

\T/]k(x) = / Y ds, fora <x<b.

o

For n € N, define a subspace S,, by
S, = span{@jk(x) | —1<j<n, kel}.

It can be shown that the set {1,@jk | —1<j<n, ke D,} is a basis for S,. The proof is
given in Lemma 2.1 and Theorem 2.2.

Lemma 2.1. For any a € [—o00,a), the set {\T/]k | j > =1,k € I;} is a frame of H'(a,b).

Proof. The set {v;r | j > —1, k € I;} is a frame of L?*(a,b). Applying Lemma 3.1 in [21],
{W|j> -1,k €I} is a frame of H(a,b). O



Theorem 2.2. The set {1,@jk | —1<j<n, ke D;} is a basis for S,.

Proof. For any i > —1, k € I; and a < x < b, we have

\/I\’]k(l’) = / ¢jkd82/ wjkds—i—/ Qﬁjkds.

Since ffoo Y, ds is a constant and fam VYipds = Wj(z) € H(a,b), the set {1, \lek | —1<j<

n, k € D;} spans S,. Consequently, the set {1,(1\1jk | —1<j<mn, ke D,} is a basis for
S, . H

2.2 Subspaces of solution space H;(a,b)

We introduce the norm | - |; of the space H}(a,b) by

b
ful; = / /()2 dz,  forue H(a,b).

This norm is equivalent to the norm || - ||; defined previously in Section 1.

For j > —1 and k € I;, define the anti-derivatives of wavelets, namely,

r—a

T b
Uip(z) = / Vi ds — 7, / Y dx, fora <ax<b.
a —a J,

For n € N, define B
Sp o= span{VU;, | —1<j<n, kel;}.

It can be shown that the set {\T/Jk | —1<j<n, ke 5]} is a basis for S,,. The proof can be
seen in Lemma 2.3 and Theorem 2.4.

Lemma 2.3. The set {\i]k | j > =1,k €I} is a frame of H}(a,b).

Proof. Since \TJ;k = ) — ﬁf: Yidr € L2(a,b) and Uj(a) = 0 = W, (b), U € Hl(a,b).
Let u € H}(a,b). Since u' € L*(a,b) and {¢5| j > —1, k € I;} forms a frame for L?(a,b),
there are constants «;j, such that

Jim [ =3 > g = 0.

j=-1 k‘elj

Set up = 3271 D er, ajxV. Then u, € Hl(a,b) and u, = D i1 kel i (Y —



ﬁ f; Vi dm) . Applying triangle inequality, we have

i — 1]y = \/ / o (z) — o, (2)[? da

= [Ju" — uy |
= Hu’ — Z Zajk(¢jk - m/ wjk d:U)H
j=—1kel; a
n n ' b
< Hu’ _ Z Zozjk@/{ij + H Z Z ba_]ka/ Wik dxH
J=-1kel; j=—1kel, a
— Hu/_ O"kl/J‘kH + ‘/ Oé'kl/i-kdl“

Since f; uw'dr = u(b) —u(a) =0,

n

/ 1 ’ / -
lu—usy < |Ju’ = Z Zajkwij + m‘/a (v — Z Zozjkwjk] dw‘

j=—1 ke]j j=—1 k’GIj

Applying Holder inequality, we have

n n

lu—upy < ||u' — Z Z%’k%‘k” + [Ju’ - Z Z%‘k%k”-
j=—1 ke[j Jj=—1 kelj
Then lim, o |u — u,|1 = 0. Hence span{(lv/jk | j > —1, k € I;} is dense in Hj(a,b). That is,
{U|j> -1,k €I} is a frame of Hj(a,b). O

Theorem 2.4. The set {\Tfjk | —1<j<n, ke li} is a basis for S, .

Proof. By Proposition 4.2 in [21], {¢;x | 0 < j < n, k € D,} is a basis for the subspace
span{vj, | 0 < j < n, k € I;}. Then span{W¥;, | 0 < j <n, k€ D;} =span{¥;; | 0 <j <
n, k € I;}. Note that {¥_,, | k € D_;} is linearly dependent. Indeed, from >, ., ¥ 1, =1
we have

Z {Iv’—uc = Z [/jw—Lde—i:Z/abT/)—Lkdx]

keD_y keD_y
T b
r —a
= E Y1 ds — E Yy pdx
a b—a a
keD_y keD_q
= 0.

Next, assume that
n

Z Z a;z U = 0 on [a,b].

Jj=-1 k?ED]‘



Then for any z € [a, 0]

x N _ b n
/ Z Z Oéj]ﬁﬁjk ds = i_Z/ Z Z Oéjkwjk dzx.

Jj=-1 keﬁj “ Jj=-1 keﬁj

By the first fundamental theorem of calculus,

n n

b
Z Z QjpPje = bia/ Z Z s d.

J==lkeD;, * j==lkeb,
Set
n
1 b
g = E E P da.
b—a ), : —
J=-1 k‘ED]‘
Rearranging,

0 = Z Zoéjk%k—ﬁ

i=14eB,
n

= E E bk + E a 11— B
7=0 keD; keD_y

Since Zkep,l Yoy =1,

0 = Z Z ajrYjke + Z Q1 kP-1k — Z BY_1k

J=0 keD; keD_, keD_;
n
= Z Z ke + Z [ = Bl 1k — Bo-12-2p
Jj=0 keDj k,‘6571

By linear independence of those v, it can be concluded that 8 = 0 and aj; = 0 for —1 <
j<nand k€ D;. Thus the set {U;, | —1<j <n, k€ D;} is a basis for 5,. O]

2.3 Subspaces of solution space H](a,b)

For j > —1 and k € [;, define the anti-derivatives of wavelets, namely,

U(z) = / Y ds, fora <z <b.

Graphs of ¥, for p = 1 when n = 1, and 2 are shown in Figure 1, and graphs of ¥j, for
p =2 when n =1 are shown in Figure 2. For n € N, define a subspace S,, by
Sp = span{W;(z) | —1<j<n, kel}.

Based on the proofs in Subsection 2.1 and Subsection 2.2, the set {V;, | —1<j <n, k€ D;}
is a basis for S,,.



2.4 Subspaces of solution space H](a,b)

For j > —1 and k € D;, define the anti-derivatives of wavelets, namely,

b
Uk (2) :/¢jkds, fora<axz<b.

Graphs of ¥j, for p = 1 when n = 1, and 2 are shown in Figure 3, and graphs of V¥, for
p =2 when n = 1 are shown in Figure 4.
Set

Sp = span{VU;, | —1<j<n, kel;}.

Based on the proofs in Subsection 2.1 and Subsection 2.2, the set
{jr| —1<j<n, keD;},
is a basis for S, .

Note that, sometimes, the orthonormality of the basis for S, may be required; then the
Gram-Schmidt process can be applied with the standard inner product (-,-) in L*(a,b).

3 Multiresolution augmentation method

3.1 Multiresolution method

Suppose that H is a solution subspace of L?(a,b) (that is, H can be one of the subspaces
H}(a,b), H!(a,b), H*(a,b) and H}(a,b) ). Let u € H be the weak solution of a given differ-
ential equation. Suppose that the variational form of the differential equation is

A(u,v) = F(v), for all v € H. (1)
Let Sn_be a nested sequence of finite-dimensional subspaces such that U,cnS,, is dense in
H. Let {¥;|j=1,2,...,dimS,} be an orthonormal basis for S,,. Suppose that the nth

level approximate solution u,, € S,, is of the form

dim S,

Up = E Ozj\I/j s
j=1

satisfying

dim Sy,
> AT, ;) = F(Ty),  forallk=1,2, ..., dim§,.
j=1

Assume that A in (1) is a linear operator, the linear system that will be obtained is A,u,, = F,,,
where

A, = [AY;, ) : 4, k=1,...,dimS,],

u, = [ozj sy =1,..., dimSn},

F, = [F(¥) : k=1,...,dim§S,].



The matrix system can be solved by any numerical methods, so u,, is obtained. This process
is called the multiresolution method (standard method). Next, the augmentation technique will
be described when the approximate solution u, is already obtained.

3.2 Multiresolution augmentation method

Suppose that u, is already solved by the multiresolution method from the previous subsection.
The augmentation method can be applied to find an approximate solution in the next level,
(n+1). Firstly, we augment the matrix A, with submatrices B,,, C,, and D,, where

B, = [A(V;,T) : j=1,...,dimS,, k=dimS,+1, ..., dimS,41],
C, = [A(ﬁj,ﬁk) cj=dimS,+1,...,dimS, 1, k=1, ...,dimSn},
D, = [A(Ej,ﬁk) ©j, k=dim S, + 1, ...,dimSnH].

The augmented matrix A, ; corresponding to the (n 4 1)th level is identified as

A, B,
An+1 = |:C D :| .

Secondly, we split the coefficient matrix A,,; into the sum of upper and lower triangular
matrices and find u,,; satisfying,

O R T

We need to find the vector solution u,, ; which refers to an approximate solution from applying
the augmentation method once. The augmentation process can be done inductively 7 times
from u, for finding u, 2, u, 3,...,u,; where u, ; refers to the multiresolution augmentation
solution at level (n +1), and u, ; are calculated from u, ;1

Note that the original system of the standard method at level n+14 has dimension dim S, ;
while that of the multiresolution augmentation method has dimensions dim S,,;_; and dim S, ;—
dim S, ;1. It can be seen that the dimension of the original system can be reduced to smaller
dimensions. This shows the advantage of the multiresolution augmentation method when the
number of levels is very large. The multiresolution augmentation method for solving nonlinear
operators with Dirichlet conditions can be found in [20]; but here we propose the augmentation
method with the modified wavelet bases for solving the problems with Neumann and mixed
boundary conditions.

4 Error analysis

In this section, the convergence rate of the multiresolution augmentation method in conjunction
with anti-derivatives of Daubechies wavelets is presented. If w is the weak solution of (1) and
uy, € S, is the nth (standard) multiresolution solution obtained by using wavelet bases of order



p. Theorem 4.1 in [21] shows that, if u € H N H?*(a,b), there exists a positive constant C such
that

lu =l + 27" lu = ually < CL2TIPulls,  1T<s<p1,
where H*(a,b) is the standard Sobolev space with the norm || - ||s. In particular,
lu —wa]l < ") lulls,  1<s<p+1. (2)

The estimation in (2) suggests that if we apply the wavelets of order p and v € H N H*(a,b),
then the errors from the nth level to the (n + 1)th level measured by the standard norms in
L? decrease by the factors 2°+!,

Next, we consider the difference between the weak solution u and the (n + i)th multires-
olution augmentation solution, w, ;, of (1). Denote the operator corresponding to the matrix
A by A.

Suppose that there exists an N € N such that for n > N, the inverse operators A" and
D, ! exist. Under these assumptions, we have that the (n + 7)th multiresolution solution wu,,;

and the (n 4+ 4)th multiresolution augmentation solution wu,, ; exist for all n > N. Moreover, if
there exist positive constants « and S such that

1

A < o, ID < B,

and
lim ||B,|| = lim ||C,|| = 0,
n—oo n—oo

by Theorem 3.5 and Corollary 3.6 in [3], there exist an M € N and Cy > 0 such that for
n>M and 7 € N,

ln,i = wngill < Co@ TP, 1< s<p+1. (3)
From the estimations (2) and (3) and by applying the triangle inequality we can conclude that
lu = wnll < (Cr+ G2l 1<s<p+1. (4)

The error estimation in (4) suggests that, if the weak solution u € HNH*(a,b) and we apply
the multiresolution augmentation method from level n+4i—1 to n+i using the anti-derivatives
wavelets of order p, then the errors measured in the L?-norm decrease at most by the factor
of 2P, Consequently, from (2), the errors obtained by the standard and the multiresolution
augmentation methods decrease with the same order.

5 Numerical results and discussions

In this section, the efficiency of the multiresolution augmentation method in conjunction with
the anti-derivatives of Daubechies wavelets of order p is illustrated to find the numerical solu-
tions of two-point boundary value problems with various kinds of boundary conditions.

We consider the differential equation in the form

_(9(37)“/), +r(x)u = f(z), for z € (a,b),

9



where f € L?*(a,b) and the coefficients ¢ and r are smooth functions in the closed interval
la,b] with ¢(z) > 0 and r(x) > 0 for all « € [a,b]. We give numerical examples of this differen-
tial equation with the mixed boundary conditions in examples 5.1-5.2 and with the Neumann
boundary condition given in example 5.3. Singularly perturbed problems are presented in
examples 5.4-5.5.

5.1 Mixed boundary conditions (Type I)

Consider
—(g(zx)) +r(@)u = f(), for z € (a,b) (5)

with the following mixed boundary conditions :
u(a) = ¢, and u'(b) = d.

Set u = (x+c¢—a)+w is the weak solution of (5). Since u(a) = ¢ and v'(b) =d , w(a) =0
and w'(b) = d — 1. The variational formulation of the boundary value problem (5) involves the
finding of w € H!(a,b) such that

b
Aw, v) = / fodz+ (d— Dad)u(b) — A(w + ¢ — a,v), forall ve Ha,b),
where A(-,-) is the bilinear form defined by
b
Alw,v) = / qu'v' + rwvdx .

Since A(-,-) is continuous and coercive on H}(a,b), by the Lax-Milgram lemma, there exists a
unique weak solution u € H}(a,b) for (5).

Example 5.1. Consider the boundary value problem
—u' = sinmz, forz € (0,1), (6)
with the following mized boundary conditions:

uw(0) = 0, and u'(1) = 1.

1
The ezxact solution is u(r) =z + — (sin7z + 7).
7r

Table 1

Numerical results for p=1
n [ it Sy [ [[a = tal] | 1t = tususl] | 16— sl | 4 = tga]
1 4 0.3616
2 8 0.0924
3 16 0.0244 0.0249
4 32 0.0076 0.0076 0.0076
5 64 0.0036 0.0036 0.0036 0.0036
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Table 2

Numerical results for p =2

n [ dim S, | u—wall |~ tsnsll | 1u— tgmall | a— tanal
1 5 3.0498¢e — 01

2 8 4.1191e — 02

3 14 4.9862e — 03 | 7.0874e — 03

4 26 6.1128¢ — 04 | 8.2725¢ — 04 | 8.1907¢ — 04

5 50 7.6755e¢ — 05 | 1.2692¢ — 04 | 9.1532¢ — 05 | 9.1205e¢ — 05

Numerical errors in terms of the L? norm for p = 1, and p = 2 are shown in Tables 1-
2. Errors obtained from the standard method are shown in column 3, while errors obtained
from the multiresolution augmentation method are shown in columns 4-6. The augmentation
scheme starts at levels 2, 3, and 4. For p = 1, numerical errors for the first four levels decrease
approximately 3-4 times from the previous level, while they decrease approximately 7-8 times
for p = 2. These numerical results confirm the theoretical results that the error should decrease
by the factor 27°, where 1 < s < p+ 1. The errors from the multiresolution augmentation
method are in the same order, as expected of the standard method when the augmented level
is large enough. For p = 1, the L? error in level 5 does not decrease by the same rate as
expected. This is the result of unexpected additional errors from basis approximations which
are composed of numerical integration and differentiation.

5.2 Mixed boundary conditions (Type II)

Consider
—(gla)) + r(x)u = f(),

with the following mixed boundary conditions :

for z € (a,b),

u'(a) =

¢, and u(b) = d.

Set u = (z +d — b) + w be the weak solution of (7). Since u(b) = d, so w(b) = 0. The
variational formulation involves the finding of w € H](a,b) such that

b
Alw,v) = / fvdx — (c — 1)q(a)v(a) — A(x +d —b,v), forall ve Hl(a,b),
where A(-,-) is the bilinear form defined by
b
Alw,v) = / qu'v’ + rwv dx .

Since A(-,-) is continuous and coercive on H?(a,b), by the Lax-Milgram lemma, there exists a
unique weak solution v € Hl(a,b) for (7).

11



Example 5.2. Consider the boundary value problem

1"

U = COSTI, forz € (0,1), (8)
with the following mized boundary conditions :

uw'(0) = 0, and u(l) = 1.

The exact solution is u(x) = 1+ %(COS?T — COSTIL).
Table 3
Numerical results for p=1
n | dimS, | flu—wunl| | llu—vn ol | lu—uzns| | lu—tsn-all
1 4 5.1079e — 01
2 8 1.2975e — 01
3 16 3.3479¢ — 02 | 3.6188e — 02
4 32 1.0197e — 02 | 1.0607e — 02 | 1.0424e — 02
5 64 5.7858¢e — 03 | 5.8028¢ — 03 | 5.7952¢ — 03 | 5.7899%¢ — 03
Table 4
Numerical results for p =2
n [ dim Sy [ Ju—tal ] 1t~ o al] | 4 — g sl
1 5 3.7558e — 01
2 8 4.1778e — 02
3 14 6.4214e — 03 | 6.6884e — 03
4 26 4.1543e — 03 | 4.1715e — 03 | 4.1550e — 03

The L? errors of example 5.2 are shown in Tables 3-4 for p = 1, and p = 2, respectively.
The rate of convergence remains 27° where 1 < s < p+ 1. The numerical errors of the
multiresolution augmentation method are in the same order as the standard method. This
shows that the anti-derivative wavelet in conjunction with the matrix augmentation can be
applied to solve the mixed boundary conditions and preserve the convergent rate.

5.3 Neumann boundary conditions

Consider /
—(q(@)u') +r(@)u = f(2),

with the following Neumann boundary conditions :

for x € (a,b), (9)

u'(a) = ¢, and W'(b) = d,

12



The variational formulation of (9) involves the finding of w € H'(a,b) such that
b
Alw,v) = / fvdx + dq(b)v(b) — cq(a)v(a), for all v € H'(a,b),
where A(-,-) is the bilinear form defined by
b
Alw,v) = / qu'v’ + rwvdx .

Since A(-,-) is continuous and coercive on H'(a,b), by the Lax-Milgram lemma, there exists a
unique weak solution u € H'(a,b) for (9).

Example 5.3. Consider the boundary value problem

—u +u = (1+7¥)sinmz+1, for x € (0,1), (10)
with the following Neumann boundary conditions :
W'(0) = 7, and W/'(1) = —7.
The exact solution is u(zr) =1+ sinmz.
Table 5
Numerical results for p =1
n | dimS, | flu—unl | |lu—usnof | lu—usns|l | lu—usnal
1 5 2.6941e + 00
2 9 7.0689¢ — 01
3 17 1.7981e — 01 | 6.2093e — 01
4 33 4.6622e — 02 | 2.9533e — 01 | 1.5601e — 01
5 65 1.3594e — 02 | 1.0759e — 01 | 7.3848e — 02 | 3.9654e — 02
Table 6
Numerical results for p = 2
0 [ dim Sy | Ju—uall | [t — s sl] | Ju— s sl
1 6 2.9812e + 00
2 9 4.0325e — 01
3 15 4.8843e — 02 | 6.2520e — 02
4 27 5.9290e — 03 | 8.4895¢ — 03 | 6.8148e — 03
5 51 7.8698¢ — 04 | 1.4897¢ — 03 | 9.2025e — 04

The L? errors of example 5.3 are shown in Tables 5-6 for p = 1, and p = 2, respectively.
This shows that the multiresolution augmentation method can be used to solve the problem
with Neumann boundary conditions.
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Example 5.4. Consider the following singularly perturbed one-dimensional reaction-diffusion

(11)

problem

2//
—&'u +u =

—cos?(mx) — 2e27? cos(2mx)

for x € (0,1),

where € is a small constant with the following Neumann boundary conditions :

u'(0) = 1, W/(1) =
[ exp(—z/e) + exp(—(1 - 2)/2)|
From [18], the exact solution is u(x) = — cos*(wz) + € :
1+ exp(—1/e)
Table 7
Numerical results for p = 1 and € = 0.001
n | dim Sy, [lu — un| RMS lu —u2, n—2l| RMS |lu — u3,n—3]| RMS lu — ug,n—4al| RMS
1 5 5.4447e + 00 | 4.2500e — 02
2 9 1.1189e 4+ 00 | 8.7000e — 03
3 17 2.6580e — 01 | 2.1000e — 03 | 4.2740e — 01 | 3.3000e — 03
4 33 6.6200e — 02 | 5.1727e — 04 | 3.0110e — 01 | 8.9700e — 02 | 2.4000e — 03 | 7.0044e — 04
5 | 65 | 1.7600c —02 | 1.3752¢ — 04 | 2.1890c — 01 | 5.6500c — 02 | 2.1600c — 02 | 1.7000e — 03 | 4.4153¢ — 04 | 1.6903¢ — 04
Table 8
Numerical results for p =1 and & = 0.0001

n | dim Sy, [lu — un| RMS lu — u2,n—2l| RMS |lu — u3,n—3]| RMS lu — usa,n—4al| RMS
1 5 5.4440e + 00 | 4.2500e — 02
2 9 1.1181e + 00 | 8.7000e — 03
3 17 2.6580e — 01 | 2.1000e — 03 | 4.2590e — 01 | 3.3000e — 03
4 33 6.5400e — 02 | 5.1078e — 04 | 2.9930e — 01 | 8.7800e — 02 | 2.3000e — 03 | 6.8555e — 04
5 65 1.6400e — 02 | 1.2776e — 04 2.1896e — 01 5.6541e — 02 1.9400e — 02 1.7000e — 03 4.2297e — 04 1.5135e — 04

The L? and the root mean square (RMS) errors of example 5.4 for p = 1 are shown in Ta-

bles 7-8. In this example, we perform numerical experiments for two cases of small £, 0.001 and
0.0001. The rate of convergence agrees well with the theoretical results. The multiresolution
augmentation method can solve the singularly perturbed problem with the small parameter ¢.

5.4 Dirichlet boundary conditions

Consider

—(g(2)a') +r(@)u = f(z),  forz € (a,b), (12)

with the following Dirichlet boundary conditions :

c, and u(b) = d,

u(a) =

bc—ad d—c
+
b—a b—a
w(a) = 0 and w(b) = 0. The variational formulation of (12) involves the finding of w € H}(a,b)
such that

Set u =

x + w is the weak solution of (12). Since u(a) = ¢ and u(b) = d,

d—c
b—a

Alw,v) = /bfvda:— <bc—ad+

— x,v), for all v € Hy(a,b),
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where A(-,-) is the bilinear form defined by
b
A(w,v) = / qu'v’ + rwv dx .

Since A(-,-) is continuous and coercive on Hg(a,b), by the Lax-Milgram lemma, there exists a
unique weak solution u € Hj(a,b) for (12).

Example 5.5. Consider the boundary value problem ([22])

1" 1
cu +
(xr+1)

su =0, for x € (0,1), (13)

with the following Dirichlet boundary conditions :

w(0) = 1, and u(l) = V2 (0<e<4).

r+1
cos [rIn( 7 )] T3
The exact solution is u(x) = vr+1 - , where r :== 4/—— - and ¢
(@) cos[r In(v/2)] e 4 7
1
1 {(Zk—i— 1)77}2 ’
4 In2
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Figure 5: The numerical results for ¢ = 0.02, 0.002, 0.00025, 0.000025
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The numerical solutions for various values of ¢ are shown in Figure 5. We apply the anti-
derivative wavelet at level 9 with p = 1 to solve the singularly perturbed problem. When &
becomes small, high oscillations are produced as z — 0. This example shows the ability of the
present method and the developed bases to solve high oscillation problems.

6 Conclusions

This work presents the multiresolution augmentation method using the anti-derivatives of
Daubechies wavelets for numerically solving two-point boundary value problems subject to
mixed and Neumann boundary conditions. Application of the wavelet basis with augmentation
method for solving these types of boundary conditions is not straightforward. It requires
suitable approximation spaces to estimate the unknown wavelet coefficients. So, we developed
wavelet bases on the Sobolev space which can be easily applied by variational formulation.
Due to the advantages of orthonormality and multiresolution of the wavelet basis constructed
in the present study, the augmentation method can be applied to reduce the dimension of
the original system. The unknown wavelet coefficients from the previous wavelet level can be
used to approximate the increment of the unknown coefficients in the next level. The rate of
convergence is still preserved to be of the same order as the multiresolution method, which is 2°,
1 < s <p+1, where p is the Daubechies wavelet order. Numerical experiments were carried
out to demonstrate the convergence rate. Additionally, the present method can be applied to
solve singularly perturbed problems with highly oscillating behavior.
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Figure 1: W), for p =1 when n =1, and 2 of solution space H}(a,b).
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Figure 2: W;; for p =2 when n =1 of solution space H(a,b).
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Figure 3: U, for p =1 when n =1, and 2 of solution space H](a,b).
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Figure 4: W, for p =2 when n =1 of solution space H;(a,b).
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