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ค่าเฉล่ียเคล่ือนที่ในความคลาดเคล่ือนของตวัแบบสมการหลายชั้นนบัเป็นปัญหาส าคญัท่ี
ท าให้ตวัประมาณค่าจากวิธีก าลงัสองนอ้ยท่ีสุดไม่มีประสิทธิภาพ ดว้ยเหตุน้ี ผูว้ิจยัจึงตอ้งการขยาย
เมทริกซ์การแปลงท่ีได้เสนอโดยวรางคณา กีรติวิบูลย ์(2553) เพื่อแก้ไขปัญหาค่าเฉล่ียเคล่ือนท่ี
อนัดบัท่ี 1 ซ่ึงมกัเกิดข้ึนในตวัแบบท่ีได้จากการประมาณ และเพื่อท าการกู้คืนค่าสังเกตค่าหน่ึงท่ี
หายไปในตวัแบบสมการหลายชั้น หลงัจากท่ีความคลาดเคล่ือนของตวัแบบถูกแปลงให้เป็นอิสระ 
เกณฑ์สารสนเทศคูลแบค (Kullback) ส าหรับการคดัเลือกตวัแบบสมการหลายชั้น เรียก ณ ท่ีน้ีว่า 
SKIC จะไดน้ าเสนอข้ึน เกณฑ์น้ีถูกสร้างบนพื้นฐานของความแตกต่างแบบสมมาตร โดยไดม้าจาก
การรวมกนัของ 2 ความแตกต่างแบบโดยตรง ความแตกต่างแบบสมมาตรน้ีได้รับการยืนยนัว่า
มีความไวกว่าความแตกต่างแบบโดยตรงแต่ละตวั ประสิทธิภาพของ SKIC ซ่ึงเป็นเกณฑ์ท่ีได้
น าเสนอในการวจิยัคร้ังน้ีจะถูกตรวจสอบเทียบกบั SAIC ท่ีไดเ้สนอโดยวรางคณา กีรติวิบูลย ์(2552) 
ผลท่ีไดจ้ากการจ าลอง พบวา่ ความคลาดเคล่ือนของตวัแบบสมการหลายชั้นหลงัการแปลงมีความ
เป็นอิสระ และ SKIC มีประสิทธิภาพดีกว่า SAIC เพราะ SAIC มีแนวโน้มที่จะได้ตวัแบบที่มี
ตวัแปรอิสระมากกวา่ SKIC 

 
ค าส าคัญ: เกณฑ์สารสนเทศคูลแบคส าหรับการคดัเลือกตวัแบบสมการหลายชั้น; ค่าเฉล่ียเคล่ือนท่ี
อนัดบัท่ี 1; ตวัแบบสมการหลายชั้น; เมทริกซ์การแปลง 
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ABSTRACT :  

 

Moving average in the error of simultaneous equations model (SEM) is a crucial 

problem to make the estimators from the ordinary least squares (OLS) method are not 

efficient. For this reason, we extend the transformation matrix which proposed by 

Keerativibool (2010) in order to correct the first-order moving average, MA(1), that 

generated in the fitted model and to recover the one lost observation in a SEM. After 

the errors are transformed to be independent, the Kullback information criterion for 

select the appropriate SEM, called SKIC, to be going to derive. This criterion is 

constructed based on the symmetric divergence which obtained by sum of the two 

directed divergences. The symmetric divergence is arguably more sensitive than 

either of its individual components. The performance of the proposed criterion, SKIC, 

is examined relative to SAIC proposed by Keerativibool (2009). The results of 

simulation study show that the errors of the model after transformation are 

independent and SKIC convincingly outperformed SAIC, because SAIC has a 

tendency to overfit the order of the model than SKIC.  
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