FLMNIVLAUUFNY T

Tasens: msmmwﬁ’[ﬂmwmnmwfm@;u,azwa
NENA LANNLDNFITATNE INYFEIRSUNITNDUAIDNHN

m@;uazwa‘[ﬂﬂméfﬂ ﬁ’]ﬂ’]&%’]ﬂifﬂﬂ’ﬂﬂdltﬁzﬂ’]ﬂ

[~ an
Tag 529FEaI1178 RIITTH LNBIAS

naninay 2557



T 11aufi MRG5580030

LNV LATUFNY IO

Tasens: msmmwi’[mmwmnmwi{mqu,azwa
NENA LANNLDNFITATNE INYFEIRSUNITNDUAIDH

mquazwafﬂﬂméfﬂ ﬁ’lﬂ’lﬁdﬁ]'\ﬂifﬁ)ﬂ’)'\ﬁduazﬂ'}w

@ Qs

o a o a 0 a 6
:eﬁ]ﬂ GENELIG] aJm'mmaslﬁq‘smmmmmﬂ

ﬂﬁﬂﬁ%&%‘[ﬂﬂﬁﬂﬁﬂﬂ’l%ﬂ am%aﬁuaw%mﬁﬁ g

(%

@nuAvlunonuibiduvesdide an.lddndudasiudoianalyl)



Abstract (Un c?fmia)

Project Code : MRG5580030

(sWalasans)

Project Title : Knowledge Generalization from Causality Knowledge Extracted from
Texts for Answering Why- Question Expressed by Text and Image

(%afmam‘s) msmmmf[ﬁm’mmnm’mfmquazwaﬁaﬁmlﬁ’mnLanms
ﬂ’]isl"fl‘ﬂﬂﬁﬂﬂ%ﬂﬂ’]‘a‘@lﬂﬂﬁ’]ﬂ’]&ltﬁ@!tLﬂznaTﬂEla’lﬁﬂﬁ’m']am”m

DAMNUATAIN

Investigator : Assoc. Prof. Chaveevan Pechsiri (Dhurakij Pundit University)

{ o aw 4 a © a a [ a_ o a ¢
(%aumw) IIAANTIINITEY AT, RIIIT LNBIAD (Nﬂﬂ’)ﬂﬂﬂﬂﬂﬁq‘iﬂﬁ)ﬂmmmﬂ)
E-mail Address :itdpu@hotmail.com

Project Period : July 2012 — July 2014

(szﬂznmfﬂsams) NINHIAN 2555 —NINH1AN 2557



Abstract
The research aims to extract and generalize the causality knowledge for supporting a
Why Question Answering (QA) system integrated with image processing (called the
Embedded-Image Why-QA system) for providing the knowledge used in the problem
diagnosis, especially in plant diseases. The image expression is applied on the Why-
question part for providing Why-question contents (i.e. plant symptoms) that are difficult
to be explained by text. There are three main problems involved with this current
research. The first problem of the causality knowledge extraction, especially the effect
boundary determination problems, is confronted after applying the verb-pair (a causative
verb and an effect verb) rules to identify the causality. Then, the research applies
Maximum Entropy, Supported Vector Machine, and Naive Bayes for the comparative
study of the effect boundary determination, having the effect verb concepts from the
effect EDUs as the features. The second problem is the knowledge generalization
problems which come from the extracted causality knowledge containing the uncertainty
nuance expression and the incompleteness knowledge. Thus, the research proposes
applying the basic linguistic rules to solve the uncertainty problems and the Monte Carlo
simulation technique to solve incompleteness problems by imputation of the effect unit.
And then, we apply the fuzzy function right after the imputation to determine the
generality value of each effect event expressed by the effect verb concept feature of the
effect EDU from several documents having the same cause concept. The third problem
is from the Embedded-Image Why-QA system which consists of how to determine the
Why-question type from the text part of the question, how to determine the Why-
question contents from the image part of the question, and how to determine the
corresponding answer to the Why-question from the extracted causality. Therefore, the
research applies a Why-question cue set to solve the Why-question type, a Bag-of-
Visual-Words to solve the Why-question contents, and determining the corresponding
answers by ranking the similarity scores between the question content and the extracted
causality knowledge including the symptom generality value. Then, the results of this
research have shown that the effect boundary determination based on ME has the
highest correctness 92% on average and the extracted causality can support the
embedded image Why-QA system by answering correctly at 78% correctness at the first

rank.

Keywords: Generality value, effect boundary, Embedded-Image Why-QA system,

visual word, Why-question cue
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Summary Report

The situation today of using the internet is quite different from the previous time
which emphasizes on sending emails, searching the required information, and e-
business. Now using the internet emphasizes on the social network, e.g. Face Book,
Lines, and etc. When people have some of problems, questions, the interesting
information, and suggestions, they prefer to post them on the social media based on
socia network.  In order to enhance Know-Why knowledge to people in the social
network for solving their problem through problems’ diagnosis, the research aims to
develop a Why Question Answering system integrated with image processing to
provide root-cause analysis or to support knowledge used in the problem diagnosis,
especially in plant diseases through a mobile phone or a computer as a solution center.
The image expression is applied on the Why-question part for providing Why-
guestion contents (i.e. plant symptoms) that are difficult to be explained by text. There
are several problems involved to this research on the Why-question part, which
includes how to determine the Why-question type from the textual question probably
containing the ambiguous question word, how to determine the Why-question
contents from the image embedded within the textual question, and how to determine
the Why-question focus. Therefore, we propose using a Why-question cue set to
solve the Why-question type, a Bag-of-Visual-Words to solve the Why-question
contents, and a causative verb concept /an effect verb concept gained from our
previous research to solve the Why-question focus.  Moreover, there are two
problems on the Why-answering part; how to generalize the previous extracted
causality knowledge as the answer source with the incomplete knowledge problem,
and how to determine the corresponding answer. We apply the Monte-Carlo technique
to solve the incomplete knowledge and the verb-pair rules along with the noun phrase
similarity to solve the answers with reasoning. Finaly, the research achieves 78%

correctness of answering.



Executive Summary

Disease diagnostics and nosologic studies often require a combination of a broad
knowledge of diseases and symptoms’ prevalence, and probabilistic concepts in their
reasoning (Miller,1994). The compilation of experiences and the capacity to perform the
root-cause determination including the cause and effect reasoning allows diagnosticians to
recognize common disease states and perform efficient and ethical diagnostic evaluations.
However, some diagnosticians are often required to make decisions with the lack of
information and knowledge. Thus, a Why-Question Answering system (a Why-QA system)
with the generalized knowledge from the causality knowledge extracted from text
approach would assist them to obtain the generalized causality knowledge through a Why
question expressed in either the text form or the image and text form.  The generalized
causality knowledge is required to achieve an effective diagnosis at the fundamental level
and to provide better services in the solution centers or the service centers.

In recent years, an automatic Why-QA system has been involved with several
strategies: Information Retrieval, Information Extraction, Knowledge Extraction, Machine
Learning, Image Processing, Natural Language Processing, and Reasoning for its answer
determination. However, our research concerns of the knowledge generalization from
the extracted causality knowledge from texts for the problem diagnosis through the
Why-QA system. According to our current research, both the causality knowledge
extraction from texts, especially the improvement of the effect-boundary determination and
the causality knowledge generalization are necessary for automatically answering the Why
question expressed in either the text-based question or the image embedded question
(called “an Embedded-lmage Why question” or “an EIWhy question”) under the
closed-domain QA system in each specific domain study. The reason of generalizing
the knowledge is the extracted causality knowledge containing various causality
expression contents varying on explanation with the same cause, and also varying on
nuance expression on the documents.  In addition to the Why question, it is very difficult
to determine the root cause determination from the plant disease symptom (especially the
lesion color and the lesion shape) explained on the text based Why question because
several people have several ideas of color and shape explanations.  According to the
camera on the mobile telephone, it can assist the people with the

plant-disease-symptom-explanation problem by taking a picture of the suspected symptom



of the plant disease and sending the EIWhy question to the server as shown in the

following of the rice disease.

“91/rice Lf/u[ﬁﬂ/get disease a2 l3/what”

(“What disease does the rice plant get?”)

Then, the EIWhy-QA system (the Embedded-Image Why-QA system) will answer
the basic cause of this rice disease for approaching how to control the disease. Thus,
the Why-QA system is supported by both the causality knowledge extraction with the
effect boundary consideration, and the causality knowledge generalization is very
desirable for the enhancement of the preliminary diagnosis.  Moreover, the causality in
our research has been expressed through documents in the form of EDU (Elementary
Discourse Unit) defined by Carlson et. al.(2003) as a clause which is equivalent to a Thai
simple sentence. And, this research concerns only the inter-causal EDU (a causality
expression of either one EDU or multiple EDUs on both the causative unit and the effect
unit) defined by Pechsiri and Kawtrakul, 2007) for example:

Causative unit: EDU1 “ﬁuwﬁyﬂﬁwmmﬁuﬁn / If the aphids infest rice plants,”
Effect unit (EDU2+EDU3+EDU4):

EDU2 “az¥in bt luinfe/[it] will make the leaves become yellow.”

EDU3 “siauninda/Then [the leaves] shrink”

EDU4 “LLa:éTuiTnamqwmsLﬁfyLaiﬂm/and the rice plants will stop growing.”
(where a symbol [..] means ellipsis).

However, there are three main problems involved with this current research. The
first problem of the causality extraction, especially the effect boundary determination
problems, is confronted after applying the verb pair (a causative verb and an effect verb)
rules from (Pechsiri and Kawtrakul, 2007) to identify the causality. The previous
research (Pechsiri and Kawtrakul, 2007) applied the linguistic rules as Centering
Theory( Walker et. al., 1998) to determine the effect EDU boundary performed inefficiently
in some domains. Then, Maximum Entropy (ME, Csiszar, 1996), Supported Vector
Machine (SVM, Cristianini and Shawe-Taylor, 2000), and Naive Bayes (NB, Mitchell. 1997)
are proposed by this research for the comparative study of the effect boundary
determination, having the effect verb concepts from the effect EDUs as the features.

The second problem is the knowledge generalization problems where some extracted



inter-causal EDUs contain the uncertainty nuance expression and the incompleteness
causality knowledge. We propose applying the basic linguistic rules to solve the
uncertainty problems and the Monte Carlo simulation technique (Woller.,1996) to solve
incompleteness problems by imputation of the effect unit.  And then, we apply the fuzzy
function right after the imputation to determine the generality value of each effect event
expressed by the effect verb concept feature of the effect EDU from several documents
having the same cause concept. The generality value from the fuzzy logic can represents
subjective belief of the effect-verb concept feature are provided as the knowledge base for
answering the Why question.

The third problem of our Why-QA research can be separated into two different parts
according to the Why question expression: the text part and the image part.  According
to (Vazquez-Reyes and Black., 2008)l, the text part involves the Why question as the
question word ambiguity. Previously, wh-questions have been approached by
determining answers from noun phrases and question words (Verberne, 2006), which is
suitable for the causal question or the Why question with the answer based on the
lexico-syntactic pattern (Girju, 2003) as NP1 Verb NP2 (where NP1 and NP2 are the noun
phrases), i.e. “What causes Tsunami? - Earthquake causes Tsunami”. However, it
is not suitable for the Why questions with the answers based on the explanation as in our
research, i.e. What are the effect symptoms after the aphid has destroyed the rice?
This research proposes using a Why-question cue set to solve Why questions type
determination. And, the image part of the Why question involves the recognition of
plant image for finding lesion shape and infected area color. According to (Weizherg et al.,
2008), the detection and identification of plant disease in practice is always performed by
the naked eye observation of experts. This approach is expensive and time consuming
because it requires an expertise from the experts. It could be improved by the
assistance of advancement technology. In (Patil and Kumar, 2011), the technology that
most research focused on is automatic detection of plant diseases by analyzing symptom
and observing the lesion on the leaves or stems of the plant. This research also
proposes using a bag of visual words from the image processing and a
symptom-concept-frame structure to determine a question content from the image part of
the question especially lesions occurring on rice leaves. The answer determination is
based on the highest rank of the similarity scores between the extracted causality

knowledge and the question content.



In addition to our methodology of generalizing the extracted causality knowledge from
texts for the Embedded-Image Why-QA system” (EIWhy-QA system), it has been
evaluated with two main parts based on three experts with max win voting; the first part is
based on the %Correctness of effect boundary determination of causality knowledge
extraction. The second part is based on the precision and the recall for determining the
Why question type and the highest rank of the similarity score determination between the
extracted causality knowledge and the question content for determining the answer
including the generality value. The error of the knowledge extraction especially the
effect boundary determination is resulted by the effect verb feature dependency. The
errors from the EIWhy-QA system are resulted by the sarcastic questions from the textual
questions of the EIWhy questions and the incorrect patch generation which results in
incorrectly determining the visual words of the images of the EIWhy questions. The
results of this research have shown that the effect boundary determination based on ME
has the highest correctness 92% on average and the extracted causality knowledge can
support the EIWhy-QA system by answering correctly at 78% correctness at the first rank.

In conclusion, our research includes 3 major phases: Causality Knowledge
Extraction as the source of answers, Causality Knowledge Generalization, and EIWhy-QA
System. The EIWhy-QA system includes the image processing technique to enhance
the ability in diagnosing problems, especially the plant diseases. Therefore, the
extracted causality knowledge including the generality values can successfully support the
EIWhy QA system which benefits to inexperienced persons in preliminary diagnostics.
Once integrated with mobile phones, such capacities allows the EIWhy-QA system to
have a profound effect on several business areas as a tool to assist inexperience

participants/people and amateur diagnosticians to diagnose problems.
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Knowledge Generalization from Causality Knowledge Extracted from Texts for
Answering Why- Question Expressed by Text and Image
(ﬂ’li%'lﬂ’.!’lﬁdjj@]Eli’n\m’mﬂ’.!’ladimqLLR&Naﬁaﬁﬁlﬁ%’mLaﬂﬁﬁiﬂﬁﬂﬁlﬂﬂﬁﬁﬁ%n
mima‘uﬁ'm’ladm@gLtazwafﬂsla’lﬁslﬁ'm’la\l%’lﬂ"ffaﬂ'a’la\lu.asm‘w)

1. Introduction

Nosology studies and Disease diagnostics, especially the root-cause diagnosis, often require a
combination of a broad knowledge of diseases and symptoms’ prevalence, and probabilistic
concepts in their reasoning (Miller,1994). The compilation of experiences and the capacity to
perform the root-cause determination including the cause and effect reasoning allows
diagnosticians to recognize common disease states and perform efficient and ethical diagnostic
evaluations. However, some diagnosticians are often required to make decisions with the lack
of information and knowledge. Thus, to provide the generalized causality knowledge extracted
from technical documents for people in the preliminary diagnosis through a Why-Question
Answering system (a Why-QA system) is challenge. Our research concerns of the knowledge
generalization from the extracted causality knowledge from texts for the problem diagnosis
through the Why-QA system (where ‘Causality’ is defined as ‘a law-like relation between cause
event types and effect event types (Lehmann et. al.,, 2004)). Both the causality knowledge
extraction from texts, especially the improvement of the effect-boundary determination and the
causality knowledge generalization are necessary for automatically answering the Why question
expressed in either the text-based question or the image embedded question under the closed-
domain QA system in each specific domain study. The reason of generalizing the knowledge
is the extracted causality knowledge containing various causality expression contents varying
on explanation with the same cause. Then, the generalized causality knowledge with the
generality value determination is required to achieve an effective diagnosis at the fundamental
level and to provide better services in the solution centers or the service centers. Furthermore,
(Hovy et. al., 2002) there are about 5% of Why questions occurring in the Question Answering
(QA) system. Although the frequency Why questions posed to QA systems is lower than that
of other types of question such as who and what questions, it is necessary for diagnosis with
reasoning. Therefore, our research concerns of generalizing the extracted causality knowledge
from texts, especially from the plant disease domain or the hospital health-care domain, with
the comparative study of the boundary determination to previous research ( Pechsiri and
Piriyakul, 2010) as the answer source of Why questions for supporting the problem diagnosis.

And, the research also concerns of the text-based Why-QA system with an image embedded



(called “an Embedded-Image Why-QA system” or “an EIWhy-QA system”) for providing the
clearer Why question as comparing to the text-based Why question without an image
embedded (called “a regular Why question” or “a textual Why question”) of the regular Why-QA
system / the Why-QA system. In addition to the regular Why-QA system, it is very difficult to
determine the root-cause determination from the plant disease symptom explained on the text-
based Why question without an image embedded; especially the lesion color and the lesion
shape, because several people have several ideas of color and shape explanations. According
to the camera on the mobile telephone, it can assist the people (who have the problem of the
plant-disease-symptom explanation) by sending the embedded image question (called “an
Embedded-Image Why question” or “an EIWhy question”) of the EIWhy-QA system under the
closed-domain QA system in the specific domain study as shown in Fig. 1 of the rice leaf

disease.

() i lwlugadensiarng (b) “912/rice 1lulsa/get disease

(“Why do rice leaves have oz lsiwhat’

unusual symptoms?”) (“What disease does the rice plant get?”)

Fig.1 Examples of EIWhy questions

Therefore, our EIWhy-QA system is separated into two main parts, a Why-question part and a
Why-answer part. The Why-question part from the user (notifying a problem) consists of two
portions; a textual portion and an image portion which provides the Why question contents of
the disease symptoms. The Why-answer part is a textual answer retrieved from the answer
source which contains several extracted causality knowledge with the adjustment of boundary
determination from (Pechsiri and Piriyakul, 2010) on agricultural-technical documents
downloaded from the agricultural department web sites. Thus, our EIWhy-QA system can
provide the causality knowledge for supporting the user's diagnostic of a plant disease by
answering the user's question with all possible corresponding answers with the generality
values of symptoms from the answer source.

Previous literature on knowledge generalization from the extracted causality knowledge
from texts as the answer source of the automatic Why-QA systems have involved several
strategies including, but not limited to, Information Retrieval, Information Extraction, Knowledge
Extraction, Machine Learning, Image Processing, Natural Language Processing, and Reasoning

(Burhans and Shapiro,2001;Girju, 2003; Verberne,2006; Yeh et al.,2008; Verberne et al.,2007;



Pechsiri and Kawtrakul,2007; Pechsiri and Piriyakul, 2010). The knowledge generalization of
this research is based on the boundary determination after the adjustment of the verb features
from the previous research (Pechsiri and Piriyakul, 2010). The knowledge generalization also
aims to provide the core concept of causality knowledge as the answer source for the problem
diagnosis through the Why-QA system (under the closed-domain QA system). Yeh et al.,2008
worked on the photo-based question answering system, especially the What and Where
question types, where the information retrieval was applied for finding the possible answers
from web sites. However, our EIWhy-QA system allows web base submissions of a textual
Why question including an image (see Fig. 1) from the users. Meanwhile the corresponding
answers of the EIWhy question for supporting the plant disease diagnosis must be obtained
from the scientific research papers or the technical documents (in agriculture) that have been
accepted by the specialists, such as our answer source.

The EIWhy question is emphasized on the corresponding answers based on the causality
between a causative event and an effect event, which can be represented by a causative verb
concept set (V) and an effect verb concept set (V,) respectively, (see Table 1). This causality
is also expressed in the form of the inter-causal EDUs (where EDU is the elementary discourse
unit or a simple sentence/clause and the inter-causal EDUs is the causal relation between
one/multiple causative EDU(s) and one/multiple effect EDU(s)) (Pechsiri and Kawtrakul, 2007).
For example, the extracted causality in the answer source:

Causative unit:  EDU1 “SUwAYaeusg / If the aphids infest rice plants,”
Effect unit (EDU2+EDU3+EDU4) :

EDU2 “azvhlnluindas / [if] will make the leaves become yellow.”

EDU3 “dlay1wdnda / Then [the leaves] shrink’

EDU4 “LL@:@”H?T’I?ﬁ]z%g]@ﬂ’lﬂﬁ@lt@ﬂ[@ / and the rice plants will stop growing.”

(where a symbol [..] means ellipsis).



Table 1 Causative Verb Concept Set (V.) and Effect Verb Concept Set (V.) (Pechsiri and
Kawtrakul, 2007)

7‘{;;;2 Surface form V.,
aa/suck, aAN/suck. Nu/eat, na/bite, suck,eat,bite/ consume/ destroy
ane/destruct, NNaa/eliminate, W/kill, destruct,eliminate, break,explode,infest/ destroy
in/break, 3eiUa/explode, Ungn/infest
Causative | Ln+130/be+ disease, be disease/ get dis ase
Verb lesu+iTalsn/get+ pathogen, get pathogen
@e+iya/contract contract/ infect
tna/occur, U1 nJ/appear occur/ appear
Surface form \'A
%N /shrink, 48/bend, fiaAwist, lassa/cur shrink, bend, twist, curl/
beAbnormalShape / beSymptom
unv/dry, lnai/blast dry, blast/ beSymptom,
g/ wilt wilt / loseWater/ beSymptom
uAsunNIW/stunt stunt/ notGrow/ b Symptom
33/drop off comeOff/ beSymptom
118av/be yellow be Yellow/ beAbnormalColor/ beSymptom
Lf/u+§)c€7/be+spot, 1‘7+?@/have+spot beMark , haveMark / beSymptom , haveSymptom
(be/have a spot)
I%/f‘f;gt Lz:/uﬂmﬂﬁl/@l’l/ be+lesion+eye-shape , beEyeShapeMark/ beSymptom ,
3J+LLN@+§17J@77/ have+lesion+eye-shape haveEyeShapeMark/ haveSymptom
(be/have an eye-shape lesion)
1fJu+&/be+Color, {+&/have+Color beColor/ beAbnormalColor/ beSymptom ,
(be/have Color) haveColor/ haveAbnormalColor/ haveSymptom ,
iTu+una+&/ be+lesion+Color beColorMark/ beSymptom ,
(be/have a Color lesion) o haveColorMark/ haveSymptom
where Color =£§m§ad/yel!§>\£v' Faa/brown’
‘®F&U/orange’ ‘RiN/grey’ ‘®a/black’..}
VE&1¢/expand, 3I3/combine ncrease
{fi/occur, Y31nJ)/appear occur/ appear

Previous causality extraction works were based on the rule/pattern matching approach, the
statistical approach, or the pattern and statistics combination (see Section 2). The explicit cue,
cue-phrase, or discourse marker, e.g. ‘because’ ‘as the result of ‘and’ etc., is necessary for
most of the previous research to identify the causal relation or the causality. However, most of
their researches do not have the causal-boundary determination and causality generalization.
Meanwhile, our research concerns the effect boundary determination without discourse marker
because about 30% of discourse markers for the causality are implicit in our corpora.
Moreover, the boundary determination followed by generalization is necessary for clearly
supporting diagnosis of problems through the Why-QA system.

Working on Why-QA emphasizing on the explanation knowledge especially on events is
different from working on other wh-QA (such as who, what, and where)which emphasizes on
name entities or noun phrases (Verberne, 2006). Previous Why-QA works were based on

reasoning (Burhans and Shapiro, 2001) (Verberne, 2006) and discourse structures (Verberne

et. al., 2007) (see Section 2)



There are three main problems involved with this research. The first problem of the
the causality extraction, especially the boundary determination with the problem of the V. V,
intersection which affects to the boundary determination, is confronted (see Section 3) after
applying the verb pair (a causative verb and an effect verb) rules from (Pechsiri and Kawtrakul,
2007) to identify the causality. The previous research (Pechsiri and Kawtrakul, 2007) applied
the linguistic rules as Centering Theory(Walker et. al., 1998) to determine the boundary of the
effect EDUs which performed inefficiently in some domains (see Section 2). Therefore, we
apply the verb feature adjustment rules to identify a verb element in the V. V, intersection as
the causative concept or the effect concept before learning the effect boundary from effect verb
features by different machine learning techniques for comparative study; Maximum Entropy
(ME) (Csiszar, 1996), Supported Vector Machine (SVM) (Cristianini and Shawe-Taylor, 2000),
and Naive Bayes (NB) (Mitchell. 1997). The second problem is the knowledge generalization
problems where some extracted inter-causal EDUs contain the linguistic uncertainty of the
nuance expression and the incompleteness causality knowledge (see Section 3). We propose
applying the basic linguistic rules to solve the linguistic uncertainty problems and the Monte
Carlo simulation technique (Woller.,1996) to solve incompleteness problems by the random
number to fulfill the missing data of the effect unit. And then, we apply the fuzzy function right
after the data fulfillment or imputation to determine the generality value of each effect event
expressed by the effect verb concept of the effect EDU from several documents having the
same cause. The causality with each generality value of each effect-verb concept are provided
as the knowledge base for answering the Why question. Furthermore, the generality value
from the fuzzy logic can represents subjective belief of the effect-verb concept feature being
better than the crisp data set which is the binary logic.

The Why-question part from the user (notifying a problem) consists of two portions; a textual
portion and an image portion which provides the Why question contents of the disease
symptoms.

The third problem is the problems of EIWhy-QA system which consist of two main
parts of problems; the EIWhy question part and the EIWhy answering part.  The EIWhy
question part consists of three problems; first is how to identify a Why-question type from the
textual portion of the EIWhy question with the problem of the question word ambiguity (see
Section 3). Identifying the textual-question expression without using the question symbol (i.e.
“?’), commonly practiced in some languages as in our research is a challenge. Previously, wh-
questions have been approached by determining answers from noun phrases and question

words (Verberne, 2006), which is suitable for the causal question or the Why question with the



answer based on the lexico-syntactic pattern (Girju, 2003) as NP1 Verb NP2 (where NP1 and
NP2 are the noun phrases), i.e. “What causes Tsunami? - Earthquake causes Tsunami’.
However, it is not suitable for both the Why questions with the answers based on the
explanation as in our research (see Section 2) and other non-factoid questions as portrayed
(Verberne, 2006; Verberne et. al., 2007; Verberne et. al., 2008; Pechsiri et. al.,2008; Quarteroni
and Saint-Dizier, 2009). Therefore, our research proposes using a Why-question cue set
(YQC) to determine the Why-question type from the testing corpus instead of using only the
question words (see Section 3). Second is how to determine Why-question contents from the
image portion of the EIWhy question. According to (Weizherg et al., 2008), the detection and
identification of plant disease in practice is always performed by the naked eye observation of
experts. This approach is expensive and time consuming because it requires an expertise from
the experts. It could be improved by the assistance of advancement technology. In (Patil and
Kumar, 2011), the technology that most research focused on is automatic detection of plant
diseases by analyzing symptom and observing the lesion on the leaves or stems of the plant.
Therefore, We also propose the use of image processing techniques as a Bag-of-Visual-Words
(BOW) to represent the region of interest (ROI) on the image as the Why-question contents
where a visual word is a small patch on the array of pixels containing the interesting feature
space of color, texture...etc.(Sivic et al., 2005) and (http://fen.wikipedia.org/wiki/Visual
Word#cite_note-val u99-3). Their BOW (Sivic et al., 2005) represents an image containing
several patches or several visual words whereas the BOW in our research represents the ROI
on an image where the ROI contains several visual words of lesion shape, lesion color, image
background color, and image background texture (see Section 3). We also apply the symptom-
concept-frame structure to interpret the ROI's BOW to the conceptual predicate content of the
EIWhy question. And, third is how to determine the EIWhy question’s focus, especially on the
root cause determination. We apply V, (where V.€V,, see Table 1) to determine the Why-
question focus based on an event mostly expressed by a verb or a verb phase.

The second part of problems is the EIWhy answering part as how to determine the
corresponding Why answers from the knowledge source. We apply the similarity scores
between the conceptual predicate content and the EDUs from the cause-effect vector of the
knowledge source (Pechsiri and Piriyakul, 2010) after stop-word elimination, to solve the Why

answer.



2. Literature Review

Other related works to address the Why-QA techniques and the knowledge extraction from
text followed by the knowledge generalization as the answer source have been involved with
NLP (Natural Language Processing), image processing techniques, and machine learning
techniques. To have better understanding, we need to mention the related work aspects of the
answer supporter provided by the causality knowledge extraction followed by generalization first
and then the Why-QA system.

Causality Knowledge Extraction

In 1995, Khoo used linguistic patterns from Wall Street Journal, e.g. ‘[Noun-phrase: effect]
is due to [Noun-phrase: cause]’, ‘[Clause: effect] because [Clause: cause]’, and etc., and cues,
e.g. ‘because’, ‘since’, ‘due to’ and etc., to extract causal relations within one or two adjacent
sentences without any cause/effect boundary determination from documents with 64% precision
and 68% recall.

Marcu and Echihabi (2002) presented the unsupervised learning methodology of Naive
Bayes classifier (NB) to recognize the discourse relations by using word pair probabilities
between two adjacent sentences or clauses for identifying the rhetorical relation, such as
“Contrast”, “Cause-explanation Evidence” (or causal relation), “Condition”, and “Elaboration”.
The result of extracting the causal relation based on two adjacent sentences without any
cause/effect boundary determination from the BLIPP corpus showed 75%precision.

Inui et al. (2004) proposed extracting causal knowledge from two adjacent sentences or
clauses (without any cause/effect boundary determination) by using the explicit connective
markers, e.g. ‘because’, ‘if...then’, etc., with the problem of the connective marker ambiguity for
classifying the casual relation types. Support Vector Machine (SVM) was used for solving their
problem and their precision is as high as 90% but the recall is as low as 30% because of
unsolved anaphora.

However, the techniques from (Khoo, 1995), (Marcu and Echihabi,2002), (Inui et al.,
2004) cannot be applied to our causality knowledge extraction with the inter-causal EDU for
clear explanation of cause and effect. Then, Pechsiri and Kawtrakul (2007) proposed verb-pair
rules learned by two different machine learning techniques (NB and SVM) to extract causality
with multiple EDUs from a causative unit and multiple EDUs from an effect unit. The verb-pair

rules have been represented by Eq. (1) (see Section 1). Each causative verb concept (V, ,

where V,€V,) and each effect verb concept (V, , where V,€V,) are referred to WordNet24



(http://wordnet.princeton.edu/) and the predefined plant disease information from the
Department of Agriculture (http://www.doa.go.th/).

(Pechsiri and Kawtrakul, 2007) also proposed to use V. and V. (Table 1) to solve the
boundary of the causative unit and using Centering Theory (Walker et. al., 1998) (which is the
center of attention from a discourse segment, and is expressed by a noun) a long with V, to
solve the boundary of the effect unit. How to apply Centering Theory in (Pechsiri and
Kawtrakul, 2007) is whenever the transition state of the center of attention is the smooth shift
occurrence (the attention agent, mostly being a subject of a sentence, is changed), the
boundary ends. For example: “If the brown Leaphopper aphids suck sap from rice plant, leaves
will be yellow. [Leaves] shrink. These aphids destroy plant very fast.” The effect boundary
ended at ‘[leaves] shrink’ because the next center of attention is changed to ‘aphids’.
However, sometimes there are some inter-causal EDUs containing effect units with the smooth
shift occurrence even when the boundary is not ended. For example, “The earthquake occurred
in China. It caused many buildings were collapsed. Public utilities were cut down. More than
100 people died.”, where ‘buildings’, ‘Public utilities’, and ‘people’ are in the effect boundary
with different attentions. Then, Pechsiri and Piriyakul (2010) solved the effect boundary
determination problem by learning the v, V.., pairs with ME(Maximum Entropy) comparing to
BN (Bayesian Network) where ME has the better results. Finally, the major outcomes of their
research are the verb-pair rules, with the correctness of the causality-boundary determination
varied from 80% to 96% depending on the corpus behaviors, especially the global warming
corpus (which Centering Theory could not be applied efficiently). However, Pechsiri and
Piriyakul (2010) still have the problem of the V. V, intersection which affects to the causative
boundary determination and the effect boundary determination. Therefore, we apply the verb
feature adjustment rule for solving the verb feature intersection before learning V.V, pairs by
ME, SVM, and NB with a sliding window size of two EDUs and sliding with one EDU distance.

Generalization

Mitchell et al., (1986) Most researchers have proposed generalization methods that
contrasted sharply with the data-intensive, similarity-based methods and relying on many
training examples with an inductive bias to constrain the search for a correct generalization.
Whereas Mitchell et.al., (1986) ‘s method relied on Knowledge of the specific domain with a
single training example. Their methods were based on the knowledge of concepts (in the
hierarchy structure) which were generalization, and were called “Explanation Based Methods”
providing a more reliable means of generalization and being able to extract more information

from individual training examples.. These methods analyze the training example by first



constructing an explanation of how the example satisfies the definition of the concept under
study.

Angryk and Petry (2003) stated that Data generalization is a process of grouping of data,
enabling transformation of similar data collections, expressed originally in a database at the low
(primitive) level, into more abstract conceptual representations. They focused on attribute-
oriented induction in data mining with fuzzy generalization model through concept hierarchies.
They have defined a fuzzy concept hierarchy (FCH) as an order pair (C,L), where C is a set of
concepts utilized to generalize a particular domain and L is a set of links between these
concepts, reflecting ideas applied for the generalization process. Each concept ¢ has its unique
name (Label) and abstraction level, placing it on a specific height of the generalization
hierarchy. This can simplify notation as V and to refer directly to the specific concept at the
given level of the generalization hierarchy by using vij , where i symbolizes the index of the
concept V at the " abstract level. If j=0 then c is the surface form and| (where I€L) is the link
between concept nodes s and t at the concept level jand j+7 respectively with the membership
function ( £¢,) under hierarchical generalized concepts. These concepts are classified into 5
levels starting from 0 to 4. There is fuzzy sets, {white, lightGrey, gray, darkGrey, black} and {
light, dark} at the 1* level and the 3“ level, respectively. Furthermore, Angryk and Petry (2003)
reduced two hierarchy levels for effectively determining the generalized color with the sum of
weights at all links leaving the color concept in the fuzzy hierarchy remained exactly 1 (means
the completeness of the generalization model after its height reduction)

However the research works of (Mitchel et.al., 1986) and (Angryk and Petry 2003) can
not applied to our research because their completeness data in the database format whereas
there is incompleteness in our matrix data. Therefore, we propose using the Monte Carlo
simulation for the data imputation followed by fuzzy generalization since there are the
uncertainty nuance and the incompleteness in our matrix data.

Why Question Answering system

Verberne(2006), working on Why-QA emphasizing on events is different from working on
other wh-QA (such as who, what, and where) which emphasizes on object or name entities.
Previously, wh-questions have been approached by determining answers from noun phrases
and question words (Verberne, 2006), which is suitable for the causal question with the lexico-
syntactic pattern based answer as NP1 Verb NP2 (Girju, 2002; Girju, 2003; Vazquez-Reyes S.
and Black W.J., 2008) (where NP1 and NP2 are the noun phrases with the cause concept and
the effect concept, respectively ), e.g. “What causes Tsunami? Earthquake causes Tsunami”.

However, wh-QA is not suitable for other non-factoid questions as portrayed by previous
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literatures (Verberne et al., 2007; Verberne et al.,2008) including the Why questions with the
answers based on the explanation as in our research, for example:
Why-Question EDU: “ﬁ’]vL&J/Why luwzmd/mango leaves #3n/shrink”
(Why do mango leaves shrink?)
Answer: EDU1 “Lw'é?sl/Aphids yane/destroy luazaa9/mango leaves”
(Aphids destroy mango leaves.)
EDU2 “¥inl#/make lu/leaves v3n/shrink ” ([it] makes leaves shrink.)

Verberne S. et al (2007) proposed using RST (Rhetorical Structure Theory) structures to
approach Why questions by matching the question topic with a nucleus in the RST tree while
yielding the answer from the satellite. The author compared manual RST analysis with a
system constructed using Perl script where the likelihood of the nucleus and the discourse
relations are calculated. The RST approach to the Why-QA system achieved the answer
correctness of 91.8% and a recall of 53.3%. However, their technique would not perform
effectively with frequent occurrences of zero anaphora in our corpus.

Cheng J. (1996) discussed the role of entailment in knowledge representation and
reasoning. According to Cheng J. (1996), entailment is the abstracted notion in conditional
sentences, which is the usual sentence form of causal relations and is often used in abduction.
Entailment also plays an important role in determining the validity of the abduction, since the
key of abduction is “how to get and use genuine logical entailments that are certainly relevant
to the premise”. The validity of abduction is vital when dealing with diagnosis since diagnosis
is usually framed as abduction where the cause is often inferred from the effect (Kate and
Mooney, 2009). In addition to (Carlson et. al., 2003), when abduction is viewed as a type of
question answering, abductive hypotheses can be seen as a subset of hypothetical (or
conditional) answers. According to (Druzdzel, 1993), abduction is a type of uncertain reasoning
that generates hypothesis, and hence the certainty factor can be applied. However, (Yamada,
1995) suggested using the possibility theory in Fuzzy for abduction in diagnosis due to the risk
involved in the determination of the causes of symptoms in diagnosis. Thus, our research
proposes to apply the verb-pair rules in term of abduction to answer the Why questions with the
calculation of the possibility values which are the generality values from the fuzzy concepts with
some incomplete knowledge expressed on text for bringing up answering with confidence

Image Processing Application

Sivic et al. (2005), their image layout was analogous to topic determination in text by
using the bag of words or BOW. Thus, the visual words were applied to determine the image

topic. Their visual words were formed by vector quantizing the local appearance descriptors of
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images. The probabilistic Latent Semantic Analysis (pLSA) of Hofmann using the bag of
‘visual words’ representation was applied to determine the object categories as the topics.
Their results of the topic determination approach were successfully to identify the object
categories for each image with the high reliabilities. However, our research applies the BOW to
determine the Why question contents.

Yeh et al.(2008), worked on the photo-based question answering system based on five
categories of images: books, movies, groceries, modern landmarks and classical landmarks,
where a question is expressed by both a photo/image as an object and a caption or text as an
image-searching scope. The information retrieval was applied for searching the possible
answers from web sites or the internal repository of resolved photo-based questions. However,
unlike the more holistic information retrieval approach, our research derives answers from
specific facts within a specific domain

Patil and Kumar (2011) discussed the role of image processing in agricultural. They
concluded that it can be used for detecting diseased plant, quantifying affected area and finding
shape and color of affected area. Woodford et al. (1999) proposed using wavelet transform
technique and neural network to help identify pest damages in fruit. In additional, Ei-Helly et al.
(2004) proposed a novel approach to integrate image analysis technique into diagnostic expert
system for plant diseases. However, the objective of their system is for plant disease
classification only. Another interesting approach purposed by Kaundal et al. (2006), they
developed weather based prediction models of plant diseases using SVM. While Weizheng et
al. (2008) focused on how to grading of grape leaf disease by calculating the quotient of
disease spot and affected leaf area, Meunkaewjinda et al. (2008) tried to classify grape leaf
disease using self organizing map and back propagation neural networks. Ying et al. (2008)
proposed a method of image pre-processing for crop diseases and also suggested effective
characteristic parameters for the disease diagnoses.

As mention above, most of research focused on detection of the plant diseases using both
image processing techniques and machine learning techniques. None of them, however,
exploited the usage of plant disease detection and classification to find a root cause of the

disease, which help us find a solution on how to cure for the disease.
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3. Crucial Problems

In order to achieve the knowledge generalization of the extracted causality from text as the
answer source for the EIWhy-QA system in diagnosis, there are three main areas of problems;
the causality-knowledge-extraction problem of boundary determination, the causality-knowledge-
generalization problems of the uncertainty linguistic expressions and the incomplete knowledge,
and the EIWhy-QA problems of the question-word ambiguity, how to determine the Why
question contents from an image of an EIWhy question, how to determine the Why-question

focus, and how to determine the corresponding EIWhy-answer.
3.1 Causality-Knowledge-Extraction Problem of Boundary Determination
According to the linguistic expression, EDU can be expressed as:

EDU = NP1 VP | NP1 V NP2
NP1, NP2=> N NP | N

NP— N NP IN
VP> V NP2 |V
V = verb
N = noun

where NP1 and NP2 are noun phrases, VP is a verb phrase.

(Pehsiri and Kawtrakul,2007) and (Pechsiri and Piriyakul,2010) applied the verb-pair rules using
V. and V, (see Table 1) to identify the causality and the causative boundary where V. and V,
are equivalent to VP in the above EDU expression. Then, (Pechsiri and Piriyakul,2010) learned
Ve Ve+q pairs by ME and BN to determine the effect boundaries. Even though ME has the
highest precision of 96% of the effect boundary determination, they still have the problem of the
V. V. intersection which effects to determine both boundaries. Therefore, the following verb-
noun co-occurrence patterns are applied before learning V,V..4 pairs by ME, SVM, and NB with

a sliding window size of two EDUs and sliding with one EDU distance through the document.
Verb Feature (V. and V,) Adjustment Rules:

If Vepux €Vs A Nplepux € {'disease’ ‘pathogen’ ‘plant louse’, ‘phenomenon’,..} then Vepux =2 Ve
If Vepux €Vs A Nplepux € {'symptom’, ‘casualty’. ‘damage’,..} then Vgpy, =2 Ve

where: Vg =V, MV, = {'occur ‘appear} (see Table1)
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Vepux is @ verb element of VP in EDUx and np1gpyy is @ noun element of NP1 in EDUx where
EDUx is the first detected EDU as the causality from a document by the causality extraction

algorithm (Pechsiri and Kawtrakul,2007) and (Pechsiri and Piriyakul,2010).

3.2 Causality-Knowledge- Generalization Problems

In addition to the extracted causality knowledge from texts as the answer source of Why
questions, there are two problems existing in the extracted causality knowledge, the uncertainty

of the linguistic expression on nuance and the incomplete causality knowledge expression.
3.2.1 Uncertainty of Linguistic Expression on Nuance

One of the uncertainty linguistic expressions from the extracted causality knowledge is fuzzy
data of nuance which mostly occurs in the extracted causality. For example:
Report1 EDU1: “wagviaraluing [Aphids destroy rice leaves.”

EDU2:“ﬁ’l?‘iﬂﬂtﬁ@?@ﬁm’m’auﬂmﬁm/[lﬂ makes leaves have greenish light grey spots.”
- J
FuzZy data

Report2 EDU1: “wagvnaelus /Aphids destroy rice leaves.”
EDU2: “ﬁﬂﬁbﬁwywﬁrnﬂmﬁml [1f] makes leaves have greenish grey spots.”
J
~
Fuzzy data

The expression of nuance is varied in various reports/documents causing the problem of
answering the Why questions whose effects are not contained in the documents used for
knowledge extraction. For example:
“s511w ludadigad@imni Why do rice leaves have grey spots?”
(whilst “grey spots”, “greenish light grey spots”, and “greenish grey spots” are the same object
but different expressions by several writers.)

This nuance expression problem can be solved by using the nuance concept from the

linguistic head noun pattern to align the nuance expression in the question to the nuance

expression in the extracted causality
3.2.2 Incomplete Causality Knowledge

The problem of incomplete causality knowledge commonly occurs when certain effect verbs or
symptoms are not mentioned consistently in the corpus from the same causing agent as shown
in the following Document1 and Document2.

Document1 EDU1: “ﬁ’lﬂéwﬁzﬁ’lﬂ’mzyﬁ% /If aphids destroy leaves.”

EDU2: “¥iluwiisyl [if] makes leaves dry.”
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EDU3: “Uaz393/ and [leaves] come off.”
Document2 EDU1: “%7ﬂLW§tﬁlﬁ’lm£lZl/ﬁ?lf /If aphids destroy leaves.”

EDU2: “¥slusavl [if] makes leaves come off.”
Therefore, we propose using the Monte Carlo simulation technique for imputing the effect
events to solve the incompleteness problem. After the imputation technique have been done,
the fuzzy function needs to process for determining a generality value of an effect event
expressed by an effect verb concept, V., from each cause agent type (e.g. aphid, virus, fungi, ..
etc.). Then, the extracted causality knowledge generalization from texts with the generality
value determination of effect-verb concepts are provided as the answer source of the Why-QA
system for the problem diagnosis. Furthermore, the generality value from the fuzzy logic can
represents subjective belief of the effect-verb concept feature being better than the crisp data

set which is the binary logic.
3.3 EIWhy-QA Problems

The research contains two major parts of problems: the EIWhy question part and the EIWhy

answering part
3.3.1 EIWhy question part

There are three problems as how to identify a Why-question type (from the textual portion of
the EIWhy question with the question word ambiguity), how to determine Why-question
contents (from the image portion of the EIWhy question), and how to determine the EIWhy

question’s focus.

3.3.1.1 How to identify a Why-question type

The problem of identifying the question expression without using the question symbol (i.e. ‘?’) is
solved by using the question words or the wh-question word set {‘ﬁﬁlZN/Why', ‘a::'ZfI/What', -4
where a ‘ﬁ?lZw/Why function is a reasoning question, a ‘azs/What function is asking for
information about something, (http://www.englishclub.com/vocabulary/wh-question- words.htm).
However, there is a wh-question word’s function ambiguity, e.g. ‘9z [35/What as in reasoning:
“Lﬁ@NaﬂizWUaz'Z?LﬁaLWﬁwﬂﬁ’imﬂﬁ"ﬁ/What are the effects when aphids destruct plant?”.
Therefore, our research proposes using a Why-question cue set (YQC) to determine the Why-
question type from the testing question corpus.

YQC = YQWord U YQCuephrase
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where YQWord is a Why-question-word set, and YQCuephrase is a Why-question-cue-phase
set.

YQWord = {71 luiwhy, ‘aglaiwhy .}

YQCuephrase = {‘...Nﬂawwfﬁl’mlresult(s)from+af:'Zilwhat’, ‘...Naavwﬁ(/result(sﬁaf:’Zﬁ/”’I\?/What...’,
‘...Nﬂnizmlmﬂ/effect(s)from+az‘l‘iﬂy’)d/what’, ‘...Nﬂﬂif:?lil/effect(s)+a:ll'iﬁ’ldlwhat...’, LRune/
cause(s)+az[3t19/what..., “.iWTzlreason+az [alwhat...”, *...iiaaINFUNRGIbe caused by+az |3l
what, ‘...59Halaffect+aei g [slhow..., ‘oz lsiwhat+i{wibe+sunglcause.., ..}

For example: Determine a Why-question type by using YQC:

‘oz [nfusunglilugnidenisdatnd

“az [slwhat Lf/%ﬁ’lL%@Zﬁ/is the cause that makes lU%3rice leaves {lhave a1msAaLnél
unusual symptom”

(What is the cause that makes the rice leaves have an unusual symptom?)

3.3.1.2 How to determine Why-question contents

Since the textual portion of the EIWhy question is expressed in the general concept of the
diagnostic problem, for example: the ‘symptom’ word of Fig. 1(a) on the textual portion of the
EIWhy question is the general concept of an eyeShape lesion with brown color expressed on
the image portion of the EIWhy question (see Table 1). Therefore, we propose using the BOW
to represent a ROl on the image portion of the EIWhy question followed by the symptom-
concept-frame structure (see Fig. 2) to interpret the BOW to the conceptual predicate content of
the EIWhy question. Fig. 2(a) shows a general symptom-concept-frame structure of leaf
symptoms which consist of properties and relations (where a property is expressed by a noun
phrase and a relation is expressed by a verb/a verb phrase). Fig. 2(b) is an example of the
symptom-concept-frame structure of the rice leaf symptoms, contains three main symptom

features (Leaf Color, Leaf Shape, and Leaf Lesion/Mark) with the default “zero” value or null.

PlantObjectName-XXX
ComponentObject, Leaf (noun): _

hag/is-relation, hagis(verb) : _

Property as [Color (noun) [1=..... 2=...... i=..]:01]

[Size (noun) [1=..... 2=...... j=..]:01
curl/twist/shrihk-relation, [Texture(noun)[ 1=..... 2=...... k=...]:01]
curl/twist/shrink(verb) : _ [Lesion/Mark(noun): _

l has/is—relation, haglis (verb) : _
Property as [Shape(noun) [1=....2=.... |=....] : 0]
Abnormal Leaf Shape [Calor(noun) [11=..... 2=...... m=...]:0]

(a) A general symptom-concept-frame structure of leaf symptoms
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PlantObjectName-Rice
ComponentObject, L eaf (noun): _

hag/is—relation, hag/is(verb) : _

Property as [Color (noun) [1=pale(adj) 2Yellow(adj) 3=orange(adj) 4=redOrange(adj)] :0 ]
[Size(noun) [1=narrow(adj) 2=thin(adj) 3=small(adj)] : 0]
[Lesion/Mark(noun): _

curl/twist/shrink-r elation, has/is—relation, has/is(verb) : _
curl/twist/shrink(verb) : _
Property as [Shape(noun) [1=scratch(noun) 2=spot(noun) 3=eye(noun)] : 0]
[Color (noun) [1=brown(adj) 2=black(adj) 3=grey(adj)
4=Beige(adj) 5=yellow(adj) 6=pale(ad))
Abnormal Ceaf Shape 7=orange(adj) 8=redOrange(adj)] :0 ]
where adj isan adjactive

(b) Example of a symptom-concept-frame structure of rice leaf symptoms
Fig.2 Show a symptom-concept-frame structure

3.3.1.3 How to determine the EIWhy question focus

The determination of the EIWhy question focus is necessary for the answer determination. The
EIWhy question focus is always expressed by the effect event, especially for the root cause
determination, mostly represented by a verb/a verb phase based on V.. Thus, the focus of

EIWhy question can be determined from V..
3.3.2 EIWhy answering part

The problem of this part is how to determine the corresponding answer to the EIWhy-question
content from the image portion. However, it is unlike wh-questions from text-based questions,
the answer of the ImageWhy question can not be determined by the question word (qw). For
example:

a) Q : Who is the president of USA? Ans: Obama is the president of USA.

b) Q: “vinly /Why Zl/&/f:&iwlmango leaves win /shrink” (Why do mango leaves shrink?)
Ans: EDU1 “LWﬁTE//Aphids vi1a"e/destroy lyweaiav /mango leaves” (Aphids destroy mango
leaves.)

EDU2 “vi1lWimake lu/ieaves winishrink’ ([it] makes leaves shrink.)

The answer of the question in a) can be determined by a question word “Who” (Agichtein et al.,
2005) whereas the question word “Why” cannot be applied to determine the answer in b).
Moreover, wh-questions have previously been approached by determining answers from noun
phrases and question words (Verberne, 2006), which is suitable for the Why question with the
answer based on the lexico-syntactic pattern (Girju , 2003) as ‘NP1 Verb NP2’ (where NP1
and NP2 are the noun-phrase expressions of a causative event and an effect event,
respectively), i.e. “What causes Tsunami? - Earthquake causes Tsunami’. However, it is not

suitable for the ImageWhy-QA system mostly based on several effect-event explanations which
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are always expressed by verbs/verb phrases. And, it is not suitable for other non-factoid
questions either as portrayed by (Verberne, 2006 ; Verberne et al., 2007; Verberne et al., 2008;
Pechsiri and Piriyakul, 2012; Quarteroni and Saint-Dizier, 2009). Therefore, we use the
similarity scores between the Why-question content and EDUqx.« from the cause-effect vector
to determine the root-cause answer of the EIWhy question. Where all word concepts are
referred to WordNet (http://wordnet.princeton.edu/) and the predefined plant disease information

from the Department of Agriculture (http://www.doa.go.th/) including Encyclopedia

(http://kanchanapisek.or.th/kp6/New/) after using the Thai-to-English dictionary (Longdo.com)
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4. Research Method
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Fig. 3 System architecture

There are two layers in our System Architecture (see Fig. 3), the first layer is the Causality
Knowledge Extraction system (with the verb feature adjustment) as the source of the EIWhy
answers. The second layer is the EIWhy-QA system which can be separated into two parts:
the EIWhy question part and the EIWhy answering part which includes the Causality
Knowledge Generalization providing the effect/symptom generality value for supporting

diagnosis

4.1 Causality Knowledge Extraction

There are three steps in the causality knowledge extraction part. First is a Corpus Preparation

step followed by an Effect-Boundary Learning step. And, the next step is Causality Extraction.
4.1.1 Corpus Preparation

The corpus preparation are similar to [6] where 4000 EDUs of the agricultural domain of plant
disease documents, and the news domain of global environment involves using a Thai word
segmentation tool (Sudprasert and Kawtrakul,2003) including Name Entity (Chanlekha and
Kawtrakul, 2004) followed by EDU segmentation(Chareonsuk et al., 2005). Then, all inter-

causal EDUs semi-automatically annotate with the causative/effect verb concepts from Table1
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(referred to WordNet (Miler et al., 1993) after using Thai to English dictionary
(www.longdo.com) and the predefined plant disease information from Department of Agriculture
(http://www.doa.go.th/)) shown in Table 1. Fig.4 shows the annotation example of the inter-

causal EDU.

(<C id=1 type=causality> . .

<EDU>L{8a /When <npEntity concept = ‘plant louse’> Lwaﬂﬂiﬂ@mﬁﬁn@r@ Jleaf hoppers </npEntity> <VC
concept= ‘consume’> @@ANW/suck </VC> < npEntity concept ='solution’ > #1889/sap </npEntity > V836Ut
/of rice plant</EDU></C>

<R id=1 >

<EDU>z¥n lWdut/will make the rice plant <VE concept="be symptom’> §if#@ad/have yellow color</VE>
</EDU>

<EDU> uaz/and<VE concept="prevent growth’> LLatzlinIw/stunt</VE> </EDU> </R>)

EDU = Elementary Discourse Unit tag C = causative tag, R=result tag, VC=causative verb tag, VE=effect

verb tag, npEntity = noun phrase entity tag

Fig.4 Example of Causality Knowledge Annotation.

In addition to the causality extraction, 4000 annotated EDUs is divided into 2 groups: 3000
annotated EDUs for effect-boundary learning and 1000 annotated EDUs for the effect-boundary
evaluation. Moreover, the annotated concepts of verbs and nouns with their surface forms are
kept as the knowledge base for generating the cause-effect vector space in the causality-

knowledge-generalization part.
4.1.2 Effect-Boundary Learning

The effect boundary is learned by using different machine learning techniques for the
comparative study; ME, SVM and NB are shown in the following (based on ten-fold cross-
validation):

Maximum Entropy (ME): The best model, ME, is consistent with the set of constrains imposed
by the evidence, but otherwise is as uniform as possible (Csiszar, 1996; Berger et al., 1996).
(Fleischman , 2002) modeled the probability of a semantic role r given a vector of features x

according to the ME formulation below:

P 10= ¥, @34 11, ] @
X i=

where Z, is a normalization constant, fi(r,x) is a feature function which maps each role and
vector element (or combination of elements) to a binary value, n is the total number of feature
functions, and }; is the weight for a given feature function. The final classification is the role

with highest probability given its feature vector and the model.  According to Eq. (2), ME can
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be used as the classifier of the r class when the probability p(r|X) is argmax p(r[x) to determine
the effect boundary classes. Where r is the effect boundary classes (boundary is ending when
r =0, otherwise r =1) and X is the binary vector of the effect-verb concept (ve) features
containing an effect-verb concept pair (VgVe+1), Where Vg € V, and Vi € V), as shown in Eq.
(3). All pairs of VgVe+1 are gained by sliding a window size of two adjacent effect EDUs with one

EDU distance through the effect EDU unit (Eq. (3) where A;are shown in Table 2).

1 n n n n
pr¥=ar gnax—z exPQ A fyesei | (1 Vei) + D A frei.j (1 Ve) + X Aj Freseis, j (FVeisd) + D A Fraeia j (FVeisn) (3)
r i1 i1 ia i1

Table 2 Show A; of v from the plant aphid

documents
Ve A
beAbnormal Shape (leaf) -4.4553
stunt(plant) -3.0448
occur(symptom) 0.2294
dry(leaf) -4.754

Support Vector Machine (SVM) (Cristianini and Shawe-Taylor, 2000) is a binary or linear
classification applied in this research to classify the effect boundary ending of each effect verb
pair, VeVe+1 , gained by sliding a window size of two adjacent effect EDUs with one EDU
distance through the effect EDU unit of the learning corpus. According to (Cristianini and

Shawe-Taylor, 2000) this linear function, f(x), of the input x = (X;...X,) assigned to the positive
class if f(x) =0, and otherwise to the negative class if f(x)<0, can be written as

f(X)=(w-x)+b
n
=2 WX +b )
i=1
where x is a dichotomous vector number, w is a weight vector, b is a bias, and (w,b)e R" x R
are the parameters that control the function. The SVM learning is to determine w; and b for

each verb feature () in effect verb pairs from the annotated corpus (Table 3).

Table 3. List v, features and w, by SVM learning

Ve W of Vg
wilt(leaf) 1
dry(eaf) 0.4007
die(plant) 0.3996
reduce(yield) 0.3993
occur(symptom -1.5992
change_color(leaf) 0.4004
beAbnormal Shape (leaf) 0.4005
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Naive Bayes (NB): According to (Mitchell, 1997), we applied NB for learning to classify the
boundary of the effect EDUs as a verb concept vector (V) in matrix vector V.
Vi = {Vei1, Vei2----Vei k. €Nd/not-end} where end is the end of the effect boundary., and
not-end is the continue of the effect EDU.
V.={V4} wherei=1..n
After we have obtained the effect verb features, we then determine the effect verb probability of
end/not-end relation from a sliding window size of two effect verbs from consecutive EDUs with

the one-EDU sliding distance, shown in Table4, by using Weka (http://www.cs. wakato.ac.nz/ml/

weka/).
Table 4. Show Probabilities of Effect Verbs in the Effect verb pairs
Veii end not-end | Vi end | not-end
change_color(leaf) 0.053 0.035 | change color(leaf) 0.007 0.03
beAbnormal Shape (leaf) 0.046 0.144 | beAbnormal Shape (leaf) | 0.007 0.084
stunt(plant) 0.038 0.035 | stunt(plant) 0.014 0.046
come-off(leaf) 0.061 0.07 | come-off(leaf) 0.014 0.088

4.1.3 Causality Extraction

The causality extraction algorithm (Pechsiri and Piriyakul, 2010) has been modified with the
verb feature adjustment rule to identify the causality knowledge from text followed by
determining the causative boundary (where the causality form is Causative_Unit — Effect_Unit)
or the starting effect EDU (where the causality form is Effect_Unit — One_Causative_EDU).
Then, the results of the effect boundary learning step from different machine learning
techniques used for extracting/recognizing the effect-boundary with the comparative study
amoung three machine learning techniques, ME, SVM, and NB from the tested corpus.
Maximum Entropy: From the effect boundary learning by ME, we use A; (the weight for a
given feature function of the effect boundary with a vector of effect-verb-concept features
containing the VgVe. pair) to determine the effect boundary by Eq.(3) with the
Effect_Boundary_Determination_by ME algorithm including where the verb feature adjustment
rule is applied (Fig.5).

Support Vector Machine: Then, the effect boundary is determined by using the weight vector
and the bias learned by SVM from section 4.1.2. After the causality has been identified, the
effect boundary is started to determine by using the VgV, pair (from a sliding window size of
two effect verbs from consecutive EDUs with the one-EDU sliding distance) along with the
weight vector and the bias (from section 4.1.2) on Eq. (4) to identify the effect boundary (see

Fig.5).
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EFFECT_BOUNDARY_DETERMIATON [*by Maximum Entropy

1 r €1/* r istheeffect boundary classes (boundary is ending when r=0, otherwise r=1)

2 whiler=1do

3 If (Ve € Vp) A (np1 € {'symptom’ ‘spread over’ ‘destruction’})) v (Vg € Ve—Vp)

4 If (Va1 € Vp) A (NP1 € { symptom’ ‘spread over’ ‘destruction’})) v (Ves1 € Ve— Vi )
5 { caseME

1 n n n
p(r IX)=argmaXEeXP(Z/1j fyese,j (" Ve )+ 24 froei,j (N Ve )+ 24 Tyeseist,j (1) Veis1) +
r =1 j=1 =

n
24 Troeisnj (N Veisa))
i=1

case SVM

n
f(x)= 2 Wthj+b where x is VeiVe +1
j=1

If f(x) >0 then bound <« yes
6 If (r =1) v (bound= ‘yes

EC<CECU({i},i<i+1,
7 } return

Fig.5 Effective boundary determination algorithm by using ME/SVM

Naive Bayes: The NB Classifier shown in Eq. (5) , with Class={end, not-end}, is applied by
sliding the window size of two adjacent effect EDUs with the one-EDU sliding distance along
with using verb probabilities in Table 4. Whenever, the determined class is ‘end’, the effect
boundary is end (Fig.6).

EDUclass = argmax P(class|Vg;, Vg1 ) (5
classeClass
= argmax P(ve; |class)P(ve;, | class)P(class)
classeClass
Vg €Ve where Ve is an effect verb concept vector

Vgj+1 €VE Where Ve is an effect verb concept vector

i ={12,..n} i ={12,.k}
EFFECT BOUNDARY_DETERMIATON *byNB
1 EC<J, EDUcl=not-end *EDUcl is EDUClass for identifying the boundary end
2 while EDUcl=not-end do [* effect boundary determination
3 begin If ((vej € V) A (np; € {'symptom’ ‘spread over’ ‘destruction’})) v (vg; € Vg —Vy)
4 If ((vej+1 € V) A (NP1 € {'symptom’ *spread over’ ‘destruction’})) v (vgj:1 € Vs —Vy)
5 EDUcl €  argmax P(veij |c|as'5)P(veij+i |c|ass)P(cIass)
classe{ end ,not—end}
6 if EDUcl=not-end then
7 ECCECU{i}; i€«i+1l
8 end_while; returnR

Fig.6. Effective boundary determination algorithm by Naive Bayes

4.2 EIWhy-QA system
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4.2.1 EIWhy-Question Part

There are two processing areas of the EIWhy-question part, the text processing for the textual
portion of the EIWhy question and the image processing for the image portion of the EIWhy
question. Thus, there are several steps involved to the EIWhy-question part: Textual-Question-
Corpus Preparation, Why-Question Type Determination, Image Pre-processing, BOW

determination, EIWhy-Question-Content Determination, and Question Focus Determination.

4.2.1.1 Textual-Question-Corpus Preparation

All 800 textual questions with/without images embedded are collected for this research corpus
by interviewing farmers who have the plant disease problems and by downloading from several
QA sites and web blogs, e.g. http://www.gotoknow.org/blogs/ books/view/agriculture , with all
question types, i.e. ‘Why’, ‘How’, ‘What’, ‘When’, ‘Where’, and ‘Who’, of the rice-plant-disease
domains. The collected textual questions consist of 400 textual questions with images
embedded, called “the Embedded-Image questions”, and the rest 400 textual questions without

images embedded (which are the regular Why questions).

Question: “silusonluninie /Why do top leaves shrink?’
<Why-Q-type><EDU>[<Why-Q-Cue>lu(Why)/pint </Why-Q-Cue> sealu(top leaves)/ncn /NP
<Why-Q-Focus>[win(shrink)/vi]/VP</Why-Q-Focus> </EDU></Why-Q-type >
Question: “ oz IsiluaumainI¥duirunszunsu/ What is the cause making rice plants stunt?’
<Why-Q-type><EDU>[<Why-Q-Cue>e:'ls(What)/pint wu(is)/ves awg(the cause)/ncn</Why-Q-Cue>
]/VP</EDU>
<EDU>[ﬁ11ﬁ’(make)/vcau [ﬁ‘ui’ﬁ’;(rice plants)/ncn /NP <Why-Q-Focus>[ [tiaseunsu(stunt)/vil/VP

</Why-Q-Focus> J/VP </EDU></Why-Q type >

Fig. 7 Examples of Why-Question Annotation for the corpus studies of the Why-question type

In addition to all collected textual questions with/without images embedded, their texts have to
be prepared by using a Thai word segmentation tool (Sudprasert and Kawtrakul,2003) with the
part of speech annotation including Name Entity (Chanlekha and Kawtrakul, 2004) followed by
EDU segmentation (Chareonsuk et al., 2005). The 500 textual questions from the 800
collected textual questions contain 250 Embedded-Image questions and 250 regular Why
question (or 250 textual questions without images embedded). These 500 textual questions
with/without images embedded are used for a corpus study of the Why-question type by semi-
automatically annotating a Why-question type tag (Why-Q-Type), a Why-question cue tag (Why-
Q-Cue), and a Why-question focus tag (Why-Q-Focus), see Fig. 7. All concepts are referred to
WordNet (http://wordnet.princeton.edu/) and Thai Encyclopedia (http://kanchanapisek.or.th/

kp6/New/) after using the Thai-English dictionary (www.longdo.com) for translation. Finally, the
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rest 300 textual questions consisted of 150 Embedded-Image questions and 150 regular Why
questions (or 150 textual questions without images embedded) are used as a testing corpus of

the Why-question type determination.

4.2.1.2 Why-Question Type Determination

The Why-question cue set (YQC) is obtained by the results of the corpus study of Why-
question type. The Why-question focus is also gained by this corpus study where the Why-
question focus is mostly expressed by a verb or a verb phrase containing v, or v.. Then, we
use YQC to determine the Why question type along with v, or v, to determine the Why question

focus on the testing corpus of the Why-question type determination.

4.2.1.3 Image Pre-processing

All 400 plant disease images, especially the rice leaf symptom, are collected from the image
portions of the Embedded-Image questions (from section 4.2.1.1). Image enhancement is
constructed from low pass and high pass filter for adjusting intensities of the image in order to
highlight areas considered. After this pre-processing step, the image is ready for segmentation.
The segmentation process is to differentiate between background and target object (which is
the region showing the current symptoms of the disease) to eliminate the back ground away
from the leaf area having the disease symptom. Then, a ROl is identified from this leaf area by
using region growing algorithm (Stanciu, 2012). Therefore, the ROl of each image contains

several major features of the target object as color, texture, lesion shape, etc.

4.2.1.4 BOW Determination

Our research applies BOW as shown in Fig. 8 to represent ROI being the image salience,
especially the disease symptom, where each visual word represents each symptom feature.
Thus, the BOW determination step is to detect the salient features which are the symptom
features as lesion color (ROI object color), lesion shape (ROI object shape), leaf texture (ROI

area color), and leaf color.

Fig. 8 Show all patches of visual
words in the BOW from the image of
Fig. 1 (b)

The ROI object shape is determined by using shape contexts, i.e. an eye shape, a scratch
shape, and a spot shape, where the reference point captures the distribution of the remaining

points relative to it (Stanciu,2012). Then, the corresponding points on two similar shapes have
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similar shape contexts. After the missed shape contexts have been filtered out, the color
detection is determined. There are two areas of color detection, a ROl area for texture
detection and a ROI object. To detect the color and the texture, we apply the following two
classification levels based on 400 sample images from the image portions of the Embedded-
Image questions (from section 4.2.1.3) where these sample images are supervised data and
consist of 250 sample images for learning and 150 sample images for testing with ten folders
cross validation.

First Classification Level

The objective of this level is to filter out the normal properties of the color and the texture
of the ROI by learning of the binary classifier as the logistic regression model (Ng and Jordan,
2002). The logistic regression model as shown in Eq.(6) is applied to classify both color and
texture properties with two classes of Normal and Abnormal where ROI pixels are based on the
HSI color model, for hue (H), saturation (S), and intensity (I). The twelve features (Feature
Vector) as Min, Max, Mean, and Entropy of H, S, and | are used in the binary classification.
The Entropy feature as shown in Eqg. (7) (Shannon and Weaver, 1949) is applied in this
research for determining local spatial variations of color intensity which express the textural
property of an image as the roughness. And, the roughness texture property in our research
expresses the leaf shape symptom of the curl/twist/shrink occurrence.

X i . exp(a+ﬂ1x1+ﬂ2x2+"'+ﬂnxn)
LogisticRegression: y =

(6)

1_|_ exp(a+,81x1+ﬂ2x2+...+ﬂnxn)
where y = the probability of a casewhich isin
a particular category:Abnormal Class
exp = the base of natural logarithms
FeatureVector X =X, X,,.., X,
a = the constant of the equation
S = the coefficient of the predictor variables

Entropy of P: H(P)=>p,*log(l/ p,) (7)

i=1
where P is a set of aprobability distributi onof information
asall featuresof ROl P={p,, p,,-, P,}

Second Classification Level
The results of the Abnormal class samples from the first classification level are used in
this second classification by learning of a multi-class-classifier as Multi-Layer Perceptrons

(MLPs)(Haykin, 1999) for detecting the color symptom and the texture symptom of the ROI
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object (which emphasizes on the disease lesion) and the ROI background (which is the leaf
containing the disease lesion) respectively. There are twelve input features used in the MLPs
classifier as Min, Max, Mean, and Entropy of H, S, and I. The MLPs classifier has eight
classes (Brown, Black, Grey, Beige, Yellow, Pale, Orange, Red-Orange) of irregular color
occurrences on the ROI object or the ROI background.
Multi-Layer Perceptrons (MLPs)

According to (Haykin,1999), Artificial neural networks (ANNs) are composed of neuron-
like units connected together through input and output paths that have adjustable weights. Each
node (neuron) produces an output signal, which is a function of the sum of its inputs. This

function is formulated as in Eq. (8).

y = Q0 xw) (8)

where w; represents the weight, x; is the input feature of the ROI, f(+) is the activation function,
and y; is the output of the ith node. A sigmoid function is often used as the activation function.
MLP consists of successive layers, each of which includes a different number of processing
nodes.

n

X => xw -0 9)

i=1
The nodes in the first layer receive inputs from the outside world and are fully connected to
nodes in the hidden layer where each node in the hidden layer is connected to the output layer
nodes to produce the output pattern or the output class of the MLP. Furthermore, the net

weighted input can be solved by Eq.(10) which contains the activation function.
n
y;(P) =2 % (P)w; (p) -6, (20)
i=1

where n is the number of neuron inputs, and Q is the threshold value of neuron at the jth node

in the hidden layer.

4.2.1.5 EIWhy-Question-Content Determination

This step is to generate the conceptual predicate content of the image portion of the EIWhy
question by using a symptom-concept-frame structure shown in Fig. 2 to interpret the BOW
after the Why question type has been determined from the textual portion of the EIWhy
question. Therefore, the BOW from Fig. 8 can be interpreted as the Why question content (the
conceptual predicate content which contains a content word set generated by its symptom-

concept frame) as shown in Fig 9.
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PlantObjectName-Rice
ComponentObject, L eaf (noun): x

A
ﬂ has/is-relation, haglis(verb) : x

Property as [Color (noun) [1=pale(adj) 2Yelow(adj) 3=orange(adj) 4=redOrange(adj)] :0 ]
[Size(noun) [1=narrow(adj) 2=thin(adj) 3=small(adj)] : 0]
[Leson/Mark(noun): x

curl/twigt/shrink-relation, has/is—relation, haglis (verb) : x

curl/twist/shrink(verb) : _ Property as [Shape(noun) [1=scratch(noun) 2=spot(noun) 3=eye(noun)] : 3]

[Color (noun) [1=brown(adj) 2=black(adj) 3=grey(adj)
4=Beige(adj) 5= yellow(adj) 6=pale(ad))
7=orange(adj) 8=redOrange(adj)] :1.3 ]

v
Abnormal Leaf Shape

where adj isan adjactive

v

-Why-question content: hasEyeShape_mark(leaf)/\ be_brown_and_grey_color(eyeShaped_mark)

¢ Set of content words : leaf(noun), has/is(verb), lesion/Mark(noun), has/is(verb),
shape(noun), eye(noun), color(noun), brown(adj), grey(adj)

Fig. 9 Examples of EIWhy-Question-Content Determination in the form of the conceptual

predication of symptoms.

4.2.1.6. Question-Focus Determination

The question-focus is necessary for pointing to what the answer is. The EIWhy question ‘s
focus for the root cause determination is expressed on the question-image portion and
expressed by the symptom conceptual predication which is the relation expression (V,) in the
symptom-concept-frame structure. For example: the EIWhy-Question content in Fig. 9 based
on the symptom-concept-frame structure (see section 4.2.1.5), has the question focus on the
symptom conceptual predication from the following contents:

has_Lesion relation, has_eyeShape relation, and is_brown-greyColor relation.

4.2.2 EIWhy answering part

The objective of this part is to determine the corresponding Why answers including the
calculated generality values of effects from the answer source. There are two steps involved in

this part, the causality knowledge generalization step and the answer determination step.

4.2.2.1 Causality Knowledge Generalization

The examples of the extracted causality knowledge (from Section 4.1) as the answer source
are shown in Fig. 10 where the extracted causality knowledge contains the uncertainty of
nuance expression for lesions on the plant leaves and the incomplete knowledge. This nuance
expression problem can be solved by using the nuance concept from the linguistic head noun

pattern to align the nuance expression. For example: (a) “Leaves have greenish light grey
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spots.” (b) “Leaves have dark grey spots.” Then, both nuance expressions, (a) and (b), can

be solved as “Leaves have grey spots.” The incomplete knowledge can be solved by applying
Monte Carlo the Monte Carlo simulation technique for imputing the effect events to solve the
incompleteness problem as shown in the following Imputation step. All of the extracted
causality knowledge with the verb feature adjustment is generalized by using the statistical
based approach and the appropriate fuzzy concept of the triangular membership function (Jang
et al., 1997). The plant disease knowledge from the electronic Thai encyclopedia has been
used for determining the super concept set of the disease cause such as a pathogen
type,{virus, bacteria, fungus}, or an insect type, {plant louse}. The generalization process
consists of three steps of Cause-Effect Vector Space Generator, Imputation, and Generalization

for Generality Value Determination

CEid=1(Cause Effect | | oo text..... B e - o . ¥ R . .
identification1): EDU1(Cause): “ Y139280% uazd uduivganuwinisy 990 vimlaudusni

| “Both young and adult aphids suck sap from rice stub,”
\< EDU2 (Effect): * vi1lo lue72 tndas” /it] makes leaves be yellow.”
EDU3 (Effect): “[ZU] usns” /’[Leaves] dry.”

EDU4 (Effect): “ Lm:s'wwqﬂ'h/” / “And, [Leaves] come off.”

“When rice plants get the rice ragged stunt disease, ”
— EDU2 (Effect): “6iuz12u@seunsh”/ “Rice plants stunt.”

{ EDU3 (Effect): “Zuﬁﬁlﬁﬂ}/ Leaves are green.”
EDU4 (Effect): “uavuazan’/ ‘[Leaves] are narrow and short.”
EDUS5 (Effect):“Uareluiiaiiluindea “/ “Leaf tips twist.”
EDUG (Effect): “ uae vauluunaein’ /“And, leaf edges are torn.”

CEid=2(Cause Effect
identification2):

Fig. 10 Show examples of the extracted causality knowledge on the documents

4.2.2.1.1 Cause-Effect Vector Space Generator

According to the answer source, several extracted inter-causal EDUs (or causality knowledge)
from several documents are collected to formulate as the cause-effect vector space. From Fig.
10, each CEid is the “inter-causal EDUs’ represented in the form of predication by using the
cause and effect patterns as shown in the following:

Cause pattern: Vc (NP1,NP2) Effect pattern: Ve(NP3)

where NP1, and NP3 are noun phrase concepts with their function as ‘Agent’, NP2 is a noun
phrase with the function of ‘Patient’, Vc is a causative verb concept, and Ve is an effect verb

concept. All concepts of verbs and nouns are referred to WordNet and Thai Encyclopedia
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(http://kanchanapisek. or.th/kp6/New/). For example: CEid=1 from Fig. 10 can be represented

as follow:

CEid=1: Consume(plant-louse,solution) - Be yellow(leaf)
"Dry(leaf) » Come_off(leaf )

After each causality predication has been constructed, all binary cause-effect vectors are
generated to form the cause-effect vector space as shown in Table 5 by coding the

symptom/effect predication to Si (where i=1,2,..,n).

4.2.2.1.2 Imputation

According to Table 5, there is only the symptom matrix (Sx) being concerned with the

imputation of the incomplete knowledge occurring on Sx (where Sx is the m X n matrix with m

row vectors of extracted causalities and n column vectors of symptoms).

Table 5. Cause-Effect Vector Space

(where S;= Wilt(leaf), S,=Change_shape(leaf), S;=
Have_eyeShape_Mark(leaf), S,=Stunt(plant), S;= Come_off(leaf), S¢=
Dry(leaf), S;= Be_yellow(leaf)),...

Cause S,
consume(plant-Touse,solution 1
consume(plant-Touse,solution
consume(plant-Touse,solution 1
consume(plant-Touse,solution
consume(plant-Touse,solution
destroy(plant-Touse, plant
destroy(plant-Touse, plant
destroy(prant-Touse, plant

S

S |5 |... [ S

Ss
1
I
T

HHHHHY

HH | HHH [H@?

Table 6. Results of imputation of undefined symptoms by using Monte
Carlo simulation technique

Cause
consume({plant-Touse,solution
consume(plant-Touse,solution
consume(plant-Touse,solution
consume(plant-Touse,solution
consume(plant-Touse,solufion
destroy(plant-Touse,plant)
destroy(plant-Touse, plant)

destroy(plant-louse,plant)

! [ lggHgggHE?
Y RldHaHaHa$?

oldaHHHaHY
Y R ggHHHHRY?
Y oHHHOgaa@

Y RlagHHHHHY
YR ggaHHHRE?

We apply the Monte Carlo technique to solve the incomplete knowledge occurrences on some
consequences of causality. The Monte Carlo technique is a method that uses random
numbers and probability statistics to perform simulations (Pengelly, 2007). Therefore, the
random number (r) and the probability (o) of the Si occurrence (where i=1,2,..,n; and n is the

number of symptoms) from 103 observed documents are applied to simulate the imputation of
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undefined symptoms of Si, as shown in Table 6, by using the following imputation algorithm

with m samples of the extracted causality knowledge.

Function Imputation_Algorithm

{ For i=1to n
{For j=1tom
{ If SXJI = 13 ”

{ Generate Random Numner r
If r>p of S, thenSx; =1
Else Sin =0

11}

4.2.2.1.3 Generalization for Generality Value Determination

The fuzzy technique as explained by (Zadeh ,1965), uses the input membership values as
weighting factors to determine their influence on the fuzzy output sets of the final output
conclusion or defuzzification into a crisp output driving the system. The simplest membership
functions as the triangular membership function, t4riange, Specified by three parameters
{a,b,c}(as shown in Eq. (11)-(14)) is applied in our research. t4iangedetermines the degree of

membership in the [0,1] interval from a single input (x) (Jang et al., 1997).

1 0,x<a @y
X—a

/’l[r/angle(x) b —-a 'a sXs b (12)
,utriangle(X; a,b,c)= C—X

~—Z b<x<c (13)
c-b

> 0,c<x 14

0 a b c

According to the generalization of symptom occurrences from Table 6, the input (X) is an
average weight of the Si occurrence based on the causing-agent type of the causing-agent type
set {'plant louse’, ‘fungus’, ‘virus’, ‘bacteria’}. There are three membership grades (lessLikely,

maybe, and mostLikely) for s4iangeto describe the specified input (x) (Fig.11).

X
W maybe = (1-0.8)(1-0.5)=0.4
W mostLikely = (0.8-0.5)(1-0.5)=0.6

Fig. 11 Triangular membership function of S; with

three membership grades where x=0.8
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Then, the defuzzification can be solved by the Weight Average Formula (WAF) method (Jang et
al., 1997) as shown in Eq. (12) which is the average weight of generality (called the generality

value).

Weight Average Formula (WAF )= %Wi al 12)
Wi
where w; =membership grade frominput ;
X; =weight average or weight of generality from output

Table 7 Average Weight of Generality

Average Weight

Cause Effect/Symptom of Generality
Destroy(plant-louse, plantORplant component) stunt(plant) 0.75
Destroy(plant-louse, plant ORplant_component) beAbnormal Shape (leaf) 0.8
Destroy(fungus, plantORplant_component) Have eyeShape mark (leaf) 0.2
Destroy(virus, plantORplant component) stunt(plant) 0.78

Table 7 shows the average weight of generality of each effect or plant symptom from 103

random plant disease documents caused by plant louses, fungus, bacteria, or virus

4.2.2.2 Answer Determination

After both the Why-question type determination and the Why-question content determination,
the correct EIWhy questions are used for the answer determination from the knowledge source
which contains cause-effect vectors of plant diseases. The answer is solved by determining the
similarity score (Biggins et al., 2012) in Eq. (8) between a set of content words existing in the
Why-question content and each EDU element of the cause-effect vectors after eliminating stop

words.
|S1 S2|

Smilarity _ Score=
|SL|x|S2|

(8)

where

S1 is all word concepts from the set of content words existing in the Why-question content.
S2 is all word concepts from a set of words from EDUqg.; after eliminating stop words

(through stemming words for some languages ) where EDU .t €Xists in the cause-effect

vector {EDUgauser EDUsgtrect, EDUetroct2r-» EDUsroctm) -
The all word concepts of S1 and S2 are based on WordNet and Thai Encyclopedia after using
the Thai-to-English dictionary. For example (Fig.1(b)):
S1: Set of content words
{ leaf(noun), has/is(verb), lesion/Mark(noun), has/is(verb), shape(noun),

eye(noun), color(noun), brown(adj), grey(ad))}
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= {leaf, have/be, lesion/mark, shape, eye, color, brown, grey}

Knowledge Source:
Cause-Effect Vector ID=1 DiseaseName: Rice Blast disease

EDU_ e - “Lﬁwaﬁ1W§ﬁ?§l’)£§ﬂ/Pyricularia fungus 7viNa1¢/destroy Giua3/rice plant”’

(The Pyricularia fungus destroy the rice plant.)
EDUsgtrecti: “328/2/period Na/seedling lusteaf {i/have una/lesion gil/shape f/eye
&/color viraa/brown’
(Seedling Period: Leaves have the brown eye shape lesions.)
EDUggect: “tBNR/lesion ‘IIEI’Im;mmal/spread over 7’7"’J/whole lu/steaf”
(The lesions spread over the whole leaf.)

[ L
S2: Cause-Effect Vector ID=1

EDUgsect1: {seedling, period, leaf, have, lesion, shape, eye, brown, color} —

Similarity_Score =0.8 (where Have_eyeShape_mark (leaf) has the generality
value=0.2)
EDUggectp: {lesion, spread, whole, leafy — Similarity_Score =0.4  (where
Have_eyeShape_mark (leaf) has the generality value=0.2)

The candidate answers can be selected from all Cause-Effect Vector IDs which have S2 of
EDUgi being similar to S1 of the question-image portion with Similarity Score >0.5. Then,
the candidate answers can be ranking according to Similarity_Score of the selected Cause-
Effect Vector IDs. We select only the top five ranks of Similarity_Score as the possible

answers where the first rank is the highest correct answer.
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5. Evaluation and Discussion

There are two main evaluation parts of our system, the first part is the boundary determination

of causality knowledge extraction. The second part is the EIWhy-QA system.

5.1 Knowledge Extraction with Boundary Determination

The corpora used to evaluate the proposed model of the effect-boundary determination by
using three different machine learning techniques, SVM, ME, and NB consist of 1,000 EDUs
collected from on line of the plant disease technical papers and the news domain, especially
global warming news. Each of these corpora has different characteristics of the effect verb
frequency and the diversity of verb occurrence. The results of the effect-boundary
determination by SVM, ME, and NB (Table 8) are based on two experts and one linguist with
max-win voting. In addition to the causality extraction by using verb-pair rules (Pechsiri and
Kawtrakul, 2007), the evaluation of the causality is expressed in terms of the precision (0.85 by
average) and the recall (0.72 by average).

Table 8. Accuracies of boundary determination of the inter-causal EDU extraction
from different methodologies.

No. of different %Correctness of effect boundary determination
Document type
(=250EDUs each) effect SVM ME NB
verbs

Plant Disease by aphids 40 94 91 86
Plant Disease by fungi 63 87 89 82
Plant Disease by virus 35 93 93 85
Global Warming news 48 90 95 84

Table 8 shows that the wide variety of the effect verbs affects the % correctness of each
methodology. ME has the highest correctness 92% by average whereas NB has the lowest

average, 84.2%, because there are some dependencies among effect verbs or effect events.

5.2. EIWhy-QA system

The testing-question corpus for the evaluation of the EIWhy QA system is collected by
interviewing farmers and by downloading from several QA sites and web blogs and contains the
300-textual questions consisted of 150 Embedded-Image questions and 150 regular Why
questions. Moreover, the 300-textual questions are based on the plant disease domain,

especially the rice leaf diseases, and contain several type of question as mention in section
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4.2.1.1. There are three necessary evaluations of the EIWhy-QA system comparing to the
regular Why-QA system (where the image processing is not required for the regular Why-QA
system): the Why-question type determination, the question content determination, and the

corresponding Why answer determination from the answer source

5.2.1. Why-Question-Type Determination

Table 9 Evaluation of the Why-question-type determination from the textual questions without
images embedded (the regular Why questions ) and the textual portions of the Embedded-Image
questions

Why-Question Type Determination

Textual Questions
#Correct Why Questions Precision Recall

150 regular Why questions contain 60 Why questions 54 0.95 0.90
150 Embedded-Image questions contain 60 Why 51 0.93 0.85
questions

The testing-question corpus that is used for the Why-question type determination consists of
two-150 textual questions, one with images embedded and another one without images
embedded, having 60 Why questions for each 150 textual questions. According to determine
the Why question type by using YQC, we can evaluate the Why-question type determination by
calculating Precision and Recall based on experts with max win voting, as shown in Table 9.

The experimental results from Table 9 illustrate that the recall and the precision of the Why-
question determination from the Embedded-Image questions are lower than the regular Why
question. The reason of the lower recall is some vague questions occurring on the textual
portions of the EIWhy questions, as shown in Fig. 12 (a) , where the complete question is “LTi@
azlstunulunazvinliAnanisiluuna/What happens to the leaf and causes the lesion
symptom?”). And, the reason of the lower precision is that some EIWhy questions are

sarcastic questions since they are not required the Why answer, as shown in Fig. 12 (b).

) “vi1 luma] luud luilgywlsaszuialu
917] oo 19 [y

(“Why don't [you] solve this [rice epidemic]
problem? Are there lots of works?")

where [..] means ellipsis.

(a) “thaee sy’
(“What happens?”)

Fig.12 Show the examples of errors from the textual portions of the EIWhy Questions
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5.2.2. Question Content Determination

According to the question contents determination by using the BOW of the ROI ‘s image portion
of the Embedded-Image questions, the authors evaluate the question content determination by
calculating the correctness of the visual word determination from the testing data of 150 sample
images (collected from the image portions of the Embedded-Image questions based on
supervised training data). The question content determination includes the lesion color (the ROI
object color), lesion shape (the ROI object shape), leaf texture (the ROI area color), and leaf
color. Then, the visual word determination consists of the ROI-object-shape determination, the
ROI-object-color determination, and the ROl-area-color determination which is applied for the
ROI texture determination. The correctness of the ROI object shape determination is 88 %
depending on the perspective. The correctness of the ROI color determination is 94% of the
binary classification whilst the precision and the recall of the multiclass classification is 0.766
and 0.768 respectively, with ten folders cross validation of 132 correct sample images after
filtering out the incorrect ROI object shape from the ROI object shape determination (see Table

10).

Table 10 Evaluation of the ROI color determination of two classification levels (based
on ten folders cross validation).

Binary Classification

Class True False False Negative True %

Positive Positive Negative correctness
Abnormal 112 7 - - 94
Normal - - 2 11 85

Multiclass Classification

Classifier True Positive Rate False Positive Precision Recall F-Measure
Rate
MLP 0.768 0.087 0.766 0.768 0.765

According to the multi-class classification, there are 110 questions having the correctness of
determining the visual words without the question type consideration. The errors of the multi-
class classification are caused by the incorrect patch generation which results in incorrectly
determining the visual words. However, the total correctness of the EIWhy question
determination (after determining both the visual words (the question contents) and the Why-

question type) are 47 questions from the testing corpus containing 60 EIWhy questions.
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Table 11 Evaluation of the corresponding answer determination for the EIWhy-QA
system and the regular Why-QA system

Why Questions # Correct % Correctness of Why

Answers Answer Determination

At the first rank
54 correct Why questions of the regular Why QA system 43 43/60=72
47 correct EIWhy questions of the EIWhy-QA system 47 47/60=78

5.2.3. Corresponding Why Answer Determination

According to the root cause determination, the evaluation of the Why answer determination for
the EIWhy-QA system and the regular Why-QA system is based on three experts with max win
voting. The 47 correct questions of the EIWhy questions (from section 5.2.2) are used to
evaluate the Why answer determination of the EIWhy-QA system. The 54 correct questions of
the Why question type determination from the regular Why questions (from section 5.2.1) are
used to evaluate the Why answer determination of the regular Why-QA system. The
corresponding Why answers of the EIWhy-QA system and the regular Why-QA system can be
solved by determining the answer with the highest rank of the similarity score between a set of
content words existing in the Why-question content and each EDU element of the cause-effect
vectors after eliminating stop words (as shown in Table 11). According to Table 11, the regular
Why-QA system has the lower % correctness of the Why answer determination because of the
vague questions in the regular Why-QA system. For example: ““inlalutuma /Why do leaves
have lesions?” (The example is vague because it does not notify the lesion characteristics, i.e.

shape, color, and etc. The lesion characteristics can determine the cause of disease.)
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6. Conclusion

This research presents Causality Knowledge Extraction and Generalization for supporting the
EIWhy-QA system. Thus, our research includes 3 major phases: Causality Knowledge
Extraction as the source of answers, Causality Knowledge Generalization, and the EIWhy-QA
system. The EIWhy-QA system includes the image processing technique to enhance the ability
in diagnosing problems, especially the plant diseases. The EIWhy-QA approach diagnosis
requires the knowledge extraction from technical documents based approach rather than the
information retrieval based approach commonly practiced in previous studies. This is because
the answer source for supporting diagnostics must be the knowledge proven by experiments or
specialists unlike the information retrieval system. The evaluation of the EIWhy-QA system
suggests that the image processing in Why questions improves the %correctness substantially

from 72% to 78%.

The EIWhy-QA system requires evaluations for two major parts of problems: the EIWhy
question part and the EIWhy answering part. Although, the result of the correct-Why-answer
determination of the EIWhy-QA system is higher than the one of the regular Why-QA system,
the result of the correct-Why-question-type determination of the EIWhy-QA system is lower than
the one of the regular Why-QA system. The main reasons for the lower correctness of the
Why-question type determination of the EIWhy-QA system are the vague question, the
sarcastic question, the image perspective errors, and the image-noise-like symptoms. Moreover,
issues regarding vague questions and sarcastic questions can affect the correctness to both the
EIWhy-QA system and the regular Why-QA system. However, potentials to improve the
EIWhy-QA system’s performance exist where vague questions, sarcastic questions, and the

BOW determination must be further studied, especially in pragmatics.

Therefore, the successful EIWhy QA system including the generality value determination of
each symptom occurrence on the texts is valuable to people in supporting preliminary analysis
and performing root-cause analysis for inexperienced persons in diagnostics. Once integrated
with mobile phones, such capacities allows the EIWhy-QA system to have a profound effect on
several business areas as a tool to assist inexperience participants/people and amateur

diagnosticians to diagnose problems.
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Abstract: The research aims to develop a Question Answering system, especially ‘Why’ and
‘How’ questions, on online community web-boards for supporting the community in diagnosis
and solving problems, e.g. plant disease, health-care problems, etc. Unlike factoid question,
the Why and How questions of this research are based on preface questions which give some
background and scene-setting of the questions by expressing in several Elementary Discourse
Units (EDUs), where each EDU is a simple sentence or a clause. The research consists of sev-
eral problems as ‘How to identify the question types’, ‘How to solve the complicated question’
and ‘How to determine the answer’. Therefore, the research proposes using different machine
learning techniques for the question type identification. The research also integrates the proce-
dural knowledge, extracted from text by machine learning approach, into the previous causality
graphs for solving the complicated question and answering How/Why questions based on simi-
larity-score collection. The experiment shows that the system can achieve correct answers to
93.3% of the questions.

Keywords: Why-Q, How-Q, prefaced question, complicated question, Causality Graph
Categories: 1.2.7,1.2.1, M.7, J.7, L2.1

1 Introduction

In the online community, most people prefer to post their problems or queries on a
certain thread on their community’s web page. Then, they wait for several minutes to
several days to receive the recommended answers posted by the experts for solving
their problems on the web page. However, it is time consuming for people to receive
the answers. For example, some beginning farmers or other people in this generation
know well how to use the information technology but lack experience in a certain
area, e.g. Agriculture, Health-Care, and etc. They confront their problems of disease
symptom occurrences by explaining the problems with a why question (Why-Q) type,
asking for a reason, and/or a how question (How-Q) type, asking for problem solving
approach, on the community web-boards. However, there are some responses to
some questions depending on a question domain, a chat room type of a certain web-
board, a web-board domain, and etc. It is approximately 68% on average for plant
disease questions to receive responses within a week on the Thai community web-
boards (unpublished data). During the waiting time, an automatic Why-How Ques-
tion-Answer (QA) system is introduced for providing a preliminary diagnosis includ-
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ing solving methods before or during an epidemic. Therefore, this research aims to
develop an automatic QA system of Why-Q and How-Q with the integrated causality
graph [Pechsiri and Piriyakul, 10] for the preliminary diagnosis problems, e.g. plant
diseases, including the recommendation of solving these problems on the online
community. According to [Aouladomar , 06], there are several types of How ques-
tions e.g. the causality How, the instrumental How, the instructional How, and etc.
whereas How-Q of our research is equivalent to the causality How question which is
used to know the causes or the circumstances of a certain event. Most of the posted
plant disease questions on the web-board resemble prefaced questions rather than
factoid questions. A prefaced question is a question that provides background and
scene-setting for the questions (http://www.dpc.nsw.gov.au/merit/module 7). The
prefaced questions in our research are expressed in the form of Elementary Discourse
Unit(s) (where each EDU is defined as a simple sentence or a clause, [Carlson et. al.,
03]) with the following question patterns (called ,Qpathern’).
Qpattern-1: EDU,; EDU,, ...EDU,, EDU,
Qpattern-2: EDU; EDU, ...EDUy,, EDU; EDU1
QPattern-3: EDU, EDU,; EDU,, ...EDU,
where:
EDUj is the question EDU containing a question word (gw) as shown in the following
linguistic pattern of a Thai-question EDU.
EDU=> Qword NP1 V, NP2 | NP1 V, NP2 Qword | V, Qword
Qword 2> ilw/Why’ ,pdnls/How’ ,pels/What ,paasds/Show method’
(where Qword is a question-word concept set having gweQword ;
V4 is a verb concept set expressed on EDU, having vqeV, ;
NP1 and NP2 are noun phrases.)
EDU, is a content EDU expressing a content of the question EDU, EDU,, where
a=1,2,.n or n+l. n is an integer number and is greater than 0. EDU,, has the
following linguistic pattern.
EDU,, > NP1 VP |conj NP1 VP
VP 2> V, NP2
(where V =V UV, ; v, is a content verb element of EDU,, Vs €V 5 Ve is a
causative verb concept set; V. is an effect verb concept set (see Table1[Pechsiri
and Piriyakul, 10] in section 4.1.1); conj is Conjuction)
Moreover, there is no question mark, word delimeter, and sentence delimiter in the
Thai language. For example:
Qpattern-1 EDU . :“szecuanne( Tillering Stage):luin(rice leaves)/NP1 nine(shrink)/vey”
(szozuanne: lushminee/ Tillering Stage: Rice leaves shrink.)
EDU,p: “du(plant)/NP1 unszunsu(stunt)/vey” (fuunszunsu/Plant stunts.)
EDU,: “fhumiz(be reason)/vy esls(what)/qw”(idhunsizes1s/What are the reasons?)

Qpattern-2 EDU .y :“szecuanna( Tillering Stage):luin(rice leaves)/NP1 nine(shrink)/vey”
(szezunnne: Tut1ominse/ Tillering Stage: Rice leaves shrink.)
EDU,: “du(plant)/NP1 uaszunsu(stunt)/vy,”  (fuunszunsu/Plant stunts.)
EDUg: “[i(we)/NP1] wsii(should solve)/vq edrls(how)/qw”
(“[157] vzvheenals/How should [we] solve?)


http://www.dpc.nsw.gov.au/merit/

EDU, s 1: “du(plant)/NP1 fazudauss(will be strong)/veg.,”
(Fudsezudauss/ Plants will be strong.)
(where [..] means ellipsis.)

Qpattern-3 EDUg: “ozia(will happen)/vqa::755u(what)/qw”
(viinos 153u/ Whatwill happen?)
EDU,;: “#(if)/conj mﬁya#’na“"u(leafhoppers)/NPl szana(spread out)/ve,”
(ﬁ?!WﬁEﬁﬂ#un’ﬂm/tf leafhoppers spread out,)
EDU.p: “vag(whilst)/conj #1(rice)/NP1 mdseen(is giving)/ve, s2(paddies)/NP2”
(vaizdnmdseansas/whilst rice plants are giving paddies.)

However, working on Qpattern of Why-Q and How-Q, must involve in three main
problems:1) how to identify Why-Q and How-Q on Qpatterns with their question
words being ambiguous, 2) how to solve the complicated question of How-Q where
the complicated question is a question that cannot answer immediately, see section
3.2.2, and 3) how to determine the Why answer and the How answer of Why-Q and
How-Q respectively. Therefore, different machine learning techniques such as Naive
Bayes (NB), Maximum Entropy (ME) and Multilayer Perceptron (MLP) are proposed
to classify a question type, Why-Q, How-Q, and Other-Q, from two adjacent EDUs of
EDU, and EDU4 (where k = 1 or n or n+1), for diagnosis and solving the problems.
We then apply the relatedness value determination (see section 4.2.1.2) and machine
learning techniques to extract several kinds of the procedural knowledge, e.g. the
disease prevention and treatment, from downloaded documents on several websites,
e.g. the Department of Agriculture website (http://www.doa.go.th/). This research
integrates the extracted procedural knowledge into our previous causality graph
[Pechsiri and Piriyakul, 10] (Figure 1) (http://www.web3point2.com/rice/index
App.php) of the rice plant diseases with four categories of a causing agent (Fungi,
Virus, Bacteria, and Aphid).

haveSymptom-11
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(plantOrgan) (plantOrgan)
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Plant Graph destroy(Pathogen/ (plantOrgan) (plantOrgan)
DiseaseX > | Plant Louse, Plant . .
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Figurel: Show the integrated causality-graph with the extracted procedural
knowledge.



The integrated causality graph is used as the knowledge source for answering Why-Q
and How-Q including the complicated question. In addition, each causality graph
represents the causality knowledge previously extracted from documents downloaded
from the Department of Agriculture website. The extracted causality knowledge has
been kept in the repository as a cause-effect-EDU vector (EDU uuse, EDUefrect.1,
EDUecffect.2,--» EDUggreee-my Of  each disease under a certain causing agent category
(where EDU_,., is a causative EDU, EDU, is an effect EDU).

Several techniques of the Why-QA system and the How-QA system, [Girju, 03],
[Schwitter et al., 04] [Verberne et al., 07] [Baral et al., 12][Oh et al., 13], have been
considered in this research (see section 2). Also several techniques, [Takechi et al.,
03][Delpech and Saint-Dizier, 08][Soison and Pechsiri, 09][ Song et al., 11] [Zhang et
al., 12], have been previously applied for extracting the procedural knowledge (see
section 2), where the procedural knowledge is the knowledge of how to perform a
specific task or how to solve a problem [Schwitter et al.,04]. However, the procedural
knowledge extraction in this research is developed from [Soison and Pechsiri, 09] by
using different machine learning techniques with different domains.  Finally, we
determine the answers of Why-Q and How-Q by applying the similarity-score
collection of two EDUs among each EDU from the content EDU vector ((EDU,y
EDU,... EDU, ) where m=n or nt+1) and each EDU from the cause-effect-EDU
vectors of several diseases from the causality knowledge repository. Each cause-
effect-EDU vector is the component of a certain causality graph of a certain disease as
shown in Figure 1.

In section 2, related works are summarized. Problems of Why/How-question de-
termination and problems in extracting the procedural knowledge from documents are
described in section 3. Our framework of a Why and How QA system including pro-
cedural knowledge extraction from textual data is shown in section 4. We evaluate
and discuss our proposed methodology in section 5 and give a conclusion in section 6.

2 Related Works

Other related works to address several techniques, required for Why-Q and How-Q of
our system and also for the procedural knowledge extraction, have been involved with
Natural Language Processing and machine learning.

Why and How QA system
Most techniques from the previous approach to a QA system, especially a Why-QA
system and a How-QA system, are Natural Language Processing (NLP), Machine
Learning, Information Retrieval (IR), Knowledge base, Rule base, or mixed
techniques. [Girju, 03] worked on the Why question with the answer based on the
lexico-syntactic pattern as ,NP1 Verb NP2’ (where NP1 and NP2 are the noun-phrase
expressions of a causative event and an effect event, respectively), i.e. “What causes
Tsunami? -> Earthquake causes Tsunami”. However, it is not suitable for our
research mostly based several effect-event explanations which express by verbs/verb
phrases. [Schwitter et al., 04] worked on the procedural questions/How questions with
their answers being extracted from technical documents by the ExtrAns system. Their
procedural answer is often expressed in a procedural writing style with guidelines.




The high performance in their QA system is best achieved through logic-based and
pattern-matching techniques. [Verberne et al.,07] proposed using RST (Rhetorical
Structure Theory) structures to approach Why questions by matching a question topic
with the nucleus in the RST tree while yielding an answer from the satellite. The RST
approach to the Why-QA system achieved the answer correctness of 91.8% and a
recall of 53.3%. [Baral et al.,12] developed a formal theory of answers to why and
how questions by developing the biological-graph model having event nodes and
compositional edges as the knowledge-base with corresponding to why and how
questions on the biology domain. Their questions are based on the forms: “How are
X and Y related in the process Z?”” and “Why is X important to Y. [Oh et al.,13] used
intra- and inter- sentential causal relations between terms or clauses as evidence for
answering Why-questions. They ranked their candidate answers (from documents
retrieval Japanese web texts) with the ranking function including re-ranking the
answer candidates done by a supervised classifier (SVM). Their why-QA system
achieve 83.2% precision.

However, most of previous researches on a Why-QA system / a How-QA system
[Girju, 03][Schwitter et al., 04][Baral et al., 12] are based on a single sentence/one
EDU of a Why question and also a How question, except [Verberne et al., 07] and
[Oh et al.,13] based on two EDUs of Why question, whereas our Why-Q and How-Q
are based on several EDUs (see section 1).

Procedural Knowledge Extraction

Several techniques have been applied for extracting the procedural knowledge vary-
ing from one sentence/EDU to multiple sentences/EDUs with/without numbering in
front of each step in the process. The extracted procedural knowledge from Web pag-
es by [Takechi et al., 03] is based on HTML list tags, e.g. <OL><UL>, learned by
SVM to determine the Procedural class. [Delpech and Saint-Dizier, 08] recognized
the procedural knowledge by using XML tag, e.g. <p>, <b>, and <h>, bold letter to
identify the title/goal and using a procedural writing style that contained the number-
ing form, hyphens or bullets in front of each process step to identify the proce-
dure/instruction. Since there are several zero anaphora in our corpora, our procedural
knowledge are still based on verb or verb phrase as in [Soison and Pechsiri, 09]
whereas [ Song et al., 11] and [Zhang et al., 12] involve with noun phrases. Moreo-
ver, the procedural knowledge of this research consists of several procedure sets in
Natural Language description existing in one document for solving the same problem
or having the same target such as Prevention & Treatment of a certain plant disease.
Each procedure set contains several EDUs as process steps without the numbering
form, hyphens or bullets in front of each process step. [Soison and Pechsiri, 09] also
has several procedure sets in one document but each set has its own target of solving
problem. The existences of the procedural knowledge on documents of the previous
researches have different structure occurrences from our research. Therefore, we ap-
ply Word-Co and different machine learning techniques as NB, SVM, and ME for
comparative study of extracting all procedural knowledge as the answer of How-Q.




3 Research Problems

This research work involves two major research problems: the procedural knowledge
extraction problems and the problems of the Why and How QA system.

3.1 Procedural Knowledge Extraction Problems

There are two main problems: the first problem is how to identify the procedural
knowledge from documents after knowing the target as the problem solving e.g.
Prevention & Treatment of plant diseases. The target is identified by using a target
word, tw, existing in either a topic-name or an EDU of the plant disease domain
(where tweTW, and TW is a target word set collected from corpus studying).

TW = {,flessu/prevent’ ,jow/treat’ ,pwquicontrol’ ,jrsareliminate’ ,msilesiu/prevention’
LJssn/treatment’ ,msaaugu/control’ ‘msiial/elimination’ ...}

The second problem is how to determine the procedural knowledge boundary.

3.1.1 Procedural Knowledge Identification Problem

There are two problems: the implicit cue and the ambiguous cue.

(a) Implicit Cue. The procedlylral knowledge can ybe identified by using the
starting-procedural cue set { ,dweliii/ the following’ ,gsias follows’ Jae/By’...}, as
shown in the following examples of an explicit cue and an implicit cue.

Explicit Cue  Topic-Name: “msnivgulsaliflnidin/ Rice’s Blast Disease Control”
EDU 1 :“Tno1#3544si0 il By using the following method.”

EDU2: “Iiusdmmulsa/Use the resistant varieties”  EDU3...............

where, EDU?2 is the starting EDU of the procedural knowledge.

Implicit Cue EDU1:“[i51]denruguTsalyluddra/[ Welmust control the Blast-Rice disease.”
EDU2: “ShuiSuszinaudal It has started spreading out.”

EDU3: “Iiforndada/ Use Bacillus Subtilis”  EDU4............

where EDUT is the target, EDU3 is the starting EDU of the procedural knowledge.

(b) Ambiguous Cue. There are some EDUs expressing as the non procedure
even though they contain a cue, as in the following example:

EDUI1: “S8hmssanmisadagivumyyrtnaiiuiidounn The method of making indigenous
Biopesticides is very well known.”

EDU2: “Inglddunuiios500um/ By having cost only 500 Bath

Where, the cue ,,lae/By’ in EDU2 is not the starting EDU of the procedural knowledge.

3.1.2 Procedural Knowledge Boundary Determination Problem

The problem is how to identify the ending of each procedure, especially there is no
any cue, e.g. ,jaz/and’, ,ﬁ?a/or’,,,Yuﬁqw/ﬁnally’ etc., telling the ending boundary. And
there are 2-3 different procedural knowledge solving the same plant-disease problem
occurred in one document. For example:

EDU 1 :“oomiramnsaisa maunsz Tandiima /A sugar apple can kill Brown Plant Hopper.”

EDU2: “Isamivonir I nn.s Use 1kgs.sugar apple seeds.”



EDU3: “aziden/ Grind finely.”

EDU4: “uish 10 das v 12-24 $2Tua s Soak in 10 liters water for 12-24hrs.”

EDUS5: “nsonimauinay 1 #ouliy Filtrate mixes with 1tb. soap solution.”

EDUG6: “Sanunnaqiunnu6-10 5u srwaudu Spray[the plant] every day for 6-10 days.”
EDU7: “191luyaa 2 nn. / Use 2kgs.fresh sugar apple leaves.”

EDUS: “azidon s Grind finely.”

EDUY: “usir 15 ans um 24 $21uws / Soak in 15 liters. water for 24hrs.”

EDU10: “nsenfmamhmy I douldz Filtrate mixes with 1tb.soap solution.”

EDUI11: “fawunngusrwsand Spray[the plant] every evening.”

EDU12: “nagwsnnmsidfoomi..../ The results of using a sugar apple....”

where EDU2 through EDUS are the procedural knowledge of the herbal-insecticide
preparation. And EDU?7 through EDU10 are another herbal-insecticide preparation.

Therefore, we apply learning the relatedness value between two consecutive
words as the word co-occurrence or Word-Co with the concept of procedural
knowledge. Then, Word-Co is used to identify the starting EDU of the procedural
knowledge where the first co-occurred word is a verb, Vproe (Vproc € Viproe » Vproc 15 the
procedural verb concept set), and the second co-occurred word is a noun, Ay
(Mproc € Nproc » Nproe 18 the procedural noun concept set).

Voroe =1 Wluse’, jhvtake’ ,, pinuscatter’ , jhawidestroy’,, jgnigrow’, ,yaesrelease’, ...}

Nrwoe =4 » 7, ,alszneviiwPlant Organ’, jiussmu/resistant variety’, ,msnfichemical
p p

substance’, ,pupesticide’, ,j¥o/micro-organism’, gihywater’, ...}

We also apply machine learning techniques (NB, SVM, and ME) to learn the
procedural verb pairs from the consecutive EDUs by a sliding window size of two
consecutive EDUs with one EDU sliding distance for the procedural-knowledge-
boundary determination

3.2 Why and How QA System Problems

There are three main problems: how to identify Why-Q, How-Q, and Other-Q on
Qpatterns with their question words are ambiguity, how to solve the Complicated-Q,
and how to solve the Why and How answers..

3.2.1 Question word Ambiguity

The problem of identifying the question expression without having the question mark
symbol (,,?°) is solved by using a question word set {,ilw/Why’, ,penls/How’ ,pzls/
What’, ..}. Where a ,yhlu/Why’ function is a reasoning question, a ,psls/What’
function is asking for information about something (http://www.englishclub.com/
vocabulary/wh-question-words.htm ). However, there is a question word’s function
ambiguity, e.g. ,pz!s/What as in reasoning. For example:

EDUy, :“druannalushoninee/ In the tillering stage, rice leaves shrink.”

EDU,p:“ dulidiuTaPlants stunt”  EDUg: ifhunsizos 1s/ What are the reasons?”

3.2.2 Complicated-Question Problem


http://www.englishclub.com/%20vocabulary/wh-question-words.htm
http://www.englishclub.com/%20vocabulary/wh-question-words.htm

The questions based on problem solving are difficult to answer such as How-Q. For
example:

EDU: “orauanne: lushaninee/ In the tillering stage: rice leaves shrink.”

EDU yp:“duluidiuln/The rice plant stunts.” EDUg:“[151]vsihosnls/How should[we]solve?”
This type of question can be answered after knowing the disease name or the cause of
the symptoms.

Therefore we propose using different machine learning as NB, ME and MLP to
classify three question types as Why-Q (a reasoning question or a causality question),
How-Q (the causality How question including the complicated question), and Other-Q
(Other-question).  The features used in this classification after stemming words
consist of Qword, V¢ , and V, from two adjacent EDUs (EDU, and EDUy where
k=lor n or n+1).

3.2.3 Determination of Why and How answers

Unlike the question word sets from the factoid questions, the answers of the Why and
How questions can not be determined by the question word. For example:
Factoid-Q:“Who is the president of USA?” Ans:“Obama is the president of USA.”
NonFactoid-Q: EDU, “dauannelusiminee/In the tillering stage, rice leaves shrink.”
EDU,, “dulidivia/The rice plant stunts.” EDU, “@umsizes1s/What are the reasons?”
Ans: “mdonsz Tanimmeduinn/ The Plant Hopper aphids destroy the rice plant.”

The answer of the Factoid question is solved by a question word ,,Who’ [Agichtein
et.al., 05] whereas the question word ,Why’ in Qpattern cannot be applied to
determine the answer. Moreover, the ,J#hy’ question word have previously been
approached by determining answers from noun phrases and question words
[Verberne, 08], which is not suitable for our ,,Why’ question based on several effect-
event explanations. Therefore, we solve the answers of Why-Q and How-Q on
Qpatterns by applying the similarity-score collection of two EDUs among EDU,, of
the content EDU vector and each EDU from the cause-effect-EDU vectors of several
diseases, see section 4.2.3, after the stop word elimination (where a cause-effect-
EDU vector is the causality graph component of a certain disease). And, the
similarity score determination is based on WordNet and Thai Encyclopedia after
using Thai-to-English dictionary.

4. Framework of Why and How QA System

The Why and How QA system of this research consists of two major parts, a question
part and an answering part included procedural knowledge extraction. There are three
steps in the question part, the first is Question Corpus Preparation. The second is
Learning of Why-Q, How-Q, and Other-Q on Qpatterns and the third is Identification
of Why-Q, How-Q, and Other-Q. The answering part consists of three main steps, the
first is Procedural knowledge Extraction from Texts. The second is Integration of
Causality Graph and Extracted Procedural Knowledge and the third is Answer Deter-
mination, as shown in Figure 2.
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Figure 2: System Overview

EDUctl: “lyd13/Rice leaves  winso/shrink” (“Rice leaves shrink.”)
EDUct2: “du/Plants unzunsu /stunt ¥wwuanna/at the tillering stage” (“Plants stunt at the tillering stage.”)
EDUq: “[t59/we] vzui /should solve othilsnsu/how” (“How should [we] solve?”)
<EDUct1>] Tu/ncn $19/nen /NP
[ <Qfocus> <Vct : Ve-concept="shrink/change shape'>win/vi se/adv </Vet>
</Qfocus>]/VP</EDUct1>
<EDUct2> [ #dwncn ]/NP
[<Qfocus> <Vct: Ve-concept="stunt™>unzuniu/vi </Vet></Qfocus> [¥13/ncn uan/vi ne/
nct]/NP]/VP</EDUct2>
<EDUg> [ ¢=we J/NP
[ve/prev <Vq : concept='solve'>uvt </Vq>
<Qword=How: concept=Complicate-Q> athsl3/pint </Qword> asw/affl/VP </EDUq>
Where: a ,Qfocus’ tag is a question focus tag. A ,Vct’ tag is a verb tag of a content EDU and has three
verb concept sets for selection, a causative verb concept set,V, , an effect verb concept, V., and the other
verb concept set, Vomer- A ,,Vq’ tag is a verb tag of an EDU containing the question word. A ,Qword’ tag
is a question word tag. An EDUct tag is an EDU content tag. An EDUq tag is a tag of an EDU having the
auestion word. And. ¢ stands for a zero anavhora or ellipsis.

Figure3: Examples of question annotation

4.1 Question Part

4.1.1 Question Corpus Preparation




The preparation of the question’s corpora with 8000 EDUs downloaded from the
online community websites with three different communities; a farmer community
(650 questions in plant diseases from farmer-community web-boards, e.g.
www.kasetporpeang clu.com), a health-care community (650 questions from health-
care community web-boards, e.g. http://haamor.com), and a technology-and-
indigenous-technology community (650 questions from echnology-and-indigenous-
community web-boards, e.g. http://www. gotoknow.org/posts/325634). All of these
questions involve using Thai word segmentation tool to solve a boundary of a Thai
word and to tag its part of speech [Sudprasert and Kawtrakul ,03], including Name
Entity [Chanlekha and Kawtrakul, 04]. EDU segmentation [Chareonsuk et al., 05] is
then to be dealt with to generate EDUs for the semi-automatic annotation of question
type concepts, a causative-verb concept (v.) and an effect-verb concept (v.) as shown
in Figure 3 based on word stems. Where the causative-verb concept set (V,, and v.e
V.) and the effect- verb concept set (V,, and v.e V,) are also provided by [Pechsiri
and Piriyakul, 10] shown in Table 1 and the concepts are referred to Word Net [Miler
et al., 93](http://wordnet.princeton.edu/obtain) and Thai Encyclopedia of plant
disease(http://kanchanapisek.or.th/kp6/) after using the Thai-to-English dictionary
(http://longdo.com). In addition, 1950 annotated questions from those three online
communities based on web-boards are divided into 2 parts for the question
classification, the 1500 questions’part for learning based on ten folds cross validation
and the other part of 450 questions for testing.

Verb type Surface form Conceptual class
V. strong | ga/suck, gau/suck. iv/eat, rin/bite, Consume/destroy
(Causative | verb haw/destruct, iia/eliminate, sn/kill, vin/break, | Destroy
verb) weak | futTse/ bet disease, get disease
verb I85utive Isn/get+ pathogen, get pathogen
V. nin /shrink, se/bend, iia/twist, Tdwe/curl change shape
(Effect strong | uid/dry, Inif/blast, dry/be symptom
verb) verb wigawilt lose water/be symptom
unszunau/stunt stunt/be symptom
dhutyn /betspot, \ilutuna /bet scar be mark / be symptom
weak | iit+ya /havetspot, ituwa /have+ scar have mark / have symptom
verb iHalhave+tcolor change in color/ have
symptom

Table 1: Show the causative-verb concept set (Vc) and the effect-verb concept set (Ve)
[Pechsiri and Piriyakul, 10]

4.1.2 Learning of Why-Q, How-Q, and Other-Q

This step is using Weka (http://www.cs.waikato.ac.nz/ml/weka/) to learn Why-Q,
How-Q, and Other-Q from the annotated question corpora based on Qpatterns by
applying three different machine learning techniques, NB, ME, and MLP. The
features used in these learning techniques are Qword (where qweQword), the V. and
Vg (Where vewe Ve, Vo=V UV, v4eVy) of two adjacent EDUs as EDU, and EDU g
(where k=1 or n or n+1) from the annotated corpora.
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Naive Bayes (NB) According to [Mitchell, 97], the NB learning is a generic
classification to determine the feature probabilities of three classes according to the
question types with Qpatterns(classl="Why-Q’ class2="How-Q’,class3="Other-Q’).
The features of NB classifiers consist of three feature sets: Qword, V, and V, from
the annotated corpora of two adjacent EDUs (EDUy and EDUy,).

Maximum Entropy(ME) ME model will be the one that is consistent with the set of
constrains imposed by the evidence, but otherwise is as uniform as possible
[Fleischman et al., 03].  They modeled the probability of a semantic role r given a
vector of features x according to the ME formulation below:

prlx)= I expl X4, 1,0 x)] )
X j=0

Where Z, is a normalization constant, fi(r,x) is a feature function which maps each
role and vector element (or combination of elements) to a binary value, n is the total
number of feature functions, and A; is the weight for a given feature function.
According to equation 1, ME can be used as the classifier of the r class when p(r[x) is
the highest probability or argmax p(r[x) to determine four question-type classes.
Where r is the question-type class value (a question-type class is ,,Why-Q’ if r=1,
SHow-Q” if r=2, and ,Other-Q’ if r=3) and x is the binary vector consisted of all
consecutive elements of three feature sets: Qword, V, and V, , from two adjacent
EDUs of EDU, and EDU_y as shown in equation 2.

1 n n n i
p(r|x)= arg max ;eXP(Z ljfclassl,ctk,j (ryveq ) + Z )‘jfclassz,ctk,j (ryven )+ z’ijfclasslctk,j (s ven)
r J=1 J=1 J=1
n n
+ Z )"jfclaxsl,q,j (r Vq )+ Z ﬂ“jfcla,sva,q,j (r, Vq) +
j:l ]:1

n
Z ﬂ'jfclas,ﬁ,q,j (r, Vg )
J=1

n n n 2
+ z /1j fclassl,qw,j (r.qw)+ Z ’?“jfclasslqw,j (r,qw) + Z ﬂ’/’fclasslqw,j (r.qw) @
j=l =l

Jj=1

Multi-Layer Perceptrons (MLPs) According to [ Haykin, 99] Artificial neural
networks (ANNSs) are composed of neuron-like units connected together through input
and output paths that have adjustable weights. Each node (neuron) produces an output
signal, which is a function of the sum of its inputs. This function is formulated as in
equation 3.

vi = fQxw;) ©)
where w; represents the weight, x; is the input feature from all consecutive elements
of three feature sets: Qword, V¢, and Vg , from two adjacent EDUs (EDU, and
EDU.). f() is the activation function such as a sigmoid function, and y; is the
output of the i node. MLP consists of an input layer, hidden layers, and an output
layer which produce the output pattern/class. Each layer includes a different number
of processing nodes. Then, the net weighted input can be solved by equation 4 where
n is the number of neuron inputs, & is the threshold value of neuron at the jt4 node
in the hidden layer, and the number of hidden layers p=2.

v;(p) =2 xi(p)w;(p) -0, 4
i=1



4.1.3 Identification of Why-Q, How-Q, and Other-Q

All probabilities or weights from the previous learning step by NB, ME , and MLP are
used to identify the question types

Naive Bayes According to [Mitchell , 97], equation 5 and the feature-probabilities
determined by the previous step of NB are used to identify the class of the question
type with Qpattern by the algorithm shown in Figure 4.

OpatternClass = argmax P(class| vy ,vy ,qw)
classe Class

= argmax P(vey | class)P(v, |class)P(qw|class)P(class) (5)

classe Class
where vy €V, whereV,, is a verbconceptset expressedon EDU
vy €Vy whereV, is a verbconceptset expressedon EDU

gweQword where Qword is a question - wordconceptset

Class = {class1,class2,class3}

Maximum Entropy We use A; ( the weight for a given feature function of the binary
vector) resulted from learning Why-Q, How-Q, and Other-Q to determine the classes
of the question types by equation 2 as shown in the algorithm of Figure 4 with the ME
case.

Multi-Layer Perceptrons The weight w from the results of learning Why-Q, How-
Q, and Other-Q is used to determine the classes of the question types by equation 4
as shown in the algorithm of Figure 4 with the MLP case.

Assume that each EDU is represented by (NP VP). L is a list of EDUs with Qpattern.
EDU, >Qword NP1 V, NP2| NP1V NP2 Qword | Vq Qword, vqeV, weQword
EDUct, >NP1 V NP2 yeV, which is the verb concept set of the EDUct, where
k=lor n or n+1
QUESTION_TYPE_DETERMINATION (L)
1 i< 1, flagQ<-Ocount<-0
2 count= length[L] / the number of EDUs in Qpattern
3 while i < length[L] and flagQ=0do
4 {Ifgw_in_EDU; /*find the Question EDU
5 { IfEDU;is EDU,; flagQ=1
6 If i=1 then { EDUj; is EDUct; };
7 If i=count-1 then { EDUj, is EDUct, and EDUjy; is EDUcty:}
If i=count then { EDU;, is EDUct, } }
12 it}
13 If flagQ=1
14 Case: use NB
Equation5
Case: use ME
Equation 2
Case: use MLP
Equation 4
End_case
15 Return

Figure 4: Determination of Question Types with Qpatterns by NB, ME, or MLP
4.2 Answering Part

4.2.1 Procedural Knowledge Extraction from Texts



There are three steps including Corpus Preparation, Procedural Knowledge Learning,
and Procedural Knowledge Extraction as shown in Figure2.

4.2.1.1 Corpus Preparation

This step is the preparation of corpora in the form of EDU from three domains, the
natural-organic-pest-control domain (downloaded from the online community web-
board, http://www kasetporpeang.com/forums), a plant disease domain (downloaded
from the Department of Agriculture website, http://www.doa.go.th/), and a news do-
main (especially in indigenous technology, http://info.matichon.co.th/techno/). The
step involves with using Thai word segmentation tools with tagging its part of speech
[Sudprasert and Kawtrakul, 03], including Name entity [Chanlekha and Kawtrakul,
04], and EDU segmentation [Charoensuk et al., 05]. These 6000 EDUs corpora from
three domains are separated into 2 parts, the 4500 EDUs’ part for learning procedural
knowledge based on 10 folds cross validation and the 1500EDUs’ part for testing. In
addition to the learning part, we semi-automatically annotate the procedural EDUs, as
shown in Fig.5, with the target tag as the problem solving, a verb concept and a noun
concept referred to WordNet and Thai Encyclopedia after using the Thai-to-English
dictionary.

“davionin aunsomiamng mumdonszTaadihma Tudataoni 1 an.dazisen wih 10 das 1w 12-24 $9Tus nsenh
e 1 §oulfe Saiunan 6-10 $u sranandu HilesTmiumudenmi|§mui”

(“Sugar Apple seeds. [It] can kill insects, i.e. Brown Plant Hopper . Use 1kgs.sugar apple seeds.
Grind finely. Soak in 10 liters water for 12-24hrs. Filtrate. Mix with 1tb. soap solution. Spray every
day for 6-10 days in the evening. Use a custard apple to replace a sugar apple.”)

<Topic><np concept=herb#1 type=title>voumih / Sugar Apple </np></Topic>
<EDU type=target id=1> <V concept=use#1>14</V><Vt concept=kill#1>mda /kill</Vt> <np>uua:
shundonss Taadihmal insects i.e. Brown Plant Hopper</np> </EDU>
<EDU type=PrepProc of id] ><Vproc concept= use#1>15/use</Vproc>
<nproc concept= plant organ >uwdaviesnir 1 nn./ 1kgs.sugar apple seeds </nproc></EDU>
<EDU type= PrepProc of id1>< Vproc concept=hit#1 >éazdua / Grind finely </V></EDU>
<EDU type= TreatProc of id1>< Vproc concept=spray#2 >amiw/ Spray </V> nnq 6-10 fu fam
iu/every day for 6-10 days in the evening</EDU>
<EDU type=non procedure of id] ><V concept= use#1> 15/use</V>
<np concept= plant >veuTvis/ a custard apple </np>
<EDU type=non procedure of id1 ><V concept=replace#1 >unu</V<np concept= plant >rfoomi14
wuitu / a sugar apple.</np> </EDU>
Where a Topic tag is a tag to specify the document topic, an EDU tag includes the EDU types as
Jfarget” ,PrepProc or Preparation Procedure’ ,TreatProc or Treatment Procedure’ ,non procedure’, a
Vt tag is a target verb tag, a Vproc tag is a procedural verb tag, a nproc tag is a procedural noun tag, a
V tag is a verb tag of an EDU, and a np tag is a noun phrase tag.

Figure 5: Example of annotated corpus

4.2.1.2 Procedural Knowledge Learning
There are two necessary learning, learning RelatednessValue and learning Boundary.

(a) Learning Relatedness Value The objective of this learning is to learn the
relatedness value (r) [Guthrie et al., 91] between two consecutive words, Vproe Rproc @S
Word-Co (see section 3.1.2) with the procedural knowledge concept as shown in
equation (6). Thus, Word-Co is used to identify the starting procedural knowledge
after a target topic or a target EDU has been identified by tw (where tw € TW (from
section3.1).


http://www/
http://www.doa.go.th/

fvprocnproc (6)

r(v n )= .
proc>proc
fvpmc fnproc prrocnprac

where 1(V oy proc ) istherelatedness of Word — CO with a procedural concept

€ Vproc > Vp

Nproc €N proc N proc is the procedural noun concept set

Vproe roc 1S a procedural verb concept set

SVproc is the numbers of v ., occurences. fwy,. is the numbers of n . occurences.

SVproch proc is the numbers of v e and np,,. occurences.

where each vy, 1,0, CO-occurrence existing on an EDU contains two relatedness
t(Vproe» Mproc) Values, a procedural concept and a non-procedural concept. ~ The only
Voroe Wproe €O-0ccurrence with the higher r(v,,oc , Wyroc) value of the procedural concept
than the one of the non-procedural concept is collected as an element of the Word-Co
set with the procedural concepts

(b) Learning Procedural Knowledge Boundary. @ We use Weka to learn the
procedural knowledge boundary by three different machine learning techniques, NB,
ME, and SVM. The features used in learning the procedural knowledge boundary are
based on the events expressed by verbs. Thus, all annotated verbs from the corpus
preparation are extracted as a verb concept vector (Vi) in matrix vector V.

Vi = {w, Vp....Vim p /mon-p} where p is a procedural verb from a procedural EDU,
non-p is non procedural verb from a non procedural EDU.
V = {Vi} wherei=1..n

Naive Bayes We using Weka to determine the probability of procedural relation and
non procedural relation from a verb concept pair (v;, vi,+;) by sliding a window size of
two consecutive EDUs (EDUjy, EDUj,.;) with one EDU sliding distance.

Maximum Entropy According to equation (1), ME can be used as the classifier of
the r class when p(rjx) is the highest probability to determine two procedural
knowledge boundary classes, ending and continuing. Where r is the procedural
knowledge boundary classes (boundary is ending when r=0, otherwise r=1) and x is
the binary vector of the verb concept pair (v;, vi,+;) features from a sliding window
size of two consecutive EDUs with one EDU sliding distance, as shown in equation 7.

1 n n
p(r|x)=arg max ;eXp(Z/ljfyes,procfih,j(ravih)+ zﬂjfno,procfih,j (7,vin)
r Jj=1 Jj=1
n n
+ zﬂj.fyes,pmc—ihﬂ,j (r,vips1) + Zﬂ“jfno,pmc—[hﬂ,j (", vins1)) (7
Jj=1 j=1
Support Vector Machine The linear binary classifier, SVM, applies in this research
to classify the procedural knowledge boundary with ending or with continuing of each
procedural verb pairs from the annotated corpus by using Weka. According to
[Vapnik, 95] this linear function, f(x), of the input x = (XX...X,) assigned to the
positive class if f(x) >0, and otherwise to the negative class if f(x) <0, can be written

as: f(x)=(w-x)+b

= Zn: w;x; +b ®)
-1



where x is a dichotomous vector number, w is weight vector, b is bias, and (w,b)e R"
x R are the parameters that control the function. The SVM learning results are w; and
b for each verb concept feature (x;) in a verb concept pair (v, vy-;) from a sliding
window size of two consecutive EDUs (EDUEDUj, ;) with one EDU sliding
distance.

4.2.1.3 Procedural Knowledge Extraction

The objective of this step is to recognize and extract the procedural knowledge from
the testing EDU corpora after the target or the problem solution is identified by TW.
Then, the Word-Co set from the learning step in section 4.2.1.2 is used to identify the
starting procedural EDU of the procedural knowledge, followed by solving the proce-
dural knowledge boundary. The procedural knowledge boundary determination is
performed as follow by the algorithm shown in Figure6.

Naive Bayes According to [Mitchell T M., 97], NB Classifier (equation 9) is applied
to solve the boundary by sliding a window size of two consecutive EDUs with one
EDU sliding distance along with verb concept probabilities from the learning step.

EDUclass=arg max P(class | vipvip1)
classeClass
—arg max P(vy | class)P(vy.y | class)P(class) )
classeClass
where vy, €V} is a verb concept vector, vy, €V; is a verb concept vector

i={,2,.n} h={,2,.m} Class=1{01}
As soon as the class 0 or non procedural relation is determined, the procedural
knowledge boundary is ended as shown in Fig. 6.

Assume that each EDU is represented by ( NP1 V NP2).

L is a list of EDUs. Word-Co is a Word-Co set with procedural concepts.
Vin, Vins1  are learning verb sets. TW is a target word set.

nteNT which is a target-noun concept set
PROCEDURAL_KNOWLEDGE_EXTRACTION ( L, Vih, Vint1,TW)

1 i€ 1;REJ; TGE I ; PROCE I flag=no
2 While flag=no
3 { If TargetEDUorTargetToppicFound then {TG ¢ TG uU {i}; flag=yes }
4 Elsei++ }
{If TG<> O then { flag=no ; flagP=yes; count=1}
5 Whilei<length[L] do
6 { While flagP=yes A i <length[L] /* FindStartProcEDU
7 { If FindStartProcKnowledgeEDU then { flagP=no; flag=yes}
8 Else i++; }
9 While (vi €Vin )A(i+1 € Vinii)A flag=yes A i < length[L] do /*BoundaryDet.
10 { Case: useNB
Equation 9  If class=0 then flag=no
Case: useME

Equation 7 If r=0 then flag=no
Case: useSVM
Equation 8 If f{xx) >0 then flag=no

EndCase
11 if flag= no A TG <>& then PROC € PROC U {i};
12 i++;
13 }; R=R U (TG,PROC); flagP=yes;

14 }; return R

Figure 6: Procedural Knowledge Extraction algorithm



Maximum Entropy We use A; resulted from the ME learning to determine the
procedural knowledge boundary by equation 7 as shown in Figure6. Where ; is the
weight for a given feature function of the boundary determination with a vector of
verb-concept features containing the verb concept pair, vy, v, by sliding a window
size of two consecutive EDUs with one EDU sliding distance.

Support Vector Machine The results from SVM learning are weight, w;, and bias, b,
of each verb feature (x;). According to equation (8), the input vector of verb features
(x) in the verb-concept pair, v;, vy, (by sliding a window size of two consecutive
EDUs with one EDU sliding distance) including their weights and bias are used to
determine the boundary. If f{x)>0,an ending class is occurs, otherwise a continuing
class as shown in Figure 6.

4.2.2 Integration of Causality Graph and Extracted Procedural Knowledge

According to [Pechsiri and Piriyakul, 10], the causality graph has been constructed
from the extracted causality knowledge from documents. The extracted causality
knowledge including a disease name from a document topic are based on a causative
event with several effect events. The causative event is expressed by a causative verb
concept set (V) and the effect events are expressed by an effect verb concept set (V.)
(Table 1). Thus, a causality graph consists of a disease name, effect nodes which are
all graph nodes except a root node, and a causative node which is a root node, as
shown in Figure 7.

Therefore, we integrate our previous causality graph with the extracted
procedural knowledge as shown in Figure 8 after the plant disease name of the
causality graph is a substring of either the topic name or EDUj,. of the extracted
procedural knowledge.

[Fungus] Rice’s Blast Disease
HaveBrwonEyeMark(leafSheath)
Expand(mark)
HaveEyeMark(leaf)
Destroy(fungus,ricePlant) Combine(mark) Leison(mark) ComeOff(leaf)

HaveBrownMark(paddy)

BeBroken(paddy)
Lean(seed) padey

Figure7: Causality Graph [Pechsiri and Piriyakul, 10] [Pechsiri and Piriyakul, 12]
of Rice Blast Disease caused by Fungus (http://www.web3point2.com/rice/index

App.php)


http://www.web3point2.com/rice/index%20App.php
http://www.web3point2.com/rice/index%20App.php

[Fungus] Rice’s Blast Disease

HaveBrwonEyeMark(leafSheath)
Expand(mark)

HaveCausality HaveEyeMark(leaf)

Graph Destroy(fungus,ricePlant) Combine(mark) Leison(mark) ComeOff(leaf)
—

Rice’s
Blast
Disease

HaveBrownMark(paddy)

BeBroken(paddy;
Lean(seed) (paddy)

HaveControl Causality Graph of Rice’sBlast Disease

How to Prepare &use Herbal "{ Blend 3keGarlic l

Insecticides v

l Add 0.5litsWhite Alcohol l
v

Prevention-
Treatment
Methods

l Ferment 3Davwith onen bucket l

Mix 2tableSpoon FermentedGarlic
Solution with 20 lits Water

v
’ Spray to plant for 7 day ‘

Figure 8: Show an example of the causality graph of Rice Blast Disease (caused by
fungus) integrated with the extracted procedural knowledge of using herbal insecti-
cide

4.2.3 Answer Determination

The 180 questions, randomly selected from the 418 correct-question-type
Identification from section 4.1.3, consist of both 45 questions of Why-Q and
45questions of How-Q from the plant disease domains, especially on rice diseases, 45
questions of Why-Q from the health-care domain, and 45 questions of Why-Q from
the indigenous-technology domain. The selected questions is used for determining
the anwers based on the Information Retrieval (IR) approach by ranking the
similarity-score collection of two EDUs among EDU,, of the content EDU vector and
each EDU from the knowledge base as the cause-effect-EDU vectors of several
diseases after the stop word elimination. The possibilty answer can be solved from
the selected cause-effect-EDU vectors that has Rank 1 which is the highest rank of the
similarity-score collection. The answer representation of our research can be
expressed by the visualization of the the integrated causality graph for the rice
diseases where the previous research have extracted the knowledge of cause-effect-
EDU vectors as much as to contruct the causality graph. Whereas the answers from
the other domains can be present by the the cause-effect-EDU vectors for Why-Q
instead of the visualized causality graph because of lacking the number of high
occurences of Thai documents on a certain area to construct the graph. Since the
focuses of Why-Q and How-Q from Qpatterns are based on the events expressed by
V. where V, = V.UV, , both Why answers and How answers can be solved by
determining the similarity score [Biggins, 12] in equation (10) including the
similarity-score collection among EDU,, and each EDU element of the cause-effect-
EDU vectors after eliminating stop words.



_|S1ns2] (10)
| S1|x|S2|
where S1 is an EDU,, of the content EDU vector (having a=1,2,..,n or n+1) after
eliminating stop words.

S2 is an EDU, or an EDU,g.; of the cause-effect-EDU vector (EDU e,
EDUefect.1, EDUggtect-2,--» EDUetreer.my  after eliminating stop words.
All word concepts of a S1 EDU and a S2 EDU are based on WordNet and Thai
Encyclopedia after using the Thai-to-English dictionary. The number of words in the
S1 EDU and the number of words in the S2 EDU are not significantly different. In
addition, there are four categories of causality graphs based on causing agents as
Fungus, Virus, Bacteria and Plant-Louse. Each causality graph represents each cause-
effect-EDU vector of each disease is integrated with its procedural hnowledge of
prevention and treatment. There are 69 different S2 EDUs by the union operation of
thirteen cause-effect vectors (or 13 diseases) after eliminating stop words. The
candidate disease (Disease;) can be selected if its S2 EDUs are similar to any S1
EDUs with Similarity Scores > 0.5. Then, the answers can be ranked according to
the number of the candidate disease selection. For example:
Qpattern-1: EDU;-->S1,EDU»-->S1,...EDU,-->S1, EDU,:What are the causes?
where EDU# EDU»#...# EDU,
The candidate answers are ranked by sorting the number of selected Disease; after
determining the collection of the Similarity Scores (see Table 2)

Similarity _Score=

If Similarity_Score(S1,,S2))of Disease; > 0.5 The number Rank
Discases then Disease; is selected with S2;=1 of Selected by
where a=1,2,..n _ i=1,2,..,13  1=1,2,..,69 Disease; sorting
S2, S2, S2; S24 . S269 (NSD) NSD
Disease; 0
Disease, 1 1 1 3 1
Disease; 1 1
0
Disease; 1 1 2 2

Table 2: Show how to rank Disease; as the candidate answers for Qpattern

From Table2, the answer having the highest rank is Disease, (Rank1) and the answer
having the lowest rank is Disease; (Rank3). Moreover, the answer of How-Q can be
solved after ranking the number of selected Disease; where each disease is connected
to the certain integrated causality graph.

5 Evaluation
5.1 Data

There are two categories of corpora for evaluation our propose model, the question
corpora and the procedural text corpora. The question corpora for evaluating the
proposed model of classifying the question types, Why-Q, How-Q, and Other-Q,
based on prefaced questions contain 450 question equally collected by three different




domains from the online community websites; the rice-disease domain, the health-care
domain, and the technology-and-indigenous-technology domain.
questions from the correct-question-type identification are used for the answer evalua-
tion based on IR approach. The corpora for the procedural knowledge extraction are
collected from three domains, the herbal pest control documents, the plant disease

domain, and a news domain (especially in indigenous technology).

traction.

5.2 Question Part

Both corpora
categories are emphasized on events expressed by verbs whilst the procedural corpora
have different characteristics of the frequency of verb features, and the diversity of
verb feature occurrences including the feature dependencies. All of these characteris-
tics make this research analyze how verb features effect to the results of using the
different machine learning techniques for question identification and knowledge ex-

The 180 selected

Domain #of Feature- #of verb MLP ME NB
(Each domain Dependency | Diversity
contains 150 Occurrences | Occur- CIi);ie()_n CR:ﬁ cIi)sri%n };fli CI;Srfgn CR;i
questions) (Ve=Vg-qWw) rences
PlantDisease medium 89 0.927 0.836] 0.910 0.827] 0.859 0.777
HealthCare medium 98 0.919 0.840| 0.930 0.838] 0.851 0.789
Indigenous Techno.
g low 115 0.905 0.823| 0.886 0.805| 0.877 0.795
&Auto. Techno.
Table 3: The Correctness of Why-Q and How-Q Classification
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Health-Care News-Techno Plant-Disease

Vct-Vg-QWord Features

Figure 9: Show the feature dependency occurrences among different domains




The evaluation of the Why-Q, How-Q, and Other-Q classified in this research is ex-
pressed in terms of the precision and the recall based on human judgements (two ex-
perts and one linguistic) with max win voting. Table3 shows ME results in the high-
est precision of 0.93 for the health-care domain contains more feature dependency
occurrences. The new domain of technology contains the highest diversity of verb
feature occurrences (or low frequency of verb feature occurrences) and the lowest
feature dependcy occurrences (see Figure 9) which result in a higher precision of
0.877 by NB comparing to the other domains. Moreover, MLP results in the best
recall of 0.84 for the health-care corpus whereas NB gives the lowest recall of 0.777
for the plant disease corpus containing more question-word-ellipsis occurrences of the
posted problems on the web-boards.

5.3 Answering Part

The procedural knowledge extraction as the knowledge source of How-Q is also
evaluated in term of the precision and the recall based on three experts with max win
voting as shown in Table 4. Word-Co, V,.oc Wproe » With the concept of procedural
knowledge can successfully identify the starting sequence of EDUs with the
procedural knowledge concept on an average precision and an average recall of 0.96
and 0.94 respectively. The boundary determination results show that SVM gives the
highest %correctness of 95.8 for the herbal pest control corpus containing the
medium verb-pair-feature-dependency occurrences and the medium diversity of verb
feature occurrences whereas NB gives the lowest %correctness of 75.3 for the
indigenous technology corpus containing the very highest diversity of verb feature
occurrences. And, ME results in the boundary determination of the plant disease
corpus (containing the high verb-pair-feature-dependency occurrences and the
lowest diversity of verb feature occurrences) to have the highest %correctness of
94.4 comparing to SVM and NB of the plant disease one.

* Same Herb domain as [Soison and Pechsiri, 09]based on NB

ot verbooi Hof verb llgloce(lhhral Boundary Determination

: verb-pair owledge

Fach domain feature [ cature Identification by SVM ME NB
DUs Dependency Oc cur-y Word-Co

Occurrences rence Precision Recall %correct- | %correct- | %correct-

ness ness ness

polant high 74 0.96 0.92 915 94.4 87.6

“Herbal Pest [ medium 156 0.97 0.93 95.8 92.3 89.7

Indigenous medium 228 0.94 0.97 85.2 87.8 75.3

Table 4: The evaluation of procedural knowledge extraction from texts

The evaluation of the answer determination by the proposed model of using the
integration of the causality graph, especially the rice-plant disease, and the extracted
procedural knowledge from text is expressed in term of the percentage of correctness
based on the answer set proved by experts with max win voting as shown in Table 5.




Correct Answer (rank1)
Answer Expression HealthCare In%é%irrll%us RiceDisease
Why-Q(45) Why-Q(45) Why-Q(45) How-Q (45)
Integrated Causality Graph - - 42 (93.3%) 40(88.9%)
the cause-effect-EDU vector 41(91.1%) 38(84.5%) - -

Table 5: The evaluation of the answer determination

Table 5 shows that the integrated causality graph representation of the answers on the
rice disease domain can provide the answers correctly at rankl of Why-Q and How-Q
as 93.3%, and 88.9% respectively. Whereas the Indigenous Technology domain has
the lowest % correct answer of 84.5 by the cause-effect-EDU vector representation
The reason of lower %correctness of either Why-Q or How-Q is that there are more
zero anaphora occurrences (the ellipsis of noun phrases) on several EDU,;, occurrenc-
es resulted in the low similarity scores, especially on an EDU, containing three ex-
plicit words including one zero anaphora.

6 Conclusion

This paper introduces the automatic Why and How Question Answering system on
the online community web-boards that provides preliminary diagnosis including the
suggestion of how to solve problems to people/users while they are waiting for an
expert response. The machine learning is proposed to solve the question type
identification problems, especially Why-Q, How-Q, and Other-Q, and also the
procedural knowledge extraction problems from text. The integration of the extracted
procedural knowledge and the previous causality graph [Pechsiri and Piriyakul, 10] is
provide as the knowledge source for answering the Why and How QA systemes.
Thus, our Why and How QA system provide the answers with the visualization of the
integrated causality graphs which make more understanding to the community than
only textual answer. Howerve, the zero anaphora problem should be solved in the
future work for increasing the correctness of answers. Moderately high performance
has been achieved for the proposed system (tables 2 — 5 and Figure 9) showing the
corpus behaviours, especially the feature dependency and the feature dyversity, effect
to the application of machine learning approach. Finally, the model of our Why and
How QA system can be applied not only by the people on the online community but
also by the other on the business and financial industries.
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This research aims to develop a Why Question Answering system integrated with image processing
for providing the root-cause determination, especially in plant diseases. The image expression is
applied on the Why question for providing the Why-question content (i.e. plant symptoms) that are
difficult to be explained by text. There are several problems involved to this research including how
to determine the Why-question type from the question-text portion, how to determine the Why-
question content from the question-image portion, how to determine the Why-question focus, and
how to determine the corresponding answer from the previous extracted causality knowledge as the
knowledge source from technical documents. Therefore, we propose using two different techniques
of Support Vector Machine and Maximum Entropy to identify the Why question, a Bag-of-Visual-
Words to solve the Why-question content, and a causative verb concept /an effect verb concept to
solve the Why-question focus. Then, we apply the “similarity” between the Why-question content of
the conceptual predicate query as the question representation and the knowledge source. Finally, the
research achieves the high correctness of answering at the first rank to 86.7%.

Keywords: ImageWhy-QA system, visual word, root-cause.

1. Introduction

Nosology studies and Disease diagnostics including the root-cause diagnosis often
require a combination of a broad knowledge of diseases and symptoms’ prevalence, and
probabilistic concepts in their reasoning*. The compilation of experiences and the
capacity to perform the root-cause determination including the cause and effect reasoning
allows diagnosticians to recognize common disease states and perform efficient and
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ethical diagnostic evaluations. However, some diagnosticians are often required to make
decisions with the lack of information or knowledge. Therefore, it is necessary to have
an automatic system that provides the reasoning knowledge to support their root-cause
diagnosis through a Why Question Answering system (a Why-QA system). In respect to
“A picture is worth a thousand words"?, our research aims to develop an ImageWhy-QA
system which is a Why-QA system integrated the Why-question text with an image for
clearing an expression of a problem for the root-cause diagnosis to the amateur
diagnostician or other people. The clear explanation of the questions of problems also
results in acquiring the better answers. The ImageWhy-QA system is separated into two
main parts, a ImageWhy-question part (which is a textual Why-question including an
image) and a ImageWhy-answer part (which is a textual answer). Thus, the ImageWhy-
question part consists of a question-text portion (containing a question word, e.g. “Why’,
‘What’, ‘How’, and etc.) and a question-image portion (providing its Why-question
content of a problem, e.g. a disease symptom). In addition, the ImageWhy-QA system
allows a user to post a problem in term of an ImageWhy question (see Fig. 1) on the
online community web-board. Thus, it is a challenge to diagnose the root cause of the
problems, e.g. plant disease symptoms, through the automatic root-cause identification by
the proposed ImageWhy-QA system before approaching to solve these problems. The
proposed ImageWhy-QA system are based on leaf-symptom images emphasized on the
following symptom properties, lesion color, lesion shape, and leaf texture, which are
typical symptoms of certain diseases.

(b) “truiluTsnes 15"
(@) “lulydniemsiana”

(“What disease does the rice plant get?”)
(“Why does a rice leaf have an unusual symptom?”)

Fig.1. Examples of ImageWhy questions

The ImageWhy-answer part is acquired from the extracted causality knowledge® from
agricultural-technical documents downloaded from the agricultural department website.
The causality is the relation between a causative event and an effect event, which can be
represented by a causative verb concept set (V) and an effect verb concept set (V)
respectively, (see Table 1). The extracted causality® is expressed in the form of an inter-
causal EDU vector (a cause-effect vector) where EDU is defined by*, as an elementary
discourse unit or a simple sentence/clause. The cause-effect vector is a vector of the
causal relation between one causative EDU and one/multiple effect EDU(S) as (EDU gyse,
EDUetfect.-1, EDUettect-2,-» EDUesrectmy-  This cause-effect vector is kept in the repository as
the knowledge source for answering to the ImageWhy question.

Example of a cause-effect-EDU vector:
Causative unit: EDUL “dswhaeludnn [ If the fungus infest rice leaves,”
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Effect unit (EDU2+EDU3+EDU4) :
EDU2 “ozsir hilufiunagamaiima / [it] will make the leaves have brown-spot lesions.”
EDUS3 “sewumavers | Then the lesions expand.”
EDU4 “uaz[una]saweasu [ and [the lesions] are combined.”

(where a symbol [..] means ellipsis).

Table 1. Causative Verb Concept Set (V) and Effect Verb Concept Set (V) ®

¥;Fr)2 Surface form V. (Causative Verb Concept Set)
galsuck, ganu/suck. Au/eat, fa/bite, consume/ destroy
sae/destruct, mda/eliminate, sir/kill, destroy
Causa- rin/break, mﬁw_/explode, yngnlinfest ] i
tive i+ Tsn/ be+ disease, be disease/ get disease
Verb Igsu+ide Isn/get+ pathogen, get pathogen
antiFa/contract infect
aloceur, singlappear appear
Surface form V. (Effect Verb Concept Set)
nin Ishrink, ve/bend, da/twist, Idwe/curl  beAbnormalShape / beSymptom
whaldry, hid/blast dry/ beSymptom,
iigalwilt loseWater/ beSymptom
upszunsulstunt stunt/ notGrow/ beSymptom
#2u/drop off comeOff/ beSymptom
mans/be yellow beYellow/ beAbnormalColor/ beSymptom
hu+ya/be+spot, i+ga/have+spot beMark , haveMark / beSymptom ,
(be/have a spot) haveSymptom
Effect | iifu+una+gm/ be+lesion+eye-shape , beEyeShapeMark/ beSymptom ,
Verb | G+una+guml have+lesion+eye-shape haveEyeShapeMark/ haveSymptom
(be/have an eye-shape lesion)
ihi+&/be+Color, 7+4/have+Color beColor/ beAbnormalColor/ beSymptom ,
(be/have Color) haveColor/ haveAbnormalColor/
hu+una+al be+lesion+Color haveSymptom ,
(be/have a Color lesion) beColorMark/ beSymptom ,
where Color ={*#mdoslyellow” ‘7 haveColorMark/ haveSymptom
ihmalbrown’ ‘adu/orange’ ‘amlgrey’ ‘&
a/black’..}
wes/expand, sou/combine increase

Moreover, the ImageWhy-QA system can be applied to a solution center or a service
center for supporting the root—cause identification and also providing the causality
knowledge to users. Although previous studies® indicated that there were about 5% of
Why questions occurring in the Question Answering (QA) system, it is necessary for
reasoning in diagnosis.

Previous literature on automatic Why-QA systems have involved several strategies
including Information Retrieval, Information Extraction, Knowledge Extraction, Machine
Learning, Image Processing, Natural Language Processing ,and Reasoning®™°. Yeh et al.’
worked on the photo-based question answering system, especially the What and Where
question types, where the information retrieval was applied for finding the possible
answers from websites. Moreover, working on Why-QA that emphasizes on events is
different from working on other wh-QA (such as who, what, and where) which
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emphasizes on name entities or noun phrases®. Previous Why-QA works were based on
reasoning ® & and discourse structures™ (see section 2).

There are two main parts of problems involved with this research; the ImageWhy
question part and the ImageWhy answering part. The ImageWhy question part consists
of three problems; first is how to identify a Why-question type from the question-text
portion with the problem of the question word ambiguity (see section 3). Identifying the
question-text expression without using the question symbol (i.e. “?”), commonly practiced
in some languages as in our research is a challenge. Therefore, our research proposes
using two different machine techniques, Support Vector Machine (SVM) and Maximum
Entropy(ME), to identify the Why-question type with two feature sets, a question word
set and a question verb set from the question-text portion (see section 3.1.1). Second is
how to determine the Why-question content from the question-image portion. We also
propose using a Bag-of-Visual-Words (BOW) to identify and represent the region of
interest (ROI) on the image as the Why-question content where a visual word is a small
patch on the array of pixels containing the interesting feature space of color,
texture...etc.! and (http://en.wikipedia.org/wiki/VisualWord#cite _note-valu99-3). Their
BOW?™ represents an image containing several patches or several visual words whereas
the BOW in our research represents the ROI on an image where the ROI contains several
visual words of lesion shape, lesion color, image background color, and image
background texture (see section 3.1.2). We also apply the symptom-concept-frame
structure to interpret the ROI’s BOW to the conceptual predicate query. And, third is
how to determine the ImageWhy question’s focus.  We apply v or v, to determine the
Why-question focus based on an event mostly expressed by a verb or a verb phrase
(where vee V., Vee Ve, V. is a causative verb concept set, V. is an effect verb concept set,
and see Tablel).

The second part of problems is the ImageWhy answering part as how to determine the
corresponding Why answers from the knowledge source. We apply the similarity scores
between the conceptual predicate query (contains the Why-question content) and the
EDUs from the cause-effect vector of the knowledge source® after stop-word elimination,
to solve the Why answer.

In section 2, related works are summarized. Problems of the ImageWhy-QA system is
described in section 3. The system’s architecture is described in section 4. We evaluate
and discus our system in section 5 and give a conclusion in section 6.

2. Related Works

Other related works to address several techniques required for the ImageWhy-QA system
have been involved with some of the following areas; Image Processing, Natural
Language Processing, and knowledge reasoning.

In 2008, Yeh et al.? worked on the photo-based QA system based on five categories
of images: books, movies, groceries, modern landmarks and classical landmarks, where a
question is expressed by both a photo/image as an object and a caption or text. The
question text is used to determine the scope of relevant images which are used for image
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matching by indexing the images extracted from online multimedia resources. Then, the
question text and the matched image are used for building the question template use for
solving the answers based on the similarity scores.  Their results have high recalls
varying from 68% to 100% within the top five ranks and have at least one correct
question. However, their QA system cannot be applied to our research because their
images do not involve with a stage whereas each kind of a plant disease in our research
has several symptom stages changing over time and variety. It is time consuming to find
the root-cause by matching an image problem to all symptom stages for one disease.

Girju " worked on the Why question with the answer based on the lexico-syntactic
pattern as ‘NP1 Verb NP2’ (where NP1 and NP2 are the noun-phrase expressions of a
causative event and an effect event, respectively), i.e. “What causes Tsunami? ->
Earthquake causes Tsunami”. However, it is not suitable for our research mostly based
several effect-event explanations which express by verbs/verb phrases. Verberne et al.*
proposed using RST (Rhetorical Structure Theory) structures to approach texted-based
Why questions by matching the question topic with a nucleus in the RST tree while
yielding the answer from the satellite. The author compared manual RST analysis with a
system constructed using Perl script where the likelihood of the nucleus and the discourse
relations are calculated. The RST approach to the Why-QA system achieved the answer
correctness of 91.8% and a recall of 53.3%. Oh et al., 2013," used intra- and inter-
sentential causal relations between terms or clauses as evidence for answering Why-
questions. They ranked their candidate answers (from documents retrieval Japanese web
texts) with their ranking function including re-ranking the answer candidates done by a
supervised classifier (SVM). Their Why-QA system achieves 83.2% precision. However,
the only text-based question as in "***? could not explain the symptom problem as clear
as an image.

Sivic et al.™, their image layout was analogous to topic determination in text by using
the bag of words or BOW. Thus, the visual words were applied to determine the image
topic. Their visual words were formed by vector quantizing the local appearance
descriptors of images. The probabilistic Latent Semantic Analysis (pLSA) of Hofmann
using the bag of ‘visual words’ representation was applied to determine the object
categories as the topics. Their results of the topic determination approach were
successfully to identify the object categories for each image with the high reliabilities.
However, our research applies the BOW to determine the ImageWhy-question content.

In 2011, Patil and Kuma®® discussed the role of image processing in agricultural.
They concluded that it can be used for detecting diseased plant, quantifying affected area
and finding shape and color of affected area. Woodford et al.** proposed using wavelet
transform technique and neural network to help identify pest damages in fruit. In
additional, Ei-Helly et al."® proposed a novel approach to integrate image analysis
technique into diagnostic expert system for plant diseases. However, the objective of their
system is for plant disease classification only. Another interesting approach purposed by
16 they developed weather based prediction models of plant diseases using SVM. While
7 focused on how to grading of grape leaf disease by calculating the quotient of disease
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spot and affected leaf area, Meunkaewjinda et al.’® tried to classify grape leaf disease
using self-organizing map and back propagation neural networks. Ying et al.*® proposed a
method of image pre-processing for crop diseases and also suggested effective
characteristic parameters for the disease diagnoses. As mention above of image
processing on the agriculture, most of research focused on detection of the plant diseases
using both image processing techniques and machine learning techniques. None of them,
however, exploited the usage of plant disease detection and classification to find a root
cause of the disease through the ImageWhy-QA system.

3. Research problems

The research contains two main parts of problems: the ImageWhy question part and the
ImageWhy answering part .

3.1. ImageWhy question part

There are three major problems as how to identify a Why-question type (from the
question-text portion with the question word ambiguity), how to determine the Why-
question content (from the question-image portion), and how to determine the ImageWhy
question’s focus.

3.1.1. Question word Ambiguity

The problem of identifying the question expression without having the question mark
symbol (“?°) is solved by using a question word set {*sIw/Why’, ‘egls/How’ ‘ez Is/What’,
..}. Where a “#lu/Why’ function is a reasoning question, a ‘e=!5/What’ function is asking
for information about something (http://www.englishclub.com/vocabulary/wh-question-
words.htm). However, there is a question word’s function ambiguity, e.g. ‘e<1s/What’ as
in reasoning. For example:

EDU; “sunanneludraninesl In the tillering stage, rice leaves shrink.”

EDU, “ umnszesls/What are the reasons?”
Therefore we propose using different machine learning as ME and SVM to classify a
Why-question type. The features used in this classification consist of a question word set
(QW) and a question verb set (QV) where qveQV and qv exists in the EDU having a
question word (qw, qweQW).

QW={"m/Why’ *esls/HoW’ ‘azls/What’ ‘1as/Who’ *iiluu/Where’ “ials/When’ ...}.

3.1.2. How to determine Why-question content

Most of the question-text portions of the ImageWhy questions always express in general
concepts of problems as in Fig. 1(a) lacking of the symptom-problem content. Therefore,
we propose using the BOW to identify and represent a ROI on the question-image portion
followed by the symptom-concept-frame structure (see Fig. 2) to interpret the BOW to
the conceptual predicate query having the Why-question content.  Fig. 2(a) shows a
general symptom-concept-frame structure of leaf symptoms which consist of properties
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and relations (where a property is expressed by a noun phrase and a relation is expressed
by a verb/a verb phrase). Fig. 2(b) is an example of the symptom-concept-frame
structure of the rice leaf symptoms, contains three main symptom features (Leaf Color,
Leaf Shape, and Leaf Lesion/Mark) with the default “zero” value or null.

PlantObjectName-XXX
ComponentObiject, Leaf (nounf _

has/is—relation, has/is (verb) : _

Property as [Color (noun) [1=..... 2=...... i=..]:01]

[Size (noun) [1=..... = j=....]:0 ]
curl/twist/shrink-relation, [Texture(noun)[ 1=..... 2=...... k=...1:01]
curl/twist/shrink(verb) : _ [Lesion/Mark(noun): _

l has/is-relation, has/is (verb) : _
Property as [Shape(noun) [1=....2=.... I=....]: 0
Abnormal Leaf Shape [Color(noun) [11=..... 2=...... m=....]:0]

(a) A general symptom-concept-frame structure of leaf symptoms

PlantObjectName-Rice
ComponentObiject, Leaf (noun): _

has/is-relation, has/is (verb) : _

Property as [Color (noun) [1=pale(adj) 2Yellow(adj) 3=orange(adj) 4=redOrange(adj)]:0 ]
[Size(noun) [1=narrow(adj) 2=thin(adj) 3=small(adj)]: 0]
[Lesion/Mark(noun): _

curl/twist/shrink-relation, has/is—relation, has/is (verb) : _
curl/twist/shrink(verb) : _
Property as [Shape(noun) [1=scratch(noun) 2=spot(noun) 3=eye(noun)]: 0]
[Color(noun) [1=brown(adj) 2=black(adj) 3=grey(adj)
4=Beige(adj) 5= yellow(adj) 6=pale(adj)
Abnormal Leaf Shape 7=orange(adj) 8=redOrange(adj)] :0 ]
where adj is an adjactive

(b) Example of a symptom-concept-frame structure of rice leaf symptoms

Fig.2. Show a symptom-concept-frame structure

3.1.3. How to determine the ImageWhy question’s focus

The determination of the ImageWhy question’s focus is necessary for the answer
determination. The focus of the ImageWhy question for the root cause determination is
always expressed on the question-image portion by the relation expression of the
symptom concept frame structure. Where the relation is expressed by the effect event
represented by V. from Tablel. Moreover the effect event can also express on the
question-text portion if the question verb, gqv, on the question-text EDU is v, .
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3.2. ImageWhy answering part

The problem of this part is how to determine the corresponding answer to the Why-
question content of the ImageWhy question. However, it is unlike wh-questions from
text-based questions, the answer of the ImageWhy question can not be determined by the
question word (qw). For example:
a) Q : Who is the president of USA? Ans: Obama is the president of USA.
b) Q: “wluv /Why Tuuzrae/mango leaves wdn /shrink” (Why do mango leaves shrink?)
Ans: EDU1 “mas/Aphids siats/destroy Tuuzias /mango leaves” (Aphids destroy mango
leaves.)

EDU2 “imiitimake Tu/leaves w3n/shrink”  ([it] makes leaves shrink.)
The answer of the question in a) can be determined by a question word “Who”?° whereas
the question word “Why” cannot be applied to determine the answer in b). Moreover,
wh-questions have previously been approached by determining answers from noun
phrases and question words &, which is suitable for the Why question with the answer
based on the lexico-syntactic pattern ” as ‘NP1 Verb NP2’ (where NP1 and NP2 are the
noun-phrase expressions of a causative event and an effect event, respectively), i.e.
“What causes Tsunami? - Earthquake causes Tsunami”. However, it is not suitable for
the ImageWhy-QA system mostly based on several effect-event explanations which are
always expressed by verbs/verb phrases. And, it is not suitable for other non-factoid
questions either as portrayed by® %% 2, Therefore, we use the similarity scores between
the Why-question content and EDUg: from the cause-effect vector to determine the
root-cause answer of the ImageWhy question. Where all word concepts are referred to
WordNet (http://wordnet.princeton.edu/) and the predefined plant disease information
from the Department of Agriculture (http://www.doa.go.th/) including Encyclopedia
(http://kanchanapisek.or.th/kp6/New/) after using the Thai-to-English dictionary
(Longdo.com)

4. System architecture

Corpus > ,E i
Texts I‘_[pl - Preparation Ezzitir?goundary EffectBoundary Rule

¥ |

— v
WordNet&Plant Cause-Effect "
Encyclopedia Idenification 9| Gouscian et

. i Causality Extraction

Causality Knowledge Extraction ,_—'r\ A i

(Pechsiri and Piriyakul,2010)

ausality Knowledge| _|

Knowledge Base of NP , -
V, & V, Concepts Verb-Pair Rules

K 7

Question Why- —%  Why- Query Answer
Corpus Question Question Generation Det
Preparation | Text Det. [” >

learning v
Image WordNet &Plant Answer
encyclopedia

Image Pre- Determining Bag
processing of Visual Words

ImageWhy-QA System

Fig.3. System architecture

Image
Why
question
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There are two layers in our System Architecture (see Fig. 3), the first layer is the
Causality Knowledge Extraction system developed by the previous research® as the
knowledge source for the root-cause determination through the ImageWhy question. The
second layer is the ImageWhy-QA system which can be separated into two parts: the
ImageWhy question part and the ImageWhy answering part.

4.1. ImageWhy-Question Part

There are two areas of processing of the ImageWhy-question part, the text processing for
the question-text portion and the image processing for the question-image portion. Thus,
there are several steps involved to the ImageWhy-question part: Textual-Question-
Corpus Preparation, Why-Question Type Determination, Image Pre-processing, BOW
determination, and Query Generation.

4.1.1. Preparation of Question-Text Corpus

All 560 questions having question-text portions and question-image portions are collected
from several QA sites and web-boards, e.g. http://www.gotoknow.org /blogs/books/view/
agriculture , with several question types, i.e. “Why’, ‘How’, “What’, “Where’, and etc., of
the plant-disease domains. The research emphasizes only the leaf symptoms of plant
diseases on the following plants, rice, mango, and orange. The collected ImageWhy
questions are separated into two parts, one part of 330 questions for learning with ten
folds cross validation, and the other part of 230 questions (contain 90 Why questions
which consists of 30 Why questions of each plant, rice, mango, and orange) for testing.
The learning part of all question-text portions have to be prepared by using a Thai word
segmentation tool** with the part of speech annotation including Name Entity® followed
by EDU segmentation®®. Then, we semi-automatically annotate textual data for learning
the Why question type with the following tags: a Why-question type tag (Why-Q-Type), a
question word tag (Qw), a question-verb tag (Qv, which consists of three types of verb
concept set, a Why-question-cue-verb set (V.), an effect verb conceptset(V.), and a
causative verb concept set(V), and a Why-question focus tag (Why-Q-Focus), where all
concepts are referred to WordNet (http://wordnet.princeton.edu/) and Thai Encyclopedia
(http://kanchanapisek.or.th/kp6/New/)  after using the Thai-English dictionary
(www.longdo.com) (see Fig. 4). The learning part of the question-image portion is
prepared in the image pre-processing step (in section 4.1.3) for the color, texture, and
shape classification of symptoms.

Question: “ilusoaluninee /Why do top leaves shrink?”

<Why-Q-type class=yes>
<EDU>[<Qw type=why>#'lu(Why)/pint </Qw> vealu(top leaves)/ncn /NP

<Why-Q-Focus><Qv type=Ve>[wnin(shrink)/vi]</Qv>/\VP</Why-Q-Focus> </[EDU></Why-Q-type >

Question: “ozlsituameinltdudiuaszunsu/ What is the cause making rice plants stunt?”

<Why-Q-type class=yes>

<EDU>[<Qw type=what>e:s(What)/pint</Qw><Qv type=Vcue> iilu(is)/vcs aumq(the cause)/ncn</Qv>]/VVP</EDU>
<EDU>[#%(make)/vcau [auin(rice plants)/ncn J/NP <Why-Q-Focus>[ [uaszunsu(stunt)/vil/VP</Why-Q-Focus>]/VP
</EDU></Why-Q type >

Fig.4. Examples of Why-Question Annotation from all question-text portions
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4.1.2. Why-Question Type Learning and Why-Question Type Determination

The research applies two different techniques of machine learning, ME and SVM, to
learn the Why-question type from the learning corpus with two feature sets, a question
word set (QW) (see section 3.1.1) and a question verb set (QV) gained by the Qw tag and
the Qv tag respectively from the annotated corpus (Fig. 4)

QV=VgeuUV,uUV, (see Tablel for V. and V)

Ve = {“duTsn../get a disease..” “ifumsie.../be the reason...” “duauuq.../be the cause..”

Maximum Entropy (ME) According to Eq. (1)°"%, ME can be used as the classifier of
the r class when p(r|x) is the highest probability to determine two question-type classes,
Why-Q and non-Why-Q. Where r is the question-type classes (the question type is Why-
Q when r=0, otherwise r=1) and x is the binary vector of the question-word concept
features (qw where qwe QW) and the question verb concept features (qv where qveQV)
from the annotated corpus, as shown in Eq. (1).

1 n n
p(r|x)=arg max ;eXp( > A Fyes,qu,j (r,aw) + > A fnoqu,j (1, aw)
r j=1 j=1

n

n
+ 2 A Fyes,qu,j(r.av) + lej fno,qv,j (r.av)) 1)
J:

j=1
Where z is a normalization constant. Then, we use A; (the weight for a given feature

function of the binary vector) resulted from learning the Why-question type to determine
the question-type classes by Eq. (1).

Support Vector Machine The linear binary classifier, SVM, applies in this research to
classify the question types with Why-Q or non-Why-Q from the annotated corpus by
using Weka (http://www.cs.waikato.ac.nz/ml/weka/). According to®® this linear function,
f(x), of the input x = (X1X,...X,) assigned to the positive class (Why-Q) if f(x) >0, and
otherwise to the negative class (non-Why-Q) if f(x) <0, can be written as:

f(x)=(w-x)=b
n 2
= ZWi Xj + b ( )
i=1

where x is a dichotomous vector number, w is weight vector, b is bias, and (w,b)e R" x R

are the parameters that control the function. The SVM learning results are w; and b for

the input x which consists of the question word vector from QW and the question verb

vector from QV. Therefore, the question-type classes can be identified from Eqg. (2) with

the input x and the learning results (w; and b).
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4.1.3. Image Pre-processing

The 560 plant disease images, especially the leaf symptoms on rice, mango, and orange,
are collected from the question-image portions (from section 4.1.1). Image enhancement
is constructed from low pass and high pass filter for adjusting intensities of the images in
order to highlight areas considered. After this pre-processing step, each image is ready
for segmentation. The segmentation process is to differentiate between background and
target object (which is the region showing the current symptoms of the disease) to
eliminate the back ground away from the leaf area having the disease symptom. Then,
the target object is used for the next step of BOW Determination.

4.1.4. BOW Determination

The BOW determination step is to generate BOW by collecting the relevant visual words
from the target object. Each visual word is generated by using region growing
algorithm®. According to BOW in our research as in Fig.5, the only relevance visual
words to plant symptoms are selected to represent our research’s ROI (Region of Interest
which is the image salience) by detecting the symptom features e.g. lesion color (as ROI
object color), lesion shape (as ROI object shape), leaf texture (as ROI area color), and
leaf color. Moreover, ROI equivalents to a noun phrase/a verb phrase after interpretation
of an image to text. Hence, ROI is the content/the salient content of a Why-question
image that has to be filled in the symptom-concept-frame structure for the image
interpretation.

(a) Rice Blast Disease from Fig. 1(b) (b) Mango Anthracnose (b) Orange Star Melanose
Fig.5. Show all patches of visual words in the BOW from the images of leaf symptoms

The ROI object shape is determined by using shape contexts, i.e. an eye shape, a scratch
shape, a spot shape, and a star shape, where the reference point captures the distribution
of the remaining points relative to it ®. Then, the corresponding points on two similar
shapes have similar shape contexts. After the missed shape contexts have been filtered
out, the color detection is determined. There are two areas of color detection, a ROl area
for texture detection and a ROI object. To detect the color and the texture, we apply the
following two classification levels based on 560 sample images of the question-image
portions (from section 4.1.3) where these sample images are supervised data and consist
of 330 sample images for learning based on ten folds cross validation and 230 sample
images for testing.

First Classification Level
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The objective of this level is to filter out the normal properties of the color and the
texture of the ROI by learning of the binary classifier as the logistic regression model *.
The logistic regression model as shown in Eq. (3) is applied to classify both color and
texture properties with two classes of Normal and Abnormal where ROI pixels are based
on the HSI color model, for hue (H), saturation (S), and intensity (1). The twelve features
(Feature Vector) as Min, Max, Mean, and Entropy of H, S, and | are used in the binary
classification. The Entropy feature as shown in Eq. (4)* is applied in this research for
determining local spatial variations of color intensity which express the textural property
of an image as the roughness. And, the roughness texture property in our research
expresses the leaf shape symptom of the curl/twist/shrink occurrence.

exp(a+ﬁ1x1+ﬂzxz+...+ﬁnxn) ©)

LogisticRegression : =
gisti g : y 1+exp(a+ﬂ1x1+ﬁzxz+"'+:ann)

where y = the probability of a case which is in
a particular category:AbnormalClass
exp = the base of natural logarithms
FeatureVector X =Xq,X2,.., X,
a = the constant of the equation
S =the coefficient of the predictor variables

n
Entropy of P: H(P)=> p;j *log(l/ p;) (4)
i=1
where P is a set of a probability distribution of information
as all features of ROl P ={py, po,... Pn}

Second Classification Level

The results of the Abnormal class samples from the first classification level are used
in this second classification by learning of a multi-class-classifier as Multi-Layer
Perceptrons (MLPs)* for detecting the color symptom and the texture symptom of the
ROI object (which emphasizes on the disease lesion) and the ROI background (which is
the leaf containing the disease lesion) respectively. There are twelve input features used
in the MLPs classifier as Min, Max, Mean, and Entropy of H, S, and I. The MLPs
classifier has eight classes (Brown, Black, Grey, Beige, Yellow, Pale, Orange, Red-
Orange) of irregular color occurrences on the ROI object or the ROI background.

Multi-Layer Perceptrons (MLPs) According to® , Artificial neural networks (ANNS)
are composed of neuron-like units connected together through input and output paths that
have adjustable weights. Each node (neuron) produces an output signal, which is a
function of the sum of its inputs. This function is formulated as in Eq. (5).

yi = T xw;) ()



Instructions for Typing Manuscripts (Paper’s Title) 13

where w; represents the weight, x; is the input feature of the ROI, f(-) is the activation
function, and y; is the output of the i"" node. A sigmoid function is often used as the
activation function. MLP consists of successive layers, each of which includes a
different number of processing nodes.

X IiilXiWi -6 (6)

The nodes in the first layer receive inputs from the outside world and are fully connected
to nodes in the hidden layer where each node in the hidden layer is connected to the
output layer nodes to produce the output pattern or the output class of the MLP.
Furthermore, the net weighted input can be solved by Eq. (7) which contains the
activation function.

n

yi(p)=2 xi(p)wj(p)-6; (7)

i=1
where n is the number of neuron inputs, and @ is the threshold value of neuron at the i
node in the hidden layer.

4.1.5. Query Generation

This step is to generate the conceptual predicate query of the question-image portion by
using a symptom-concept-frame structure shown in Fig. 2 to interpret the BOW.
Therefore, the BOW from Fig. 5(a) can be interpreted as the Why-question content of the
conceptual predicate query (which contains a content word set generated by its symptom-
concept frame) as follow.

PlantObjectName-Rice

ComponentObiject, Leaf (noun): x
A
has/is—relation, has/is (verb) : x

Property as [Color (noun) [1=pale(adj) 2Yellow(adj) 3=orange(adj) 4=redOrange(adj)]:0 ]
[Size(noun) [1=narrow(adj) 2=thin(adj) 3=small(adj)]: 0]
[Lesion/Mark(noun): x

curl/twist/shrink-relation, has/is—relation, has/is (verb) : x

curl/twist/shrink(verb) : _ Property as [Shape(noun) [1=scratch(noun) 2=spot(noun) 3=eye(noun)] : 3]

[Color(noun) [1=brown(adj) 2=black(adj) 3=grey(adj)
4=Beige(adj) 5= yellow(adj) 6=pale(adj)
7=orange(adj) 8=redOrange(adj)] :1,3 ]

v
Abnormal Leaf Shape
where adj is an adjactive

v

*Why-question content: hasEyeShape_mark(leaf) A be_brown_and_grey_color(eyeShaped_mark)
* Set of content words : leaf(noun), has/is(verb), lesion/Mark(noun), has/is(verb),
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shape(noun), eye(noun), color(noun), brown(adj), grey(adj)

4.1.6. Question-Focus Determination

The question-focus is necessary for pointing to what the answer is. The question-focus of
the ImageWhy question, especially for the root-cause diagnosis, is based on the effect
event expressed by V..  The ImageWhy question ‘s focus is expressed on the question-
image portion and expressed by the relation expression of V, in the symptom-concept-
frame structure. And the ImageWhy question’s focus can also be expressed on the
question-text portion if qv is v, and veeVe.

For examples:

1) The ImageWhy question of a rice leaf (Fig.1(b))

“shafrice dlulsa/get disease o= I5/what”

(“What disease does the rice plant get?”)

- According to the symptom-concept-frame structure (see section 4.1.5), the
question—image portion has the following relations: has_Lesion relation,
has_eyeShape relation, and is_brown-greyColor relation.

-The question—text portion contains: qw is “What” and vq is “get disease ”

The ImageWhy question’s focus:

- Leaf has Lesion Lesion has eyeShape Lesion is brown-greyColor.
a) b) c)

a),b), and c) are one symptom relation expression as a Why-question Focus
whilst all word in a),b), and c) are concept words of the content word set.

2) The ImageWhy question of orange leaves

“shlu/why ludu/orange leaves nin/shrink”

(“Why do orange leaves shrink?”)

- According to the symptom-concept-frame structure, the question—-image
portion has the following relations: shrink relation

-The question—text portion contains: gw is “Why”” and vq is “shrink ” (ve)

The ImageWhy question’s focus:

- Leaf shrink : The shrink relation is a symptom relation expression as the
question-image focus and “shrink” is also a concept words of the content
word set.

4.2. ImageWhy answering part
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After both the Why-question type determination and the Why-question content
determination, the correct ImageWhy questions are used for the answer determination
from the knowledge source which contains cause-effect vectors of plant diseases. The
answer is solved by determining the similarity score ** in Eq. (8) between a set of content
words existing in the Why-question content and each EDU element of the cause-effect
vectors after eliminating stop words.

|S1nS2]

Similarity _ Score =
|S1|x|S2|

@)

where

S1isall word concepts from the set of content words existing in the Why-question
content.

S2 is all word concepts from set of words from EDUgge.; after eliminating stop words
(through stemming words for some languages ) where EDU i €XiSts in the cause-effect
vector <EDUcause’ EDUeffect—h EDUeffect—Zn-w EDUeffect—m> .

The all word concepts of S1 and S2 are based on WordNet and Thai Encyclopedia after
using the Thai-to-English dictionary. For example (Fig.1(b)):

S1: Set of content words

{ leaf(noun), has/is(verb), lesion/Mark(noun), has/is(verb), shape(noun),
eye(noun), color(noun), brown(adj), grey(adj)}
= { leaf, have/be, lesion/mark, shape, eye, color, brown, grey}
Knowledge Source:
Cause-Effect Vector ID=1 DiseaseName: Rice Blast disease
EDU e : “Afas77w?ﬁaa7;’§a/PyricuIaria fungus shaw/destroy dudalrice plant ”
(The Pyricularia fungus destroy the rice plant.)
EDUestects: “szez/period ndi/seedling Tu/leaf iifhave una/lesion jzu/shape m/eye #/color
1hmalbrown”
(Seedling Period: Leaves have the brown eye shape lesions.)
EDUetrectz: “unallesion wensgnaw/spread over sia/whole tu/leaf ”
(The lesions spread over the whole leaf.)
EDUsftecta: «evverneeeenenennnn
S2: Cause-Effect Vector ID=1
EDUesects: {Seedling, period, leaf, have, lesion, shape, eye, brown, color} —
Similarity_Score =0.8
EDUegsrecro: {lesion, spread, whole, leaf} — Similarity _Score =0.4
The candidate answers can be selected from all Cause-Effect Vector IDs which have S2
of EDUgsreeri being similar to S1 of the question-image portion with Similarity_Score
>0.5. Then, the candidate answers can be ranking according to Similarity_Score of the
selected Cause-Effect Vector IDs. We select only the top five ranks of Similarity_Score
as the possible answers where the first rank is the highest correct answer.

5. Evaluation and Discussion
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Evaluation is achieved by using 230 questions (containing 30 ImageWhy questions of
each plant, rice , mango, and orange, based on leaf symptoms) downloaded from several
QA sites and the community web-boards, and is conducted on the Why-Question-Type
Determination, Why-Question Content Determination, and ImageWhy Answer
Determination.

5.1. Why-Question-Type Determination

The evaluation of the Why-question classification in this research is expressed in terms of
the precision and recall based on human judgments (two experts and one linguistic) with
max win voting. Results (Table2) demonstrate that feature dependency occurrences
between the question word features and the question verb features allows ME to attain the
highest precision of 97.2%. Moreover, 79 correct Why questions are achieved as the
Recall result of Why-question type determination by ME from the question-text portions.

Table 2. Why Question Classification from the question-text portions

230 Questions of Plant Diseases based on Leaf Why-Question Type Determination

Symptoms SVM ME
Precision Recall Precision Recall

Question-Text Portions 96.3% 85.8% 97.2% 87.5%

5.2. Why-Question Content Determination

With respect to the question content determination, by using the BOW of the ROI ‘s
question-image portions of the 230 ImageWhy questions, the authors evaluate the
question content determination by calculating the correctness of the visual word
determination from the ten folds cross validation based supervised training data. The
question content determination includes the lesion color (the ROl object color), lesion
shape (the ROI object shape), leaf texture (the ROI area color), and leaf color. Then, the
visual word determination consists of the ROI-object-shape determination, the ROI-
object-color determination, and the ROIl-area-color determination which is applied for
the ROI texture determination. The correctness of the ROI object shape determination is
approximately 88 % and is perspective dependent. After filtering out the incorrect ROI
object shape, the correctness of the ROl color determination is 94% of the binary
classification whilst the precision and the recall of the multi-class classification is 0.766
and 0.768 respectively (see Table 3). There are 190 correct images after the binary
classification.

With respect to the multi-class classification, there are 145 questions having the
correctness of determining the visual words without the question type consideration. The
errors of the multi-class classification are caused by the incorrect patch generation which
results in incorrectly determining the visual words. However, the total correctness of the
ImageWhy question determination (after determining the visual words (the question
content) and the Why-question type) is 76 questions or 84.5% correctness from 90
ImageWhy questions of the testing question corpus.
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Table 3. Evaluation of the ROI color determination of two classification levels from the question-image portions

Binary Classification

Class True Positive False Positive False Negative ~ True Negative % correctness
Abnormal 178 11 - - 94
Normal - - 2 12 85

Multiclass Classification

Classifier True Positive  False Positive Precision Recall F-Measure
Rate Rate
MLP 0.768 0.087 0.766 0.768 0.765

5.3. Corresponding ImageWhy Answer Determination

The evaluation of the ImageWhy answer determination is based on three experts with
max win voting. The number of correct ImageWhy questions from ImageWhy-Question
Part (section 4.1) is 76 questions (consisting of 28 rice leaf symptoms questions, 25
mango leaf symptoms questions, and 23 orange leaf symptoms questions, see section
5.2). Then, the correct ImageWhy questions are used to evaluate the Why answer
determination of the root-cause identification through the ImageWhy-QA system as
shown in Table 4

Table 4. Evaluation of the ImageWhy answer determination for the root-cause identification

30 ImageWhy questions of each | Number of correct %correctness of answers
plants based on leaf symptoms answers at the first rank | at the first rank
Rice 26 86.7%
Mango 23 76.6%
Orange 22 73.3%

Table 4 shows that the ImageWhy-QA system can highly achieve the root-cause
identification of the rice leaf symptoms with 86.7% correct answers at the first rank
whereas the orange leaf symptoms have the low percent correctness of the answers.
However, the image perspective that mainly causes two different lesion shapes having the
same shape (as in an orange Star melanose, and an orange Melanose) has led to 73.3%
correct answers for the orange leaf symptom.

6. Conclusion

This research approaches to integrate a text-based QA system with an image to enhance
the ability in identifying the root-cause problems, especially the plant diseases and hence,
we have proposed an ImageWhy-QA system. The previous research ° is based on IR-
based QA which retrieves the answers from webs by matching images within the scope of
the question text. Whilst our proposed ImageWhy QA system is based on two processing
techniques including machine learning and the knowledge source, Text Processing to
determine the Why-question type and Image Processing to determine the Why-question
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content by BOW and the symptom-concept-frame structure. Then, the answer is solved
by determining Similarity_Score between set of content words from the Why-question
content and set of words from EDUg.i Of the knowledge source. The possible correct
answers of ° vary from 68% to 100% at the top five ranks. However, the proposed
ImageWhy QA system can achieve 86.7% as the highest correct answers at the first rank.
The results of our research can be improved if the image perspective has been solved in
the next research and the adaptive concept-frame structure should also be considered to
enhance the answer correctness. Finally, the ImageWhy QA system can be applied not
only to identify the root-cause of plant symptoms but also to perform the preliminary
diagnosis in other problem cases discussed in online community websites involving
health care, vehicle usage and maintenance, utilities, and among others.
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