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Abstract

Project Code: MRG5580140

Project Title : Experiment and Computational Fluid Dynamics Simulation of Flow
Regimes in Two-dimensional Circulating Fluidized Bed Reactor with
High Solid Density

Investigator : Assistant Professor Dr.Benjapon Chalermsinsuwan
Department of Chemical Technology, Faculty of Science,
Chulalongkorn University

E-mail Address : benjapon.c@chula.ac.th

Project Period : 2 years

In this study, the objective is to conduct the experiment and computational fluid
dynamics simulation for analyzing the flow regimes in two-dimensional circulating
fluidized bed reactor with high solid density. In addition, the flow regime mapping and
operating methodology with various applications for the circulating fluidized bed reactor
with high solid density are proposed. The research methodologies are consisting of
surveying the literatures, designing and constructing two-dimensional circulating fluidized
bed reactor prototype unit system, conducting the experiment and analyzing the flow
regimes, developing the computational fluid dynamics model of two-dimensional
circulating fluidized bed reactor, performing the simulation and analyzing the flow
regimes, summarizing the flow regimes and proposing the operating methodology with
various applications. About the obtained results, the experiment and computational fluid
dynamics simulation results in two-dimensional circulating fluidized bed reactor with high
solid density were consistent with each other. The difference between flow regimes were
considered from hydrodynamics and three statistical parameters which were average of
solid volume fraction and standard deviation of solid volume fraction in radial and axial
directions. Two novel flow regimes were proposed which were circulating-turbulent and
dense suspension bypassing regimes at low and high gas inlet velocities, respectively.
The circulating-turbulent regime will be optimal for applications that need a high contact
surface area, while the dense suspension bypassing regime will be suitable for

applications that need to transport high quantity of solid particles.

Keywords : Circulating Fluidized Bed Reactor, Computational Fluid Dynamics

Simulation, Experiment, Flow Regime, High Solid Density
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In this study, the objective is to conduct the experiment and computational fluid
dynamics simulation for analyzing the flow regimes in two-dimensional circulating
fluidized bed reactor with high solid density. In addition, the flow regime mapping and
operating methodology with various applications for the circulating fluidized bed reactor
with high solid density are proposed. The research methodologies are consisting of
surveying the literatures, designing and constructing two-dimensional circulating fluidized
bed reactor prototype unit system, conducting the experiment and analyzing the flow
regimes, developing the computational fluid dynamics model of two-dimensional
circulating fluidized bed reactor, performing the simulation and analyzing the flow
regimes, summarizing the flow regimes and proposing the operating methodology with
various applications. About the obtained results, the experiment and computational fluid
dynamics simulation results in two-dimensional circulating fluidized bed reactor with high
solid density were consistent with each other. The difference between flow regimes were
considered from hydrodynamics and three statistical parameters which were average of
solid volume fraction and standard deviation of solid volume fraction in radial and axial
directions. Two novel flow regimes were proposed which were circulating-turbulent and
dense suspension bypassing regimes at low and high gas inlet velocities, respectively.
The circulating-turbulent regime will be optimal for applications that need a high contact
surface area, while the dense suspension bypassing regime will be suitable for

applications that need to transport high quantity of solid particles.
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Circulating fluidized beds are a type of reactor devices that can be used to carry out
a variety of multiphase flow processes. In this type of reactors, a fluid is passed through
solid particles at high enough velocities to suspend the solid particles and cause them to
behave as a fluid. As fluid velocity passing through the solid particles increases, a series of
changes in the motion of solid particles could occur. These fluid-solid particles phenomena
are called flow regime. In this study, the focus is purely on gas-solid particles fluidization.
The circulating fluidized beds are now used in many applications such as petrochemical
processes of crude oil, combustion/gasification of biomass residue, incineration of municipal
wastes, calcinations of alumina, roasting of ores, drying of agriculture product (Feng and
Tang, 1998; Rordprapat et al., 2005), coating of pharmaceutical drug and absorption or
clean up of greenhouse gases from power generation. As already stated above, different
gas-solid particles phenomena or flow regime could occur when the gas velocity passing
through the solid particles increases. The conventional flow regimes, arranged in order of
increasing velocities, are bubbling, turbulent, fast fluidization and pneumatic transport. Each
flow regimes has distinct characteristics. However, the flow regime diagrams in the
literature is major concerned with the low solid density or low flux system (Bi and Grace,
1995; Monazam et al., 2005).

One of the emerging system hydrodynamic problems in circulating fluidized beds is
how to increase the solid holdup inside the reactor to be more uniforms both in the radial
and axial system directions. The uniform distribution is believed to have a positive effect on
the reactor efficiency or chemical reaction conversion (Bastos et al., 2008). To date, only
few research studies have been done to solve this problem. The high solid density or high
flux system operation is one of the alternative choices. In the literature, most of the related

research studies are focused on the finding of new methodology to operate this reactor in
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denser mode and the measurement of denser system hydrodynamics such as system
pressure, velocity or solid volume fraction distributions. Various common techniques are
employed for the measurement such as pressure transmitter and momentum probe (Kim et
al., 2004; Kashyap et al., 2011). However, the obtained system hydrodynamics are still
unsatisfied (Bastos et al.,, 2008; Zhu, 2010). The new system flow structures or new
operating methodologies therefore are needed. In addition, the flow regimes of high solid
density or high flux system is not formally studied and not yet well understood. This
knowledge will enable scientists and engineers to design better and more efficient reactors
that may effectively deal with the current problem and expand the range of circulating
fluidized bed reactor application.

Most of the research studies in the literature review are conducted using experimental
method. However, there is another method called computational fluid dynamics simulation
which is gaining attention. It is one of the branches of fluid mechanics that uses numerical
methods and algorithms to solve problems and analyze phenomena that involve fluid and
chemically reacting flows. For multiphase flow systems, two different approaches might be
used for the calculation, namely the Lagrangian and the Eulerian approaches. The
Lagrangian approach should be used when the dispersed solid phase in the system
occupies a low volume fraction while the Eulerian approach should be used when the
volume fraction of dispersed solid phase cannot be occupied by the gas phase. For the
circulating fluidized bed reactors, the Eulerian approach thus is suitable for the calculation.
This approach separately solves the conservation equations for each phase. Among the
various attempts to close the gas-solid flow, the kinetic theory of granular flow has found
the widest use as a constitutive equation. This theory is basically an extension of the
classical kinetic theory of gases, reviewed by Gidaspow and Jiradilok (2009), to dense gas-
solid flows. However, there are currently no universal computational fluid dynamics models

available to make appropriate selection of models with circulating fluidized bed reactor.
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A. Governing equations;
(a) Conservation of mass;

- Gas phase;

0
a( gpg)+V-(ggngg)=O

- Solid particle phase;

%(gsps)-i-v'(gspsvs)Z 0

(b) Conservation of momentum;

- Gas phase;

%(8gpgvg )+ V. (ggpgvgvg ): —&,VP+V -7, +¢,0,9 —ﬁ’gs(vg —VS)

- Solid particle phase;

%(Espsvs)+v-(gspsvsvs): -, VP+V.7r,—VP. +¢.p.0 +,Bgs(Vg —Vs)
(c) Conservation of solid particle fluctuating energy;

g[%(gsp50)+v-(gsps&/s )} = (—VPSI_+TS): WV, +V-(k,VO)-7, + 0y

B. Constitutive equations;

(a) Gas phase stress;
2
.
Ty =&gHy [va + (va ) ]_gggﬂg (V Yy )I
(b) Solid particle phase stress;
2
Ty =& Hs [vvs + (VVS )T ]_ gs(é:s _gﬂg jv 'Vg I

(c) Collisional dissipation of solid particle fluctuating energy;

Vs :3(1_e2)gszpsgoa(%\/gJ

(d) Radial distribution function;

13
9o = 1_[ & j
8S,maX

(e) Solid particle phase pressure;

P =g p0[l+29,6 (1+¢)]

-1
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(f) Solid particle phase shear viscosity;

‘9 ps pgo(1+e)\/7

(g) Solid particle phase bulk viscosity;

4 o
év:s :ggspsdpgo(1+e)\/;

10psdp\/
96(1+e)g,e&,

[ c — 0,8 (1+e)}

(h) Conductivity of the solid particle fluctuating energy;

150p,d ,\6r
K = P {1+ &9, (1
384(1+e)g, | 5

2
+ e)} +2p.eld 1+ e)go\/E
T

(i) Exchange of the solid particle fluctuating energy between phases;

¢gs = _3ﬂg50

(j) Gas—solid particle phase interphase exchange coefficient;

- Gidaspow model;

wheng, > 0.80;

1-¢ l-¢ V, —V,
ﬁgs=150( 9)2”9 +1.75( g)pg‘ g
8gdp p
whene, <0.80;
3 (1—8 )5
Pe :Zd—ng‘v Cooty
with
&,V, —V,|d
Re < 1000; Cpo = 24 (1+0 15 Reli)687); Re, = Py 9‘ g~ Vs[Yp
Re, m
Re > 1000; C,,=0.44
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Description Value
Width of circulating fluidized bed riser (m) 0.15
Height of circulating fluidized bed riser (m) 2.00
Depth of circulating fluidized bed riser (m) 0.05
Width of circulating fluidized bed downer (m) 0.30
Height of circulating fluidized bed downer (m) 1.00
Depth of circulating fluidized bed downer (m) 0.05
Gas density (kg/ma) 1.20
Gas viscosity (kg/m-s) 2x10°
Solid particle density (kg/ms) 2,650
Solid particle diameter (Lim) 380
Gas inlet velocity (m/s) 025, 0.75,1.25,

5.00, 10.00, 25.00

Initial solid particle inside the circulating fluidized bed reactor (kg) 21.00
Outlet system pressure (Pa) 101,325
Specularity coefficient (-) 0.01
Restitution coefficient between solid particle and wall (-) 0.90
Restitution coefficient between solid particles (-) 0.90
Computational cell (Cells) 8,000
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ABSTRACT

In this study, the Eulerian computational fluid dynamics model with the kinetic theory of granular flow model was
effectively used to compute the system turbulences and dispersion coefficients in a circulating fluidized bed (CFB)
downer. In addition, the obtained model was used to simulate all the system velocities.

The system turbulences, which were the granular temperatures and turbulent kinetic energies, and dispersion
coefficients were investigated and employed as an explanation for the system hydrodynamics. The laminar granular
temperatures were higher than the turbulent ones, which implies that an individual gas/solid particle oscillation
dominates the flow structure in the CFB downer. There was a good agreement between the total granular temperature
values in this study and those in the literature. The obtained turbulent kinetic energies varied within two orders of
magnitude, but their values remained low. At increasing depths in the CFB downer, the turbulent kinetic energies
were directly increased due to the formation of more gas bubble/solid particle clusters. The laminar and turbulent
dispersion coefficients were significantly higher and lower, respectively, when compared to the previously reported
ones. This shows the improper mixing of the gas bubble/solid particle cluster inside the CFB downer when compared

to the individual movement ones.

© 2012 The Institution of Chemical Engineers. Published by Elsevier B.V. All rights reserved.

Keywords: Circulating fluidized bed downer; Computational fluid dynamics; Dispersion; Hydrodynamics; Multiphase

flow; Turbulence

1. Introduction

Fluidization refers to the condition in which solid materi-
als are given free-flowing, fluid-like behavior. With increasing
gas velocity, large amounts of solid particles can be carried
out of the bed with the gas medium (Singer, 1991). When
the entrained solid particles are collected by the cyclone and
returned to the bed, this type of system is generally called a
circulating fluidized bed (CFB). A CFB consists of four main
components, which are the riser, downer, cyclone and return
system. CFBs have found wide applications as both catalytic

and non-catalytic reactors in the chemical process industries
because of several advantages, such as being a continuous
process coupled with high throughput of gas and solid par-
ticles and being a highly effective reactor for fast multiphase
chemical reaction systems with high heat and mass transfers.
However, CFBs also has distinct disadvantages, such as non-
uniform residence times of gas and solid particles, loss of fine
solid particles by entrainment and a significant level of solid
particles back-mixing, which can strongly decrease the chemi-
cal reaction conversion efficiency and selectivity (Bolkan etal.,
2003). Because of these problems, the performance of this
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General letters

Cpo drag coefficient

dp solid particle diameter (m)

D dispersion coefficient (m?/s)

e restitution coefficient between solid particles

ew restitution coefficient between solid particle
and wall

E turbulent kinetic energy (m?/s?)

g gravitational acceleration force (m/s?)

9o radial distribution function

Gs solid particle mass flux (kg/m?s)

I unit tensor

n unit vector

P gas pressure (Pa)

P solid particle pressure (Pa)

Rey Reynolds number

Ty Lagrangian integral time scale (s)

t time (s)

t time fluctuation (s)

Y velocity (m/s)

v’ velocity fluctuation (m/s)

Ug slip slip velocity of solid particle at the wall (m/s)

Us.w velocity of solid particle at the wall (m/s)

ULw tangential velocity of solid particle at the wall
(m/s)

X radial distance (m)

Greek letters

Bgs gas-solid particle phase interphase drag coeffi-
cient (kg/s m3)

e volume fraction

£s,max solid volume fraction at maximum packing

) specularity coefficient

Vs collisional dissipation of solid particle fluctuat-
ing energy (kg/ms?)

yw collisional dissipation of solid particle fluctuat-
ing energy at the wall (kg/m s?)

Ks conductivity of the solid particle fluctuating
energy (kg/ms)

" viscosity (kg/ms)

0 granular temperature (m?/s?)

Ow granular temperature at the wall (m?/s?)

p density (kg/m3)

T stress tensor (Pa)

& bulk viscosity (kg/ms)

Subscripts

g gas phase

i i direction

k phase (gas or solid particle)

l laminar

S solid particle phase

t turbulent

T total

X radial direction (x-direction)

y axial direction (y-direction)

z radial direction (z-direction)

reactor needs to be improved. There have been many research
studies that have focused on the improvement of the riser
component (Gidaspow et al., 2004; Chalermsinsuwan et al,,

2009a), butin contrast, only a limited number of research stud-
ies have been reported on the behavior of the downer.

In the CFB downer, the flow dynamics is that of a gravity-
assisted flow structure. The gas and solid particles enter the
system at the top section, allowing the gas and solids to mix
whilst flowing co-currently downwards in the direction of
gravity. This flow structure is claimed to have many advan-
tages, such as a uniform gas-solid particle flow with less
aggregation, reduced gas and solid particles back-mixing and
a short system residence time (Zhu et al., 1995). These advan-
tages make the CFB downer one of the potentially promising
new technologies that can be applied to various areas, such
as the catalytic cracking of residual oil (Deng et al., 2002) and
the flash pyrolysis of coal (Yao et al., 2001) and biomass (Bassi
et al., 1994). Some reports on the flow structure in the CFB
downer have been made. By analyzing the axial pressure gra-
dient and the forces imposed on the solid particles, Wanget al.
(1992) divided the downer into three regions: the first and sec-
ond acceleration regions and the constant velocity region. It
has been demonstrated that the inlet structure and the mix-
ing pattern of the gas and solid particles at the top of a CFB
downer have a significant influence on the system flow struc-
ture in the entrance region (Cheng et al., 2001, 2008). However,
the inlet structure has little effect on the flow pattern in the
fully developed region, which rather is only dependent on the
characteristics of the gas and solid particles and the operat-
ing conditions. In addition, the general picture of the radial
flow structures in a CFB downer was reported to be a dilute
core region with a uniform flow of solid particles and a dense
annular region where there existed maximum solid holdup,
velocity and flux (Zhu et al., 1995; Ropelato et al., 2005).

Since the performance of a CFB reactor is influenced by
the mixing of gas and solid particles (Chalermsinsuwan et al.,
2009b; Zhang et al., 2009), the mixing inside the CFB downer
is of key interest. The quality of mixing can be measured by
the turbulences/dispersion coefficients, which can be com-
puted based on the kinetic theory of granular flow concept
(Gidaspow, 1994; Chalermsinsuwan et al., 2011). This is a mea-
sure of the spread of gas and solid particles with reference
to the spatial location. From the kinetic theory, there are two
kinds of mixing; a “laminar” type that is due to the indi-
vidual gas/solid particle oscillations and a “turbulent” type
that is due to gas bubble/solid particle cluster oscillations
(Chalermsinsuwan et al., 2009b, 2010). Many researchers have
tried to compute this parameter for fluidized bed systems
using other available methodologies (Avidan and Yerushalmi,
1985; Rhodes et al., 1991; Wei et al., 1995a,b; Westphalen and
Glicksman, 1995; Wei and Zhu, 1996; Grasa and Abanades,
2007; Winaya et al., 2007), such as tracer injection and ther-
mal inspection. Liu and Li (2010) studied the solid particle
turbulence and dispersion in a CFB downer under different
gravity environments. By observing the solid volume fraction,
they found that the mixing of the heterogeneous solid par-
ticles was weakened as the gravity was decreased. However,
these methodologies were mainly restricted to considering the
mixing only in the axial direction, ignoring all other direc-
tions. The mixing in the radial direction thus still remains to
be evaluated. The reported gas and solid particle dispersion
coefficients from the available fluidized bed data vary by up
to four orders of magnitude (Breault, 2006; Chalermsinsuwan
et al,, 2010), and so it is clear that a better understanding of
this parameter is required for the CFB downer.

With respect to the study method, the computational fluid
dynamics (CFD) approach is selected because it is easier, faster
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Table 1 - A summary of the conservation and
constitutive equations used in this study.

A. Governing equations:
(a) Conservation of mass:

- Gas phase:

9

&( g9Pg) +V - (6gp5g) = 0 1)
- Solid particle phase:

9

&(Esps) + V- (espsUs) = 0 ()

(b) Conservation of momentum:

- Gas phase:

d
&(Sgﬂg"g) +V - (egpgUgVq) = —£gVP +V - 7g + 9099 — Bgs (Vg — Us) (3)

- Solid particle phase:
d
*(Sspsus) 4 Ve (SSpSUSUS) =—&VP+ V.15 — VPs + &spsg + ﬁgs(ug - Vs)

&

c) Conservation of solid particle fluctuating energy:
p g gy
3[40 _
3 [§(ssp59) +V- (sspsﬂus)} = (=VPsI+15): Vus+ V- (ksV6) — y5(5)

B. Constitutive equations:
(a) Gas phase stress:

2
7g = £g119[VVg + (VUg)'] 389#(V - Vg)!I (6)
(b) Solid particle phase stress:
2
75 = esus[VUs + (VUs)T] — &5 (gs = §Mg) V -yl 7)

(c) Collisional dissipation of solid particle fluctuating energy:

Ys = 3(1 — 62)53,05900 (;p \/E) (8)

(d) Radial distribution function:
=il

o= 1-(:2)"] 0

(e) Solid particle phase pressure:
Ps = &5ps6[1 + 2goes(1 + €)] (10)
(f) Solid particle phase shear viscosity:
1OPsdpm

2
4, 0 4
Us = gé‘spsdpgo(l + 6)\/;+ m |:1 + ggoas(l + e):| (11)
(g) Solid particle phase bulk viscosity:

4 6
£ = gsgpsdpgo(l + e)\/; (12)

(h) Conductivity of the solid particle fluctuating energy:
150psdy /6 6 ? ) \/3
BETYETrS 1+ €0 (I+e)| +2psesdp(1+e€)go p (13)
(i) Gas-solid particle phase interphase exchange coefficient:
- Gidaspow model:
when ¢, >0.80;

Ks

1—g,)° il Vg — U
Bos = 150( £9) Ig 4 1.75( £9)Pg|Vg s (14)
Sgdz dp
P
when ¢, < 0.80;
3 (1—¢gg)e N
Bgs = 1 #Pﬂug - US|CD039 265 (15)
i
with

Re <1000; Cpo = g (1 + 0.15Re}*”); Rey = w

Re>1000; Cpo =0.44

(j) Wall tangential velocity of the solid particle phase (Jackson
and Johnson boundary condition):

6sesmax Vs w
s 2 16
77(15/755590\/@ an a6)

(k) Wall granular temperature of the solid particle phase
(Jackson and Johnson boundary condition):

V3r¢psesv? . gob>?
9w=7&9397W+ S5 %¥s slip (17)
yw on 655,maxVW

with

Utw = —

V3r(1 - e%,)es 0sGo6>/?

4es max

and cheaper than actual experimental approaches. CFD is
a branch of fluid mechanics that uses numerical methods
and algorithms to solve problems and analyze phenomena
that involve fluid and chemically reacting flows (Fluent Inc.,
2006). The model of CFD can be divided into two groups,

Lagrangian and Eulerian models. The Lagrangian model, or
discrete particle model (DPM), calculates the path of each
individual solid particle with the second law of Newton. The
interaction between the solid particles can be described by a
potential force, collision dynamics and their interaction. The
advantage of this approach is that each particle trajectory, as
well as other solid particle parameters, is known exactly. The
results often give physical insight into the laws of nature. How-
ever, because a large number of solid particles are needed in
order to determine the average behavior of the given system,
the computational requirement is extremely high. In addi-
tion, the required computer time is increased further due to
the difficulties associated with the description of “two-way”
coupling between gas and solid particle velocity fields (Zhang
et al., 2008; Zhao et al., 2010). In contrast, the Eulerian model,
or two fluid model (TFM), treats the solid particle phase as a
continuum and averages out the motion on the scale of indi-
vidual solid particles, thus enabling the computation by this
model to simulate the dense phase flows of a realistic size.
Due to the assumption of the solid particle phase as a con-
tinuum, the predictive ability of the Eulerian model depends
on the correctness of the closures proposed for the undefined
terms. For this purpose, the kinetic theory of granular flow is
often employed and becomes a general approach for perform-
ing dense fluidized bed or other dense gas-solid multiphase
Eulerian simulations. With this theory, solid particle phase
properties are described in a manner similar to the ones in the
kinetic theory of dense gases. The pressure and viscosity of the
solid particle phase depends on the solid particle collision and
the magnitude of the solid particle velocity fluctuation, which
is characterized by the granular temperature (Gidaspow, 1994;
Chalermsinsuwan et al., 2011; Kim et al., 2011).

In this study, the hydrodynamics, turbulences and disper-
sion coefficients of the gas and solid particles in the CFB
downer were explored using the Eulerian CFD model with the
kinetic theory of granular flow. Both the axial and radial direc-
tions of all variables were computed. A better understanding
of the dispersion coefficient in the CFB downer was obtained,
with the key objective being to explain the system hydrody-
namics in a CFB downer using the obtained turbulences and
dispersion characteristics.

2. Eulerian computational fluid dynamics
model

2.1. Mathematical model

This study used the commercial CFD program, ANSYS FLUENT
6.3.26, for modeling the CFB downer system. The employed
governing or conservation equations were based on the Eule-
rian CFD model. Accordingly, the equations in each phase
were solved separately. The constitutive or auxiliary equa-
tions for this gas-solid two-phase flow were obtained from
the kinetic theory of granular flow, as reviewed by Gidaspow
(1994). This model has already been validated by comparison
with the CFB downer experimental data of Cao and Weinstein
(2000), whereas a perfect agreement between the computa-
tional and experimental data was obtained (Chalermsinsuwan
et al., 2012). Therefore, this model was selected to use for fur-
ther analyzes of the system hydrodynamics, turbulences and
dispersion coefficients. A summary of the conservation and
constitutive equations is given in Table 1. Because the system
hydrodynamics, turbulences and dispersion coefficients can
be studied in an isothermal operation, the energy conserva-
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tion equations for the gas and solid particle phases can be
ignored.

2.2. System description and computational domain

As mentioned above, the experimental configuration of Cao
and Weinstein (2000) was chosen as the reference case in
this study. Their system used fluid cracking catalysts as the
bed material with a solid particle diameter and density of
82um and 1480kg/m3, respectively, and air as the fluidiz-
ing gas phase with a gas density and viscosity of 1.20kg/m3
and 2.00 x 10~> kg/ms, respectively. The CFB riser diameter
and height were 0.127 m and 8.85m, while their CFB downer
diameter and height were 0.127m and 5.00m, respectively.
According to the objective of this study, only the CFB downer
side was considered as shown in Fig. 1(a).

For the system description, the gas was fed at the top of the
CFB downer. The solid particles were fed from the two 0.127 m
wide side-inlets at 0.303 m below the top of the CFB downer,
at an angle of 45° with respect to the vertical axis of the sys-
tem. The gas and solid particles exited the system through
the outlet at the bottom of the CFB downer. The conditions
at the inlet, which were the velocity magnitude, inlet angle
and volume fraction for each phase, and the system pressure
at the outlet were specified as inputs. The no-slip condition
was applied to the wall condition for all velocities except for

Gas inlet

o,

the tangential velocity of the solid particle and the fluctuating
kinetic energy of the solid particle or granular temperature. For
these two parameters, Johnson and Jackson’s condition (1987)
was used as it has been successfully applied to many other
kinetic theory of granular flow modeling cases (Vaishali et al.,
2008; Chalermsinsuwan et al., 2009a,b; Liu and Li, 2010; Kim
etal., 2011). At the initial condition, there were no gas and solid
particles inside the system. All the specific model conditions
and parameter values for this simulation are listed in Table 2.
The employed modeling parameter values such as the resti-
tution coefficients and specularity coefficient were selected
from the suitable ones suggested in Chalermsinsuwan et al.
(2012).

For the computational domain, a two-dimensional model
was used for the simulation, as shown in Fig. 1(b), because
of the shorter computation time that is required com-
pared to that for the three-dimensional model. Here, a
two inlet-outlet design was employed to approximate the
two-dimensional computational CFB downer for simulating
the three-dimensional experimental ones. This is because
a one inlet-outlet design for the two-dimensional system
cannot capture the realistic mixing throughout the system
(Chalermsinsuwan et al., 2009b, 2012). In this study, the CFD
model was solved with a total of 6000 computational cells,
comprised of 30 non-uniform grids in the horizontal direc-
tion and 200 uniform grids in the vertical direction, using
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Fig. 1 - (a) Schematic drawing and (b) computational domain with their boundary conditions of the simplified CFB downer,

as used in this study.
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Fig. 2 - The instantaneous contour distributions of the computed (a) axial solid particle, (b) axial gas, (c) radial solid particle
and (d) radial gas velocities in the CFB downer at 40 s simulation time.

a computer with a Pentium 1.80GHz CPU and 2GB RAM.
Chalermsinsuwan et al. (2012) summarized that all the grid
numbers after the 3450 computational cells were sufficiently
fine for providing reasonably grid independence results in
a similar system. The computational cell number used was
evaluated in terms of when the computational result did not
change with further increases in the number of computational

cell. Fifty seconds of simulation time took approximately 2
days of real computation time. The time-averaged results at
the quasi steady state condition were calculated using the
results from the simulation at 30-50s simulation, as already
tested in our previous study (Chalermsinsuwan et al., 2012).
Also, a full discussion on the time-averaged topic is explained
in Section 3.

Table 2 - A summary of the mathematical model conditions and parameter values used in this study.

No. Symbol Description Value
1 - Diameter of CFB downer 0.1270m
2 - Height of CFB downer 5.00m
3 Py Gas density 1.2kg/m?
4 Ug Gas viscosity 2 x 10> kg/ms
5 Ps Solid particle density 1480 kg/m>
6 dp Solid particle diameter 82 pm
7 Ug Gas inlet velocity 3.70m/s
8 Us Solid particle inlet velocity 1.11m/s
9 &s Solid particle inlet volume fraction 0.15
10 Gy Solid particle mass flux 123kg/m? s
11 P Gas/solid particle outlet pressure 116,325 Pa
12 e Restitution coefficient between solid particles 0.999
13 ew Restitution coefficient between solid particles and wall 0.70
14 ¢ Specularity coefficient 0.001
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Fig. 3 - The typical time series of the (a) axial and (b) radial, solid particle and gas, velocities at 1.00 m and 5.00 m depths

below the top of the CFB downer.

3. Results and discussion

In this section, the system hydrodynamics in the CFB downer
are discussed based on the solid particle and gas velocities.
Thus, both axial and radial velocities for the solid particle
and gas phases were computed. Consequently, the disper-
sion coefficients and system turbulences, represented by
the granular temperature and turbulent kinetic energy, were
investigated. The obtained dispersion coefficients and system
turbulences were compared with the information available
in the literature for various fixed and fluidized bed sys-
tems. Finally, the system hydrodynamics were explained using
the obtained characteristics for the dispersion and system
turbulences.

3.1.  Axial and radial velocities
Fig. 2 illustrates the instantaneous contour distribution of the
computed velocities of (a) axial solid particle, (b) axial gas, (c)
radial solid particle and (d) radial gas in the CFB downer at
40s simulation time, respectively. This simulation time was
selected as it is after the system had reached the quasi steady
state condition, as was confirmed later (Fig. 3). The above four
different velocities, the system hydrodynamics, are generally
used to represent the system mixing. They can then be used
for calculating the system turbulences and dispersion coeffi-
cients. The contour distributions are used to show the overall
system characteristics from the system inlet through to the
system outlet. From the contour scale color, the axial veloci-
ties of the solid particles and gas phases were higher than the
corresponding radial velocities. Note that the axial velocities
are negative due to the reference axis in this study, in that a
negative velocity is assigned when the flow is downward. For
the radial velocities, the values were both positive and neg-
ative, representing when the solid particles and gas flow to
the left or to the right sides of the CFB downer, respectively.
From the low magnitude values of the radial velocities it can
be assumed that they have less of an effect on the system
mixing compared to the axial ones. This is because the axial
direction is in the main flow direction (Jiradilok et al., 2006;
Chalermsinsuwan et al., 2009b, 2010).

To confirm the quasi steady state condition or the time-
averaged range, the axial and radial velocities were plotted

against the simulation time. After the system reached the
quasi steady state condition, both the velocities should be
approximately constant or oscillate within a narrow (accept-
able) range (Chalermsinsuwan et al., 2009b). Fig. 3(a) shows
a typical time series (30-50s of simulation time) of the axial
solid particle and gas velocities at a 1.00m and 5.00m depth
below the top of CFB downer. Similarly, a typical time series
(30-50s of simulation time) of radial solid particle and gas
velocities at a 1.00m and 5.00m depth below the top of CFB
downer are displayed in Fig. 3(b). Both of the figures are plotted
with the simulation time between 30 and 50s. The 1.00m and
5.00m depths were the system demonstration positions, and
were located near the solid particle inlet (0.303 m depth) and
outlet (5.00m depth), respectively. The axial velocities were
clearly higher than the radial ones as already observed in
Fig. 2, and all the velocity graph lines showed broadly horizon-
tal linear trends. Therefore, the quasi steady state condition
was already obtained after a simulation time of 30 s and so ver-
ifies the time-averaged range as selected in this study. When
compared to the time series of obtained velocities in the CFB
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Fig. 5 - The radial distributions of the computed time-averaged axial (a) solid particle and (b) gas velocities at five different

CFB downer depths.

riser reported by Jiradilok et al. (2007), their values in the
riser drastically fluctuated around the steady state value. In
contrast, those in the CFB downer reported here were more
or less constant, since the flows took place along with the
gravitational acceleration, and so less system fluctuation was
observed (Jiradilok et al., 2007; Chalermsinsuwan et al., 2009b).

Fig. 4 shows the axial distributions of the computed time-
averaged and area-averaged axial velocities for both the solid
particle and gas phases. At the top of the CFB downer or near
the inlet, there were minimum peaks of axial velocities. These
minimum velocities occurred because the solid particles are
fed in at those system positions. The gas and solid particle
quantities, or the absence of solid particles, created these axial
velocity profiles. At the bottom of the CFB downer near the
outlet, the axial velocities were increased due to the effect
of the outlet itself. Along the depth of the downer, the axial
velocities were approximately constant since they had rapidly
reached the fully developed condition after a certain system
depth (Chalermsinsuwan et al., 2009b, 2012). Comparing the
solid particle and gas phases, the axial velocities of the solid
particle phase were higher than those of gas phase except near
the gas inlet position. This is because the solid particles in
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the CFB downer flow in the same direction as gravity and so
the force of gravity further accelerates the motion of the solid
particles. Near the gas inlet position, the axial gas velocity was
higher than the axial solid particle velocity since there were
no solid particles in the vicinity.

Fig. 5 shows the radial distributions of computed time-
averaged axial (a) solid particle and (b) gas velocities at
five different CFB downer depths. These depths were 1.00m,
2.00m, 3.00m, 4.00m and 5.00 m. The obtained axial velocity
results had a similar trend to the CFB downer results reported
by Zhang et al. (2003), in that the axial velocities near the inlet
position (1.00 m depth below the top of the downer) were high
at the center region and low at the wall region. The downward
inlet gas boundary condition creates these profiles and the
wall boundary condition causes the axial velocities to drop
at the wall region since both the solid particles and the gas
phases have exchanged or lost their momentum to the sys-
tem wall. The profiles near the center and outlet positions
(2.00-5.00m depths below the top of the downer) show the
opposite patterns in that they were high at the wall and low
at the center regions and their magnitudes increased with the
increasing depth into the CFB downer. This can be explained
by the granular temperature or the solid fluctuating kinetic
energy results presented in the following section (Section 3.2),
whereas the granular temperature increases, the axial veloc-
ity is also increased. At these positions, the system tends to
adapt to the fully developed condition. The axial velocity pro-
files are then adjusted to balance with the other forces inside
the system, which are mainly drag, buoyancy and gravitational
forces. As discussed in Zhu et al. (1995), Ropelato et al. (2005)
and Chalermsinsuwan et al. (2012), the flow structure in the
CFB downer is a dilute core-annulus profile. At the region with
a high solid volume fraction, gravitational acceleration plays
an important role in the system hydrodynamics and creates
a high axial velocity. This is because under gravity physical
bodies are attracted with a force proportional to their mass.
Thus, the presence of a core-annulus profile in the downer is
supported. Comparing the solid particle and gas phases, the
profiles showed similar trends since both of them are mov-
ing together. However, the axial velocities were slightly higher
for the solid particle phase than the gas one due to the gravi-
tational acceleration and the drag force. When the drag force
decreases, the solid particles agglomerated as particle clusters
which magnifies the gravity force and the axial velocity of the
solid particles.

The axial distributions of the computed time-averaged and
area-averaged radial velocities for the solid particle and gas
phases are illustrated in Fig. 6, and support the previous
results (Fig. 5) in that the axial velocities were higher than
the radial velocities. Throughout the CFB downer, the radial
velocity profiles slightly oscillated around a value of zero. The
solid particles and gas then turbulently move inside the sys-
tem. However, the movement was significantly lower than
the ones reported for the CFB riser (Chalermsinsuwan et al.,
2009a,b). The radial velocities near the inlet and outlet were
slightly increased which implies a high system mixing in that
area. The averaged radial velocities of the gas phase were
slightly higher than those of solid particle phase, especially
near the gasinletand outlet positions. This is because the solid
particles move alongside with the medium gas with some slip
velocity between phases.

Fig. 7 shows the radial distributions of the computed time-
averaged radial (a) solid particle and (b) gas velocities at five
different CFB downer depths. These depths were the same
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== Turbulent granular temperature
«=dr— Total granular temperature

Downer depth (m)
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Fig. 8 - The axial distributions of the computed
time-averaged and area-averaged laminar, turbulent and
total granular temperatures.

ones as shown in Fig. 5. The radial velocities near the inlet
position (1.00 m depth below the top of the CFB downer) were
of a high negative value at one side of the wall and a high
positive value at the other side of the wall, which shows that
both phases are moving towards the wall region at this sys-
tem position and leads to the core-annulus flow structure as
the high system inlet velocity pushes the solid particles to the
wall region. The solid particle and gas phases near the center
(2.00-4.00 m depths below the top of the CFB downer) showed
the opposite trend. Since the core-annulus flow structure was
observed at these positions, the solid particle and gas phases
then interchange from a high system concentration to a low
system concentration. Therefore, the radial velocities tend to
move the solid particles and the gas to the center and the near
wall region, respectively. Moreover, both of the profiles near
the outlet condition (5.00 m below the top of the CFB downer)
showed the opposite direction to those near the inlet position,
as the solid particles and gas move to the center (core) region of
the CFB column. Similar to the axial velocity, the results can be
explained by the granular temperature or the solid fluctuating
kinetic energy results (Section 3.2).

3.2. Granular temperature

As already stated above, the granular temperature, or the
fluctuating kinetic energy, of the solid particle is one of the
parameters that can be used to demonstrate the system tur-
bulence since it shows the internal energy inside the solid
particles. Gidaspow (1994) and Chalermsinsuwan et al. (2009b,
2010) showed, using a kinetic theory based computation, that
there are two kinds of granular temperature; a “laminar” one
that is measured by the classical granular temperature, and
a “turbulent” one that is measured by the normal Reynolds
stress. These two kinds of granular temperature give rise to
two kinds of mixing, one on the level of individual gas/solid
particles and the other on the level of gas bubble/solid particle
clusters.

For computing laminar granular temperature, the kinetic
energy conservation equation due to solid particle fluctua-
tion (Eq. (5)) and other related constitutive equations have to
be programmed into the CFD model (Egs. (7)-(13)). The accu-
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mulation of the granular temperature is balanced by their
convective terms and the related energy terms inside the sys-
tem, which are the generation of fluctuating kinetic energy
by the solid stress tensor, the diffusion of fluctuating kinetic
energy and the collisional dissipation of fluctuating kinetic
energy. After the iteration starts, the model then provides the
classical laminar granular temperature (9;) for each simulation
time step. For computing the turbulent granular temperature
(61), it is defined as the average of the normal Reynolds stresses
(@) for the solid particle phase. The subscript “i” is to repre-
sent the system direction (x-, y- and z-directions). The normal
Reynolds stresses are the average of the squares of the fluc-
tuating velocities in the all three directions as shown in the
following equation:

(e, %) = SOL0% + 303, + S0V (19)

In this study, since only a two-dimensional CFB downer
was simulated, the velocity fluctuation in the non-flow radial
direction (z-direction) was assumed to be equal to the simu-
lated ones (x-direction). Because these velocity fluctuations
are a vector with an angle of 90°, the resultant horizontal
velocity fluctuation in the x- and z-directions is also similar
to the x-direction velocity fluctuation. The turbulent granular
temperature then can be calculated as follows:

O:(t, x) = §@+ %% (19)

The total granular temperature (1) can be used to demon-
strate the overall system oscillation, and can be obtained by
the sum of the granular temperatures due to the individual
gas/solid particle oscillations and due to the gas bubble/solid
particle cluster oscillations as shown below:

or(t, x) = 6)(t, x) + 6:(t, x) (20)

More details on the computation methodology have been
explained in Chalermsinsuwan et al. (2011). Table 3 sum-
marizes a comparison of the computed time-averaged and
area-averaged laminar, turbulent and total granular temper-
atures at five different depths in the CFB downer, plus their
average values. At all depths in the CFB downer, the granular
temperatures evaluated for the laminar type were higher than
those for the turbulent type, which suggests that the laminar
granular temperature dominates the oscillations in the CFB
downer system, and also implies that the main flow structure
in the CFB downer is of an individual gas/solid particle flow.
These results are different from those obtained in the CFB riser
(Jiradilok et al., 2006; Chalermsinsuwan et al., 2009b), where
the turbulent granular temperatures dominated the oscilla-
tions due to the gas bubble/solid particle cluster formation
inside the system. In contrast, due to the pattern of the oscilla-
tions, the computed total granular temperature values in this
study were close to the laminar ones.

To better understand the granular temperature dis-
tributions along the CFB downer height and diameter,
the computed information was first plotted as the axial
distribution of the computed time-averaged and area-
averaged laminar, turbulent and total granular temperatures
(Fig. 8). There are no solid particles near the inlet position
inside the system and so the computed granular temperatures
were equal to zero. Below the two side-inlet positions (0.303 m
depth), the computed granular temperatures increased and, as
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Fig. 9 — The radial distributions of the computed
time-averaged total granular temperatures at five different
CFB downer depths.

already mentioned, the turbulent granular temperature was
much lower than the laminar and total granular tempera-
tures that were of the same order of magnitude, due to the
small fraction of solid particle cluster/gas bubble formation in
the CFB downer. At greater depths into the CFB downer, the
granular temperatures tended to oscillate but still remained
within the same order of magnitude. The granular tempera-
ture decreased below a system depth of 1.25m and reached
a minimum value at a depth of 2.75m and then increased
again as the system depth increased up to 5.0m. This can be
explained by the system hydrodynamics where the decrease
in the total granular temperature occurs because the system
starts to set in the fully developed condition and has a lower
solid volume fraction fluctuation. The increase in the total
granular temperature then occurs due to the high solid vol-
ume fraction fluctuation near the system outlet. In general, the
granular temperatures are low when the system has a high or
a low quantity of bed material (Chalermsinsuwan et al., 2011).
Simply, with a high quantity of bed material there is no space
for the solid particles to oscillate, while with a low quantity
of bed material there are also less solid particles to displace.
From the obtained results, this infers that the solid volume
fraction in the CFB downer has a moderate quantity of bed
material. These results are similar to those obtained in the
fully developed region of a fast fluidization regime in a CFB
riser (Chalermsinsuwan et al., 2009b), in which the computed
granular temperatures were also of the same order of magni-
tude. The oscillations or flow structures, therefore, were likely
to be about the same throughout the CFB downer.

Next, the radial distributions of the computed time-
averaged total granular temperatures at five different depths
in the CFB downer are shown in Fig. 9. The total granular tem-
peratures near the inlet position, at 1.00-3.00 m depths below
the top of CFB downer, were high in the vicinity of the center
(core) region and low in the wall region. This can be explained
by the high system shear condition near the center region and
the zero stress near the wall region. At the center region, the
flow is dilute, and the mean free path between solid particles is
high. Thus, the fluctuations in the motion of solid particles are
increased and the total granular temperature grows, as previ-
ously reported by Gidaspow (2000). Conversely, the granular
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Fig. 10 - The instantaneous contour distributions of the
computed solid volume fraction in the CFB downer at 40 s
simulation time.

temperature is low at the wall region where the solid volume
fraction is dense. This clarification is validated by the instan-
taneous contour distributions of the computed solid volume
fraction in CFB downer at 40 s simulation time (Fig. 10). How-
ever, the maximum values of the total granular temperatures
near the outlet position, at 4.00 m and 5.00 m depths below the
top of CFB downer, were shifted to the two-side wall region,
which implies that there is a reduction in the fluctuations by
the shear term in the solid particle phase fluctuating energy
equation. Again, the obtained total granular temperature pro-
files were consistent with (but opposite in magnitude to) the

solid volume fraction profile. That is the solid volume frac-
tion was minimal at the position with a maximum granular
temperature. In addition, the situation near the solid particle
inlet position is different from the ones observed in CFB riser
(Chalermsinsuwan et al., 2009b), which may be explained by
the system flow in the downward direction.

A comparison of the total granular temperatures at five
different CFB downer depths and their average values with
the previously reported experimental and computational val-
ues in fluidized bed systems (Campbell and Wang, 1991; Cody
et al., 1996; Gidaspow and Huilin, 1996; Polashenski and Chen,
1997, 1999; Tartan and Gidaspow, 2004; Jung et al., 2005;
Jiradilok et al., 2006; Chalermsinsuwan et al., 2009b) is dis-
played in Fig. 11. There is a good agreement between the
results obtained here with those in the literature within the
neighboring gas velocity range. This verifies the accuracy of
the computational methodology and the computed total gran-
ular temperature values in this study.

3.3.  Turbulent kinetic energy

The turbulent kinetic energy (E) is also another important
parameter that can demonstrate the system turbulence. Anal-
ogous to turbulent granular temperature, the turbulent kinetic
energy of the solid particle phase is the gross energy due to its
motion, and can be calculated using the following formulae:

E(t.X) = JURVE + 5030} + SURV; 1)
Similar to the granular temperature above, the velocity
fluctuation in the z-direction was assumed to be equal to the
simulated ones in the x-direction due to the simulation dimen-
sion, and so the relationship between the turbulent granular
temperature and the turbulent kinetic energy becomes:

Bu(t, ) = %E(t, %) (22)

Table 3 summarizes a comparison of the computed time-
averaged and area-averaged turbulent kinetic energies at
five different CFB downer depths, along with the average
values. The turbulent kinetic energies varied within two
orders of magnitude. The axial distribution of the computed
time-averaged and area-averaged turbulent kinetic energies
is plotted in Fig. 12. Similar to Fig. 8, there are no solid
particles inside the system near the inlet position at the top,
and so the computed turbulent kinetic energies are equal
to zero. Below the two side-inlet positions, the computed
turbulent kinetic energies increased directly with the CFB
downer depth since there were more solid particle clusters/gas
bubbles. The turbulent kinetic energy, which was calculated

Table 3 — A comparison of the computed time-averaged and area-averaged granular temperatures and turbulent kinetic

energies at five different CFB downer depths and the average values.

Downer depth (m)

Granular temperature (m?/s?)

Turbulent kinetic energy (m?/s?)

Laminar Turbulent Total
1.00 0.9283 2.5183E-06 0.9283 3.7775E-06
2.00 0.7050 1.3037E—05 0.7051 1.9556E—05
3.00 0.6226 3.5056E—05 0.6226 5.2584E—-05
4.00 0.7791 1.0500E—04 0.7792 1.5749E—04
5.00 0.9912 2.3416E—04 0.9915 3.5124E-04
Average 0.8053 7.7954E—05 0.8053 1.1693E—04
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Fig. 11 - Comparison of the total granular temperatures at five different CFB downer depths and the average values with the
previously reported experimental and computational derived values in fluidized bed systems.

from the turbulent granular temperature, thus reflects the
motion of the solid particle clusters/gas bubbles. However,
these results are different to those obtained in the fully devel-
oped region of the fast fluidization regime in a CFB riser
(Chalermsinsuwan et al., 2009b). In the fast fluidization sys-
tem, the computed turbulent kinetic energies are in the same
order of magnitude because of the unchanged solid particle
cluster/gas bubble flow behavior in the CFB riser.

Fig. 13 shows the radial distributions of the computed time-
averaged turbulent kinetic energies at five different depths
within the CFB downer. For all five system depths, the tur-
bulent kinetic energies were low in the region between near
the center and near the wall, consistent with the pres-
ence of a core-annulus flow structure inside the CFB downer

5.00 +

450
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2.50 A

Downer depth (m)
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1.00 1

0.50 »
L 4

0.00
0.00EH0

2.00E-04 3.00E-04 4.00E-04

Turbulent kinetic energy (m?/s*)

1.00E-04

Fig. 12 - The axial distribution of the computed
time-averaged and area-averaged turbulent kinetic
energies.

(Chalermsinsuwan et al., 2012). The turbulent kinetic energy
gives an explanation for the solid particle cluster/gas bub-
ble flow distribution in the CFB downer. The solid particle
clusters/gas bubbles tend to move out from the region which
has a high turbulent kinetic energy. In addition, the turbulent
kinetic energy peak values increased at increasing depths in
the CFB downer. A considerably higher amount of movement
was observed near the outlet region.

3.4.  Dispersion coefficient

Similar to the granular temperature, there are two kinds of
dispersion coefficient: a “laminar” type that is due to individ-

120E-05 ~
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0.00E+00 &=
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Fig. 13 - The radial distributions of the computed
time-averaged turbulent kinetic energies at five different
CFB downer depths.
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ual gas/solid particle oscillations and a “turbulent” type that
is due to gas bubble/solid particle cluster oscillations.

An estimate to within an order of magnitude of the
dispersion coefficients due to individual gas/solid particle
oscillations can be obtained from the laminar granular tem-
perature, as shown in Jung et al. (2005) and Chalermsinsuwan
et al. (2009b). The “laminar” type dispersion coefficient is cal-
culated by dividing the laminar granular temperature with
the system dominant frequency, which is the most frequently
occurring frequency in a power spectrum of solid volume frac-
tion fluctuations. However, the dominant frequency in this
system was very low, as already computed in our previous
study (Chalermsinsuwan et al., 2012), because there are no
significant oscillations inside this low resident time system.
Therefore, when dividing the obtained laminar granular tem-
perature by the dominant frequency, the obtained dispersion
coefficients due to individual gas/solid particles were exten-
sively high. Similar to the granular temperature results, these
results can be used to confirm the observed dilute gas/solid
particle flow at the center (core) region of the CFB downer, as
shown in Fig. 10.

The “turbulent” type dispersion coefficients (D;) can be
obtained as a function of the normal Reynolds stresses and
the Lagrangian integral time scale (T;), and can be expressed
as shown below (Chalermsinsuwan et al., 2009b, 2011):

D; = vu/T, (23)

T, = / QLGP 04)
0

VAVA
i

Table 4 shows a comparison of the computed time-
averaged and area-averaged solid particle and gas turbulent
dispersion coefficients in both the radial and axial directions
at five different depths in the CFB downer plus the average
values. In contrast to the laminar dispersion coefficient, the
turbulent one focuses on the gas bubble/solid particle cluster
dispersions. From most of the values including the averaged
ones, the solid particle turbulent dispersion coefficients in
axial direction were slightly lower than the gas turbulent dis-
persion coefficients. This can be explained by the fluctuating
velocity in each phase. In the axial direction, the fluctuating
solid particle velocity was slightly lower than the fluctuat-
ing gas velocity and so the solid dispersions were lower than
the gas dispersions. However, the solid particle dispersions
in the radial direction were much higher than the gas ones.
The same explanation applies, in that the fluctuating radial
solid particle velocity was higher than that of the gas velocity.
The former dispersion is similar to the published experimental
and computational results in the CFB riser (Chalermsinsuwan
et al., 2009b). Between the five system depths, the dispersion
coefficients varied within two orders of magnitude. However,
the turbulent dispersion coefficient values were very low. The
simulations also showed that the radial dispersions in the
CFB downer were always lower than the axial dispersions,
since the axial system flow is the main direction. From all
the dispersion results, the gas bubble/solid particle cluster
had drastically less dispersion than the individual gas/solid
particle. The flow structure of the gas bubble/solid particle
cluster can therefore be considered as essentially unchanging
throughout the CFB downer.

The obtained dispersion coefficients were then compared
with those previously reported in the experimental and com-
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Fig. 14 - Comparisons of the computed height-averaged
solid particle turbulent dispersion coefficients with those
previously reported for (a) axial and (b) radial directions.

putational literature in fluidized bed systems, operating in
the same gas velocity range. Fig. 14(a) and (b) shows the
comparisons between the computed solid particle turbulent
dispersion coefficients and the literature survey (Thiel and
Potter, 1978; Avidan and Yerushalmi, 1985; Wei et al., 1994,
1995a, 1998; Koenigsdorff and Werther, 1995; Wei and Zhu,
1996; Du et al.,, 2002; Zheng et al., 2002; Gidaspow et al.,
2004; Jiradilok et al., 2007; Chalermsinsuwan et al., 2009b)
for both directions, axial and radial, respectively. The com-
parisons between the computed, (a) axial and (b) radial, gas
turbulent dispersion coefficients and the literature survey (Dry
and White, 1989; Li and Weinstein, 1989; Werther et al., 1992;
Rhodes et al., 1993; Wei et al., 1995b, 2001; Gayan et al., 1997;
Kim and Namkung, 1998; Namkung and Kim, 1998; Bang et al.,
1999; Leckner et al., 2000, 2002; Brust and Wirth, 2004; Jiradilok
etal., 2007; Luo et al., 2007; Chalermsinsuwan et al., 2009b) are
shown in Fig. 15. The computations showed that both the solid
particle and gas turbulent dispersion coefficients were signif-
icantly lower than the obtained values from the literature in
the CFBriser and downer. The explanation for this observation
can draw from two reasons. Firstly, all the reported literature
values were the individual gas/solid particle dispersions
which their values were normally higher than those of gas
bubble/solid particle cluster. Secondly, the flow behavior of
solid particle cluster/gas bubble in the CFB downer is quite
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Table 4 — A comparison of the computed time-averaged and area-averaged turbulent dispersion coefficients at five
different CFB downer depths and the average values.

Downer depth (m) Solid particle (turbulent) dispersion

Gas (turbulent) dispersion coefficient

coefficient (m?/s) (m?/s)
Axial Radial Axial Radial
1.00 4.5613E-06 9.6636E—-07 6.7202E—-06 7.0397E—-08
2.00 3.5199E—05 4.8277E—07 3.6715E—05 2.2015E-08
3.00 8.1991E-05 2.6843E-07 7.5250E—-05 3.1999E-08
4.00 2.5881E—04 3.6201E—08 2.6272E—04 7.0336E—08
5.00 6.3804E—-04 1.3169E-07 6.9540E—-04 3.4038E—-08
Average 2.0372E-04 3.7709E-07 2.1536E—04 4.5757E—08
L.00E+01 - ticle and gas phases. The system mixing was then employed
= LOOE+00] H 5 as an explanation for the system hydrodynamics.
‘E p— sit % Liwnd Weinsiels, 1989 — The axial velocities were higher than the radial ones
£ Kim and Naxilung, 1098 because of the main axial system flow direction, which implies
% 1.00E-02 5 /-/ that the radial velocities have less effect on the system mixing.
E 1.00E-03 1 Due to the flow characteristics in the CFB downer, the axial
E P ] velocities of the solid particle phase were higher than those
& of the gas phase while the opposite trend was obtained for
= LOOE-05; the radial velocities. The fully developed axial velocities were
€ 1.00E-06 § S ey approximately constant down the CFB downer depth, whilst
< T :t:h- :;:.T.... — the radial distributions of axial velocities were low at the cen-
i ak " ter and high at the wall regions, because the system tries to
honks 5 X i p 5 i balance momentum with the other forces. The fully developed
Gas velocity (ms) radial velocities oscillated slightly around a value of zero.
The laminar granular temperatures were higher than the
(a) turbulent ones and so the individual gas/solid particle oscilla-
LOOE+01 tion dominates the CFB downer flow structure. The computed
total granular temperature values tend to agree with the liter-
z 1.om-:+no% ature data. The turbulent kinetic energies varied between two
£ L0001 s Bt e orders of magnitude, but were considerably low and directly
:E l.{)DE-BI: ?(—“;::‘L!l”: increased with the increasing depth in the CFB downer. This
5 %MH al, 2002 ¢ is because of the formation of more solid particle clusters/gas
g I'OOE—%% N‘“" e bubbles. For the dispersion coefficients, the laminar and tur-
§ 1ODE-bdy bulent dispersions were significantly higher and lower, respec-
% 1.001:..05; AL 1996 tively, compared to the literature data, revealing the improper
%ﬂ i nsi ::::T::::sh 1998 mixing of solid particle cluster/gas bubble inside the CFB
E N L N0T downer when compared to the individual gas/solid particle.
1.00E-07 5 - +Chalermsinsuwan et al, 2009b
L00E-0] . . e
0 2 4 d 8 1o Acknowledgments
Gas velocity (m/s)
®) This study was financially supported by the Thailand Research

Fig. 15 - Comparisons of the computed height-averaged
gas turbulent dispersion coefficients with those previously
reported for (a) axial and (b) radial directions.

stable, as outlined above. Therefore, this implies the improper
mixing of gas bubble/solid particle cluster inside the CFB
downer system.

4, Conclusion

The Eulerian computational fluid dynamics model with the
kinetic theory of granular flow was successfully used to com-
pute the system turbulences and dispersion coefficients in
a circulating fluidized bed downer using the kinetic theory
concept. The obtained model was also used to calculate the
system velocities. For all the obtained results, the axial and
radial directions values were discussed both for the solid par-

Fund (TRF) (MRG5580140), the Grants for Development of
New Faculty Staff and the 90th Anniversary of Chulalongkorn
University Fund (Ratchadaphiseksomphot Endowment Fund),
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Abstract—The information of particle cluster dynamics is necessary for improving the performance of a circulating
fluidized bed system. The main objective of this study is to compare the particle cluster diameters and concentrations
from computational fluid dynamics simulation results between circulating fluidized bed riser and downer. The calculation
methodologies are based on the concept of kinetic theory of granular flow and statistics. The mathematical model was
verified by using the experimental dataset from literature and used for computing the particle cluster dynamics. In the
circulating fluidized bed riser and downer, a dense and dilute core-annulus flow structures were obtained, respec-
tively. The particle cluster in the circulating fluidized bed riser possessed more heterogeneity movements than that in
the circulating fluidized bed downer. This can be explained by the system flow direction. About the particle cluster
dynamics, the particle cluster diameters and concentrations in the circulating fluidized bed riser were higher than the
ones in the downer. The calculated values were comparable to the empirical correlations. This confirms the validity
of the calculation methodologies. Particle cluster dynamics and its example application inside circulating fluidized bed

riser and downer were also discussed.

Key words: Circulating Fluidized Bed, Computational Fluid Dynamics, Downer, Particle Cluster, Riser, Simulation

INTRODUCTION

The design of a circulating fluidized bed (CFB) reactor for use
in various industrial scale applications, such as combustor and gas-
ifier, requires knowledge of system hydrodynamics. Typically, the
CFB consists of two major reaction components, riser and downer.
For both risers and downers, a core-annulus system flow pattern
was observed [1,2]. The solid particles are dense and dilute near
the wall and center regions, respectively. At the annulus or wall region,
the solid particles then agglomerate and form as particle clusters.
One key feature of the system hydrodynamics behavior in CFB is
the existence of particle clusters. The particle cluster flow structure
is significantly different from the individual solid particles [3]. When
particle clusters form in a CFB, they affect the overall gas-solid system
flow behaviors. Therefore, information about the particle cluster
characteristics is necessary. In the experiment, it is known that the
particle cluster prohibits a good multiphase mixing inside the sys-
tem [4]. This then has negative effect on the system chemical reac-
tion conversion. By the computational fluid dynamics (CFD) sim-
ulation, the particle cluster information can be obtained and used
for the calculation of drag or interphase exchange coefficient mod-
els. The particle cluster size was substituted in the correlations instead
of the solid particle size until the correct system hydrodynamics
were obtained [5-7]. In addition, it can be employed in computing
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the mass transfer coefficient, which is then used as an input parame-
ter for the conventional shrinking core chemical reaction model [8,9].
The mass transfer coefficient is one of the three resistances along
with diffusion and chemical reaction. In the literature, the mass trans-
fer coefficient is recognized to be much lower for small particles
than that given by conventional correlations for large particles [10,11].
Chalermsinsuwan et al. [12] explained this situation by the formation
of particle cluster inside their CFB riser. Still, no data is reported on
the CFB downer.

The particle cluster or aggregate is a group of solid particles de-
fined as regions with high solid particle concentration in relation to
the mean concentration [13]. These groups of particles move as a
single body with little internal relative movement [14]. These aggre-
gates play a major role in all flow development length, axial and
radial dispersions near the wall, heat and mass transfers near the
wall, and thus affect the overall performance of a CFB reactor [15].
Nevertheless, the way to identify and characterize two important
parameters of particle cluster for use in the CFD simulation aspects,
which are diameter and concentration, is still in a development stage.
Most of the previous literature studies are focused on the calculation
of the other particle cluster dynamics, such as mean duration time,
frequency of occurrence, existence time fraction and particle clus-
ter number, which are the necessary parameters for use in the experi-
ment aspects [16-18].

The study about the particle cluster was initiated by Yerushalmi
et al. [19], who proposed a hypothesis on particle cluster formation.
Gidaspow et al. [20] conducted both the experiment and simulation
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to visualize the trajectories of particle clusters near wall region of
their CFB riser. Horio and Kuroki [21], Tartan and Gidaspow [22],
Jung et al. [23] and Xu and Zhu [24] found the existence of particle
clusters in the fluidized bed (FB) and CFB riser system operations.
They observed the heterogeneity movements of particle clusters
(downward, stagnant and upward). Zhang et al. [25] simulated the
particle cluster behaviors in a CFB riser and downer. They stated
that there were two types of particle cluster, one in the near wall
region and the other one in the center region. As the formation of
particle clusters is widely recognized, the information on how to
identify and characterize them is mostly limited. For the parameters
used in the experimental aspect, Soong et al. [26] developed criteria
using a statistical methodology to identify particle cluster dynam-
ics based on their experimental data in a CFB riser. As mentioned
above, those dynamics were the mean duration time, frequency of
occurrence and existence time fraction. Sharma et al. [27] used the
same methodology as Soong et al. [26] to obtain the effects of operat-
ing conditions on those dynamics. In addition, the methodology
was validated for use in the CFD simulation results as shown in
Gomez et al. [28]. For the parameters used in the CFD simulation
aspect, Chalermsinsuwan et al. [12] successfully calculated the parti-
cle cluster diameter and concentration in a CFB riser using the kinetic
theory of granular flow [29] and statistical concepts [26]. Breault
[30] analyzed the clustering flows in a CFB riser using Gibbs free
energy. Their Gibbs free energy was related to the particle cluster
size. The computed values of their particle cluster dynamics were
in agreement with their previous experimental results [31]. Besides
the above studies, only the empirical correlations of particle cluster
diameter and concentration from the experimental data were pro-
posed [32-35].

We used the kinetic theory of granular flow and statistical con-
cepts to calculate the particle cluster diameters and concentrations

from CFD simulation results. This is the information still lacking
in the literature. The methodology was applied to both the CFB riser
and downer as experimented by Knowlton et al. [36] and Cao and
Weinstein [37]. This is because the experimental validation was used
as a method for verifying the results. Then, the obtained values were
compared with each other and with the estimated values from the
empirical correlations. In addition, the particle cluster dynamics and
example application were discussed.

COMPUTATIONAL FLUID DYNAMICS
SIMULATIONS

1. Mathematical Models

In this study, the CFD simulation was solved by using the com-
mercial ANSYS FLUENT 6.3.26 program. There are two main math-
ematical models for multiphase flow available in the program: the
Lagrangian model and the Eulerian model. In these CFB riser and
downer systems, the Eulerian model was selected because the solid
phase quantity cannot be occupied by the gas phase one [38]. With
this model, conservation equations, mass and momentum, for each
phase were considered to be continuous and fully inter-penetrating.
Both phases were described in terms of separate sets of conserva-
tion equations with their appropriate interaction terms representing
the coupling between the phases. The equations were closed by pro-
viding constitutive equations based on the kinetic theory of granu-
lar flow. The kinetic theory of granular flow is an extension of the
conventional kinetic theory of gases by adding the effects of solid
particle collision and solid fluctuating kinetic energy (or granular tem-
perature). More information about this theory is provided in Gidaspow
[29]. The verification of the employed model was already proved
in our previous studies with the same CFB riser [12] and downer
[39] systems. For the CFB riser, Chalermsinsuwan et al. [12] vali-

Table 1. A summary of the conservation equations and constitutive equations

A. Governing equations;
(a) Conservation of mass;
(a) Gas phase;

0

5800+ V- (6,03,) =0
(b) Solid phase;

0

5 (EP)+ V- (£p3)=0

(b) Conservation of momentum,;
(a) Gas phase;

(M

@

0
a(gg ggg) +V- (gg g3g$g) == Sng +V- Tt &8~ ﬂgs(eg_ 35) (3)

(b) Solid phase;

agt(ssp&) +V-(6pVV)=-&Vp+V - 1,-Vp,+ £pg+ Bu(V,—V.) Q)

(c) Conservation of solid phase fluctuating energy;

%[—g—t(apﬁ)+V~(apﬂ)3$J:(—ij+ 7): V3S+V-(IQVH)—7S 5)

B. Constitutive equations;
(a) Gas phase stress;

2
Tg= ggﬂg[vezf" (veg)r] - ggg/ug(v : 314)]

(6)
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Table 1. Continued
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(b) Solid phase stress;
= [VV.+(VV) ]~

a(&-3u)v - ™

(c) Collisional dissipation of solid phase fluctuating energy;

4
%:3(1—e2)8‘?pvg06((—1/\/:9)
V4

®)

(d) Conductivity of the solid phase fluctuating energy;

150p,d,./07

5= 381 re)g,
(e) Radial distribution function;

€ 1/35-1
go:[l_(a,;a) J

() Solid phase shear viscosity;

(g) Solid phase bulk viscosity;

4 1%
fs = § spsdpgﬂ( 1+ e)J;[

(h) Solid phase pressure;
p,=&p 0 1+2gie(1+¢e)]

10pd,J/707, 4 ’
= gp‘ ”go(]+e)[+96(l+e)goa l+5g0£s(l+e)}

142 gg0(1+e)} 2p8 d,,(1+e)g0f ©)

(10)

(11)

(12)

(13)

(i) Gas and solid phases interphase exchange coefficient;

- EMMS model;
when ¢,<0.74;

2 > 2>
p.=1501=5 e 750 2)pN ) (14)

&d,
when £,>0.74;
3(1-
Be= —(———%pgﬁg -V,
4 d,

- Gidaspow model;
when ¢,<0.80;

d,

(15)

2 > >
po-1500=8 s  75(1=e)oR % (16)
p

ggdﬁ
when £,>0.80;

3d-&)& 1> >
L= P4 |v v,

with

Re<1000; Cpo= 24
Re,

Re>1000; Cp=0.44

when 0.74<£,<0.82;

when 0.82<£,<0.97;

when ¢,>0.97;

(1+0.15Re’™); Re, = Ze&d¥e= VG

amn

N~V
He

0.0214
4(&,~0.7463)*+0.0044
0.0038
4(&,—0.7789)*+0.0040

o(g)=—31.8295+32.8295¢,

a(g)=—0.5760+

o(g)=—0.0101+

(j) Wall tangential velocity and granular temperature of the solid phase (Jackson and Johnson boundary condition);

7,% 6H &y max ava

(18)
T¢p.Egin/360 N
3/2
g, —_ K000, Brgpeingd (19)

Y an 6¢, max?/w

S(l-e))epg.d’

with Yw= It
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Fig. 1. Schematic drawing and computational domain with their boundary conditions of simplified CFB (a) riser and (b) downer.

dated the mathematical model with the solid mass flux, solid density
and system pressure drop profiles. For the CFB downer, Chalerm-
sinsuwan et al. [39] validated the mathematical model with the solid
volume fraction, solid mass flux and gauge pressure profiles. Also,
the effects of various modeling parameters were explained in their
study, such as the restitution coefficient, specularity coefficient, inter-
phase exchange coefficient model and turbulence model. The chosen
models were the best appropriate ones with the literature experimental
data [36,37]. Therefore, the verification steps were skipped and the
mathematical models were used for further analyzing the particle
cluster dynamics. A summary of the conservation equations and con-
stitutive equations is given in Table 1. The main difference between
the models of CFB riser and downer was the drag coefficient cor-
relations. In case of high solid mass flux system/CFB riser, the energy
minimization multi-scale (EMMS) drag coefficient model was suit-
able to employ, while in case of low solid mass flux system/CFB
downer, the Gidaspow drag coefficient model was used [40-42].
For the CFB riser, the new additional code using VISUAL C++
programming language was added because the EMMS drag coef-
ficient model was not provided in the program.
2. System Descriptions and Computational Domains

To compare the particle cluster diameters and concentrations, the
experimental results by Knowlton et al. (for the CFB riser) [36] and
Cao and Weinstein (for the CFB downer) [37] were chosen as the
two reference cases. In the literature, there is little reported experi-
mental data for both the riser and downer in the same CFB system.
Therefore, two different experimental data with the same Geldart
classification were selected as each CFB section’s representative to
simulate and explain in this study.

For the CFB riser condition, the gas in their system was pure air
with 1.20 kg/m’ in density and 2.00x10°° kg/m s in viscosity. The
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solid particles in their system were fluid catalytic cracking (FCC)
with 76 mm in diameter and 1,712 kg/m’ in density. The diameter
and height of their CFB riser were 0.20 m and 14.20 m, respectively.
Since the three-dimensional model requires long computation time,
we used the two-dimensional model for the simulation. The sche-
matic drawing of the CFB riser is depicted in Fig. 1(a). This sche-
matic drawing is based on Benyahia et al. [43] and Chalermsinsuwan
et al. [12], which was a two inlet-outlet design for the two-dimen-
sional CFB riser. This is because a one inlet-outlet design for two-
dimensional CFB riser cannot capture the system phenomena [12].
The gas was fed to the system at the bottom of the CFB riser. The
solid particles were fed from the two side inlets at 0.30 m above
the bottom of the system with a width of 0.10 m. The gas and solid
particles exited the system through two side outlets at 0.30 m below
the top of the CFB riser (similar width to the side inlets).

For the CFB downer condition, the gas was also air with 1.20
kg/m’ in density and 2.00x107° kg/m s in viscosity. The solid parti-
cles in their system were FCC particles. However, their physical
properties were slightly changed. The solid particle diameter and
density were 82 mm and 1,480 kg/m’. With these properties, the
same group A in Geldart classification was still obtained. The diam-
eter and height of their CFB downer was 0.127 m and 5.00 m, re-
spectively. Similar to the CFB riser, this we used the two-dimen-
sional model for the simulation. The schematic drawing of the CFB
downer, depicted in Fig. 1(b), is based on Chalermsinsuwan et al.
[39], which is a two inlet design for the two-dimensional CFB downer.
The gas was fed to the system at the top of the CFB downer. The
solid particles were fed from the 0.127 m width two side inlets at
0.303 m below the top of the system with the angle of 45° with re-
spect to the system vertical (y) axis. The gas and solid particles exited
through the system outlet at the bottom of the CFB downer.



CFD simulations of particle cluster diameter and concentration in riser and downer of circulating fluidized beds 967

The computational domains of the CFB riser and downer in this
study with their corresponding boundary conditions are also illus-
trated in Figs. 1(a) and 1(b), respectively. For both the CFB sys-
tems, the computational domain consisted of 20 non-uniform grids
in radial or horizontal direction and 300 uniform grids in axial or
vertical direction, with a total of 6,000 computational cells. The CFD
models were solved by using a personal computer with Pentium
1.80 GHz CPU 1 GB RAM. It took approximately 5 days of com-
putation time for 50 s of simulation time. The time-averaged quasi-
steady state results were calculated using the results with the simu-
lation time in the range of 30 s to 50 s. For these two CFB systems,
the grid independence study and time-averaged range checking were
already tested [12,39]. The acceptable results should not depend on
the grid size and simulation time. Chalermsinsuwan et al. [12,39]
performed the CFD simulation with the increments of grid size and
the simulation time in CFB riser and downer, respectively. They
obtained satisfactory values for both the parameters, as already sum-
marized above.

3. Initial and Boundary Conditions

Initially, no gas phase and solid phase were packed in the CFB
system. Thus, there was no solid holdup or solid volume fraction
inside the system. At the system inlets, the velocities and volume
fractions for each phase were specified to be consistent with the
solid mass flux in the CFB riser and downer of 489 kg/m® s and
123 kg/m” s, respectively. Generally, the solid mass flux has a rela-
tionship with the solid density, solid volume fraction and solid veloc-
ity. For the selected CFB riser [36], this system was used for fluid
catalytic cracking application. For the chosen CFB downer [37],
the system was used only as a solid particle transportation part. The
volume fraction and solid mass flux in the CFB downer were then
lower than the CFB riser one. On the other hand, the system pres-
sures were specified at the system outlets as input parameters for
the CFD solving algorithm. At the system wall, no-slip boundary
conditions were applied for all velocities, except the tangential veloc-
ity of solid phase and fluctuating kinetic energy of solid phase, which
were used the boundary conditions of Johnson and Jackson [44].
All the used parameter values for the simulation are listed in Table
2. The employed modeling parameters were selected from the suit-

Table 2. The used parameter values for the CFD simulation

able ones in our previous studies [12,39].
RESULTS AND DISCUSSION

1. Calculation Methodology for Particle Cluster Diameter

As already stated, we used the methodology from Chalermsinsu-
wan et al. [12]. Based on the kinetic theory of granular flow concept
[29], the description of particle cluster diameter is the radial char-
acteristic length of solid particle, which can be obtained by dividing
the radial solid dispersion coefficient at any radial system distance
(D,(r)) with the radial oscillating velocity:

D.(r)
Radial oscillating velocity

Particle cluster diameter= (20)
The radial solid dispersion coefficient can be computed from a

mathematical relation between the radial normal Reynolds stress

(v.ivi(r)) and the Lagrangian integral time scale (T;) [12,45]:

D,(r)=vvi(r)T, 2D
T,=| ﬁ‘%ﬁ””dv @)
0 v

With the radial normal Reynolds stress is the additional stress
due to random velocity fluctuations (v') from its mean values in
radial direction:

vivi(n) = I%Z";(Vx,k(r,t) = VD) (Vau(1,) = V(1) 23)

G SRR o)

The radial oscillating velocity can be obtained from the square
root of the radial normal Reynolds stress:

Radial oscillating velocity =/ v/v(r) 25)

2. Calculation Methodology for Particle Cluster Concentration
Similar to the particle cluster diameter, we used statistical meth-
odology proposed by Soong et al. [26] and Chalermsinsuwan et al.

Symbol Description CFB riser CFB downer
- System diameter (m) 0.20 0.127
- System height (m) 14.20 5.00
o) Gas density (kg/m?) 1.2 1.2
Ly Gas viscosity (kg /m s) 2x107° 2x107°
o) Solid particle density (kg/m?) 1,712 1,480
d, Solid particle diameter (mm) 76 82

V, Gas inlet velocity (m/s) 5.20 3.70
\2 Solid inlet velocity (m/s) 0.476 1.11
& Solid inlet volume fraction (-) 0.60 0.15
G, Solid mass flux (kg/m? s) 489 123

p System outlet pressure (Pa) 101,325 116,325
e Restitution coefficient between solid particles (-) 0.95 0.999
ey Restitution coefficient between solid particle and wall (-) 0.90 0.70
[/ Specularity coefficient (-) 0.50 0.001

Korean J. Chem. Eng.(Vol. 30, No. 4)
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[12] to identify and characterize the particle clusters. Their particle
cluster definition is:

“The solid particle is accepted to be the particle cluster when the
instantaneous solid volume fraction becomes higher than the time-
averaged solid volume fraction plus two times the standard devia-
tion (20).”

After the particle cluster is identified, the particle cluster concentra-
tion or volume fraction is computed as the sum of the time-averaged
solid volume fractions (&,,;) for all the particle clusters over the total
number of particle clusters (m) detected in the observation period:

m_

2 lgz‘[,i

Particle cluster concentration= (26)
3. Empirical Correlations for Particle Cluster Diameter and
Concentration

Up to now, only a limited number of research studies have been
reported about the methodology to compute or estimate the parti-
cle cluster diameter and concentration for using in the CFD simu-
lation aspect.

The curve-fitting correlations from the experimental data for the
particle cluster diameter (d,,) with various system parameters are
summarized as shown below. In [33-35] they proposed that their
correlations were in good agreement with the experimental meas-
urements in the CFB riser.

_ E‘0.25(]_2‘)71.5 1.3889
Zou et al. [33]; dL.,:1.8543dp[5—3241} +d, @7
(1_ &~ gm/) )
Gu and Chen [34]; d.,=d,+(0.027-10d,)z,+32% (28)
E

Harris et al. [35]; d./= - 29

40.8-94.5%,

where d, is the solid particle diameter, €, is the solid volume frac-
tion and &, is the solid volume fraction at minimum fluidization
velocity (which in this study was set roughly as 0.40 using theoret-
ical/experimental results by Benyahia et al. [1,43]).

Similar to particle cluster diameter, Lints and Glicksman [32],
Gu and Chen [34] and Harris et al. [35] presented correlations for
predicting the particle cluster concentration/volume fraction. Their
correlations were developed from experimental data published in
CFB riser publication ranging from laboratory to industrial scale.

Lints and Glicksman [32]; &,=2"° (30)
- 34
Gu and Chen [34]; 2= gs,,,,ux[lf (1 - g—g——) } 31)
0.588*

Harris et al. [35]; ,,= (32)

0.013+2 ™"
where &, .. is the solid volume fraction at maximum packing

condition (which in this study was set equals to 0.60 using theoret-

ical/experimental results by Fluent Inc. [38] and Yang [46]).

Figs. 2(a) and 2(b) show the plot of estimated particle cluster diam-
eter and concentration with time-averaged solid particle concentra-
tion/volume fraction, which were calculated from various empirical
literature correlations, respectively. The graph line results were for
the CFB riser condition and the symbol results were for the CFB
downer condition. All the empirical correlations showed similar
trends of estimated values. The particle cluster diameter and con-
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Fig. 2. Particle cluster (a) diameter and (b) concentration estimated
from various empirical literature correlations.

centration were directly increased with the increasing of solid parti-
cle concentration/volume fraction. These tendencies were consistent
with the experimental data observed by many researchers [32-35].
As the higher quantity of solid particle, the probability of agglom-
eration or accumulation of solid particles as particle clusters is in-
creased. This explains the observed trends as shown in the figures.
4. Observation of Particle Cluster Inside CFB Riser and Downer

The CFD model, which was already verified in our previous stud-
ies [12,39], was used as a method for verifying the obtained results.
It is then suitable for analyzing more information on CFB riser and
downer systems. In this section, the system flow structures in both
CFB riser and downer are shown. The calculation methodologies
in the previous sections were then used to compute the particle cluster
diameters and concentrations. Lastly, the computed results between
the CFB riser and downer and with the estimated values from the
literature empirical correlations were compared [32-35].
4-1. Demonstration of Particle Cluster Flow Structure

Fig. 3 illustrates the snapshots of computed instantaneous solid
volume fraction distribution in the CFB riser at six different simu-
lation times (which were 0, 10, 20s, 30s, 40 s and 50 s). The
results were captured between the system heights of 3.50 m to 10.50
m. This CFB riser part is the center part in which the system is operated
in the fully developed condition. At the top and bottom regions of
the figure, the results thus were similar. From the contour color scale,
the dense core-annulus flow structure was observed. The red color
means high solid volume fraction condition, while the blue color
means low solid volume fraction condition. More downward flow
of solid particles can be seen near the wall region than at the center
region of the CFB riser. This is similar to the results with this experi-
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Fig. 3. Snapshots of computed instantaneous solid volume frac-
tion distribution in the CFB riser at six different simula-
tion times.
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mental system condition [12,36]. About the particle cluster infor-
mation, we observed that some system area had significantly stronger
contour color than the other system area. This implies the occurrence
of the particle cluster inside the system. The particle cluster had hetero-

geneity movements. It can fall down, move up, stagnate, break and
agglomerate inside system, which is consistent with the previous
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Fig. 4. Snapshots of computed instantaneous solid volume frac-
tion distribution in the CFB downer at six different simu-
lation times.

literature results [21-24]. However, from the expanded figure, it could
be clearly seen that particle clusters occurred mostly near the wall
region. The particle cluster concentration or volume fraction was
about 0.40 with the particle cluster diameter of approximately 0.01 m.
In the figure, the appropriate time-averaged range was also con-
firmed. The results after 30 s were not changed with the simulation

Table 3. The computed information on particle cluster diameters at various different heights of the CFB riser and downer

CFB riser
Height Dimensionless Radial solid dispersion Radial oscillating Particle cluster

(m) system height (-) coefficient (m*/s) velocity (m/s) diameter (m)
1.50 0.11 5.28E-03 2.52E-01 1.73E-02
3.50 0.25 2.47E-03 2.24E-01 1.01E-02
5.50 0.39 2.73E-03 2.80E-01 8.43E-03
7.00 0.49 2.76E-03 2.59E-01 9.52E-03
8.50 0.60 2.25E-03 2.19E-01 8.75E-03
10.50 0.74 2.46E-03 2.43E-01 8.73E-03
12.50 0.88 1.61E-03 1.46E-01 1.01E-02
Averaged 2.79E-03 2.32E-01 1.04E-02

CFB downer
Height Dimensionless Radial solid dispersion Radial oscillating Particle cluster

(m) system height (-) coefficient (m?¥/s) velocity (m/s) diameter (m)
1.00 0.20 9.66E-07 1.07E-03 9.02E-04
2.00 0.40 4.83E-07 7.31E-04 6.60E-04
3.00 0.60 2.68E-07 5.60E-04 4.80E-04
4.00 0.80 3.62E-08 2.48E-04 1.46E-04
5.00 1.00 1.32E-07 5.07E-04 2.60E-04
Averaged 3.77E-07 6.23E-04 4.90E-04
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time. Therefore, the 30 s to 50 s was selected as the time-averaged
range in the following sections.

The snapshots of computed instantaneous solid volume fraction
distribution in the CFB downer at similar six different simulation
times are displayed in Fig. 4. The results are shown throughout the
system heights between 0.00 m to 5.00 m. At the top and bottom
regions of the figure, the results thus were not the same. This is due
to the inlet and outlet system configurations. At the center region,
the fully developed distribution was approximately constant. From
the contour color scale, the dilute core-annulus flow structure was
observed in the CFB downer. This is in agreement with the experi-
mental observation in this system [37,39]. The high downward flow
of solid particles near the wall region was obtained because the system
moved with the same direction as gravitational acceleration. Simi-
lar to the CFB riser results, the formation of particle clusters in the
CFB downer was also observed. However, the particle cluster, formed
as a thin sheet near the wall, had less movement when compared
to the CFB riser. Therefore, it could be implied that the particle cluster
in CFB downer possessed less heterogeneity movements than that
in the CFB riser. No particle cluster was moving upward inside the
system, as can be seen from the expanded figure. For the particle
cluster dynamics, its diameter in the downer was two-times smaller
than the one in CFB riser, around 0.005 m, and its concentration
was about 0.08.

4-2. Computation of Particle Cluster Diameter in CFB Riser and
Downer

Afier the simulation results were obtained, the radial normal Rey-
nolds stresses, the Lagrangian integral time scale, the radial solid
dispersion coefficient and radial oscillating velocity were computed.
Then, the particle cluster diameters were calculated using the pro-
posed methodology together with the kinetic theory of granular flow
concept. Table 3 summarizes the computed information on particle
cluster diameter at various different heights of the CFB riser and
downer. The results consisted of the time-averaged and area-aver-
aged radial solid dispersion coefficient, radial oscillating velocity and
particle cluster diameter. For the CFB riser, seven system heights
were selected to show, ranging between 1.50 m to 12.50 m above the
system inlet. For the CFB downer, five system heights were cho-
sen to represent the system characteristics which were 1.00 m to
5.00 m below the system inlet. In the table, the averaged values from
all the system heights are also shown. As for the radial dispersion
coefficients, the values for the CFB riser were higher than the ones
for the CFB downer approximately four orders of magnitude. As al-
ready discussed, this is because of more system heterogeneities in
CFB riser or more stable flow structure in CFB downer. For the
radial oscillating velocities, the computed values were consistent
with the obtained radial solid dispersion coefficients. For the parti-
cle cluster diameters, the values from the CFB riser were larger than
the ones from the CFB downer. These are similar to the observed
flow structures in Figs. 3 and 4. Near the system inlet (bottom region
in CFB riser/top region in CFB downer), both the values from CFB
riser and downer were high. This is due to the agglomeration of
the solid particles. At the center region, the particle cluster diame-
ters were varied and decreased with the system heights. At the top
region, the solid particle cluster diameters were slightly increased
due to the solid particle accumulation at the outlet system configu-
ration. However, it could be inferred that the computed values were
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Fig. 5. The axial distributions of computed time-averaged and area-
averaged particle cluster diameter in the CFB (a) riser and
(b) downer.

1.00E-03

approximately constant after the system reached the fully developed
condition. The observed flow structures are clearly seen in Fig. 5,
which displays the axial distributions of computed time-averaged
and area-averaged particle cluster diameter in the CFB (a) riser and
(b) downer.
4-3. Computation of Particle Cluster Concentration in CFB Riser
and Downer

In this section, the particle cluster concentration results are calcu-
lated based on the statistical methodology as already described. Fig.
6 illustrates the radial distributions of computed time-averaged and
area-averaged (a) solid particle and (b) particle cluster concentrations
at the same seven different CFB riser heights. The radial distribu-
tions of computed time-averaged and area-averaged (a) solid parti-
cle and (b) particle cluster concentrations at the same five different
CFB downer heights are shown in Fig. 7. All the computation pro-
files showed a similar behavior to each other, but the particle cluster
concentrations had higher values than the solid particle concentra-
tion. This is because the solid particles are combined together as
the particle clusters. These results confirm the similar core-annulus
flow structure in different system axial or vertical locations. For the
radial distributions, both the solid particle and particle cluster con-
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Fig. 6. The radial distributions of computed time-averaged and
area-averaged (a) solid particle and (b) particle cluster con-
centrations at seven different CFB riser heights.

centrations near the wall region were larger than the ones at the center
region. When comparing between the CFB riser and downer, the
values for the CFB riser were much larger than the CFB downer.
This is because dense and dilute core-annulus flow structures were
obtained in the CFB riser and downer, respectively. For the CFB
riser, the values of particle cluster concentration at the wall region
were approximately 0.32 to 0.45 which matched with the extracted
value from Fig. 3. For the CFB downer, the particle cluster con-
centrations at the wall region were about 0.05 to 0.10, which is also
consistent with the contour color in Fig. 4. These phenomena can
be explained by the direction of system flow structure when com-
paring with the other force inside the system.

Fig. 8 shows the axial distributions of computed time-averaged
and area-averaged solid particle and particle cluster concentrations
in the CFB (a) riser and (b) downer. The selected system heights
were similar to the ones in the previous figures. As already dis-
cussed, the selected CFB riser height were assumed to operate in
the fully developed condition. It can be seen that the obtained solid
particle and particle cluster concentrations were approximately the

0.15

*hH=020 mhH=040 AhH=060 <hH=080 +h'H=1.00

e 0124

=

F=}

3

E

§ 009 B¢ v

=

-

=2

g

1=

g 0.06 * *

=

w ] ']

0.03 ¢ - -
!l‘ ‘-g
L ETTEY ' TEY 1 A
ALl L0 0

0.00 . . . .
-100 080 060 -040 020 000 020 040 060 080 100

Dimensionless system radius (-)

(a)
0.15
#+hH=020 mhH=040 AhH=060 ~hH=0.80 *hH=1.00
c 0.12 1
-
;-]
5 . - - .
2 009
e
-
™
2
3
< 0.06 - * *
-
-
£ = "
=
B
0.03 + * *
n n '
- * - : 3
!a"_|__§_:II.II:'I_=__:_)‘ ﬂn
0.00 4 aé-ci_iuv_uui_ic-_'d

-100 -080 -060 -040 020 000 020 040 060 080 100

Dimensionless system radius (-)
(b)

Fig. 7. Radial distributions of computed time-averaged and area-
averaged (a) solid particle and (b) particle cluster concen-
trations at five different CFB downer heights.

same in each system height. Therefore, these verified the proposed
assumption. Due to the selected system heights, the solid particle
and particle cluster concentrations in the CFB downer were varied.
Thus, near the system inlet (top region), the solid particle and particle
cluster concentrations were high. Then, the values were considered as
slightly decreased or approximately constant when the system heights
were increasing. This situation can be explained by the inlet configu-
ration and the force balance inside the CFB downer. As the system
height is increasing, the acceleration force inside the system is in-
creased. In addition, the solid particle concentrations were higher than
the particle cluster ones, similar to the obtained results in Figs. 6 and 7.
4-4. Comparisons of Particle Cluster Dynamics with the Empirical
Correlations

After we identified and characterized the particle cluster dynam-
ics, the comparisons with the literature empirical correlations [32-
35] were shown. Table 4 shows the comparisons between the com-
puted time-averaged particle cluster diameters and the previous em-
pirical correlations [33-35] for the CFB riser and downer. In the
table, the averaged values over system diameter and height are shown.
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From the calculation methodology in this study, the minimum and
maximum values of particle cluster diameter ranged from 0.0001 m

t0 0.0173 m, respectively. As already discussed, the previous empir-
ical correlations were only the curve fitting relation between the
solid particle concentration/solid particle diameter and the particle
cluster diameter. To get more precise information, the minimum
and maximum values were computed. The minimum values were
generally calculated based on the solid particle concentrations, while
the maximum values were calculated based on the particle cluster
concentrations. This was done because some previous researchers
did not characterize the solid particle/particle cluster in their experi-
ments. The measured concentrations then can both occur by indi-
vidual solid particles and their agglomerate. Most of the calculated
values in this study are in the range of the empirical correlations.
This result can capture a realistic higher particle cluster diameter.
Comparing between the CFB riser and downer, the values in CFB
downer are more slightly deviated. This is because the experimen-
tal data, which were used to formulate the empirical correlations,
were mostly operated in the CFB riser. However, the values were
consistent with the roughly observed values in CFB downer by Bol-
kan et al. [47]; therefore, they are acceptable.

The comparisons between the computed time-averaged particle
cluster concentrations and the previous empirical correlations [32,34,
35] for the CFB riser and downer are also summarized in Table 4.
The averaged values are shown for both at the wall and at the overall
system. The particle cluster concentrations at the wall are higher
than the ones at the overall system. For the comparison with the
empirical correlations, only the computed values at the wall were
employed. All the values from the previous correlations were both
quantitatively and qualitatively in agreement with the values of this
study. Similar to particle cluster diameter, the values in the CFB
riser were more accurate than in CFB downer due to the available
experimental data. However, all the results in this table confirm the
validity of the calculation methodologies for particle cluster dynamics.
5. Explanation of Particle Cluster Dynamics Inside CFB Riser
and Downer

Fig. 9 displays the snapshots of computed instantaneous solid
velocity vectors in the CFB (a) riser and (b) downer at simulation
time of 40 s. The results are shown both at all the system height
and at the specific center section (fully developed system condi-
tion). After the system reached the fully developed condition, the

Table 4. The comparisons between the computed time-averaged particle cluster diameters and concentrations and the previous empir-

ical correlations for the CFB riser and downer

Method/Correlation Particle cluster diameter (m) Method/Correlation Particle cluster concentration (-)
Minimum Maximum Averaged Wall Averaged

CFB riser

This study 0.0084 0.0173 0.0104 This study 0.3891 0.2667

Zou et al. [33] 0.0031 0.0097 0.0060 Lints and Glicksman [32] 0.3532 -

Gu and Chen [34] 0.0031 0.0225 0.0106 Gu and Chen [34] 0.3283 -

Harris et al. [35] 0.0039 0.0200 0.0108 Harris et al. [35] 0.4519 -

CFB downer

This study 0.0001 0.0009 0.0005 This study 0.0872 0.0220

Zou et al. [33] 0.0002 0.0002 0.0002 Lints and Glicksman [32] 0.1437 -

Gu and Chen [34] 0.0011 0.0013 0.0012 Gu and Chen [34] 0.0677 -

Harris et al. [35] 0.0005 0.0007 0.0006 Harris et al. [35] 0.1154 -
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Fig. 9. Snapshots of computed instantaneous solid velocity vectors
in the CFB (a) riser and (b) downer at simulation time of
40 s.

profiles were approximately constant. In the CFB riser, the results
confirmed the heterogeneity movement as observed in this study
and in other literature publications [21-24]. The solid velocity mostly
moved up at the center and fell at the wall region. At the wall region,
the solid velocity vectors were longer (higher velocity values) as
the system height decreasing. This implies that accumulation of parti-
cle cluster had occurred. The breakage of particle cluster was also
observed in the expanded figure. At that system point, the solid vel-
ocity vector changed its flow direction. This type of particle cluster
is type I as proposed by Zhang et al. [25]. They proposed that there
are two types of particle clusters in a CFB riser and downer. The
particle cluster type I occurred at the near wall region where the
solid velocities are low, and the particle cluster type II occurred in
the center region where the solid velocities are high. However, the
particle cluster type II can also be observed by the contour color in
Fig. 3. In the CFB downer, the profiles were more stable. The particle
cluster moved downward along with the gravitational acceleration.
Similar to the CFB riser, both particle cluster types were observed
with very low concentrations, though most of them were particle
cluster type I with lower downward solid velocity than at the center
region. About the difference between particle cluster behavior be-
tween CFB riser and downer, the velocities of some type I particle
clusters in the CFB riser were downward and opposite to the main
flow direction, but the velocities of all type I particle clusters in the
CFB downer were downward and the same as the main flow di-
rection. Therefore, back mixing due to particle cluster in the near
wall region of a CFB downer did not occur. In addition, it can be
implied that the duration time for the particle cluster in the CFB
riser is longer than that in the CFB downer, which is qualitatively
consistent with the experimental result by Zhang et al. [48]. About
the explanation why the particle clusters were formed, it could be

clarified by the solid particle force balance inside each system [2,
49]. This phenomenon is probably due to the mixed effect of drag
force, gravity force, wall resistance, solid particle properties and
multiphase turbulence. For an example application of the computed
particle cluster dynamics, the Sherwood numbers or dimensionless
number describing mass transfer were computed using the particle
cluster diameter with the methodology in Chalermsinsuwan et al.
[12]. The obtained results confirmed the low Sherwood numbers,
which were 0.01 in CFB riser and 0.33 in CFB downer. This is due
to the particle cluster formation inside the system. Then, this knowl-
edge can be further used as criteria for designing of CFB reactor
application such as selecting the appropriate chemical reaction sides
for each reaction in chemical looping.

CONCLUSION

The information of particle cluster diameters and concentrations
is useful for improving the performance of a circulating fluidized
bed (CFB) system. These aggregates play a major role in flow de-
velopment length, axial and radial dispersions near the wall and mass
and heat transfers near the wall as well. In the literature, the way to
identify and characterize the important parameters of particle clus-
ter, diameter and concentration, is in a development stage for use
in the computational fluid dynamics simulation (CFD) aspect.

This study calculated the particle cluster diameters and concen-
trations from two-dimensional CFD simulation results by using the
concepts of kinetic theory of granular flow and statistic. The mathe-
matical models were already verified with the CFB riser and downer
experimental data in our previous study and thus used for comput-
ing the particle cluster dynamics. In the CFB riser, a dense core-
annulus flow structure was observed, while in the CFB downer, a
dilute core-annulus flow structure was obtained. The particle clus-
ter in the CFB riser had more heterogeneity movements than that
in the CFB downer, which could be explained by the system flow
direction. About the particle cluster dynamics, the particle cluster
diameters and concentrations in the CFB riser were higher than in
the CFB downer. The particle cluster dynamics were increased with
decreasing system height, due to the accumulation of solid parti-
cles. Then, the obtained values were compared with the predicted
values from the empirical correlations. Most of the values were in the
range of the empirical correlations, which confirmed the validity of the
calculation methodology. Finally, the particle cluster dynamics and
example application inside the CFB riser and downer were discussed.

These simulation results reveal the power of the CFD simula-
tion application. Still, the computer capacity remains the limitation
for simulating a complex system. Although the two-dimensional
model is proven to represent the three-dimensional system in this
study, the three-dimensional model is more realistic than the two-
dimensional model with higher computational effort.

NOMENCLATURE

General Letters
C, :drag coefficient [-]

d, :particle cluster diameter [m]
d,  :solid particle diameter [m]
D, :radial solid dispersion coefficient [m?*/s]
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[¢)]

: restitution coefficient between solid particles [-]
: restitution coefficient between solid particle and wall [-]
: gravity force [m/s’]

: radial distribution function [-]

: mass flux [kg/m” s]

: height of system [m]

: overall height of system [m]

: unit tensor [-]

: total number of particle clusters [-]

: unit vector [-]

: pressure [Pa]

: radial direction [-]

: Reynolds number [-]

T, :lagrangian integral time scale [s]

t : time [s]

\% : velocity vector [m/s]

v’ :velocity fluctuation [m/s]

v, a4 - slip velocity of solid particle at the wall [m/s]
v, :velocity of solid particle at the wall [m/s]

v.» - tangential velocity of solid particle at the wall [m/s]
x  :radial or horizontal distance [m]

y  :axial or vertical distance [m]

© 0o

mHT BB —~ITSQ

(¢
~

Greek Letters

: drag or interphase exchange coefficient [kg/m’ s]

: volume fraction [-]

: solid volume fraction of particle cluster [-]

: solid volume fraction at minimum fluidization velocity [-]
: solid volume fraction at maximum packing [-]

: specularity coefficient [-]

: collisional dissipation of solid fluctuating energy [kg/m s’]
: conductivity of the solid fluctuating energy [kg/ m s]

: viscosity [kg/m s]

: granular temperature [m?/s’]

: density [kg/m’]

: standard deviation [-]

: stress tensor [Pa]

: bulk viscosity [kg/m s]

RTINS
LU

™ &
5 d

'S, max

TN QR R X RS

Subscripts
g : gas phase
s : solid phase
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In this study, the effects of varying the system inlet and outlet boundary conditions were investigated based on
three-dimensional computational fluid dynamics (CFD) simulation inside a high solid particle flux circulating
fluidized bed riser. Four possible system inlet boundary conditions were considered with varying the gas inlet
channel size at 25% (case 1), 50% (case 2), 75% (case 3) and 100% (case 4) of the maximal diameter compared
to the system channel (0.050, 0.100, 0.150 and 0.200 m, respectively). The solid volume fraction inside the sys-
tem decreased as the gas inlet channel size increased. Varying the system outlet boundary conditions by chang-
ing the outlet radius from 0.025 m to 0.050, 0.075 or 0.100 m revealed that the solid volume fraction inside the
system increased with decreasing outlet radii. These results compare well to those experimental and
two-dimensional CFD simulations. In addition, the effects of mesh sizes or computational cells, time-averaged
ranges and computational fluid dynamics simulation dimensions were discussed.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Currently, low solid particle flux circulating fluidized bed (CFB) reac-
tors are widely applied in many industrial-scale operations, such as in
combustion processes. The key advantage of CFB reactors over other
multiphase reactors is the large contact area between the gas and
solid particles that results in high system heat and mass transfers [1].
From theoretical determinations, when high solid particle flux CFB reac-
tors are applied to fluid catalytic cracking, gasification and agricultural
product drying, the reactor efficiency is expected to be high. In contrast,
in some experimental cases a low efficiency was obtained [2,3]. The re-
quirement to understand the causes of and to increase the efficiency of
high solid particle flux CFB reactors is thus important. The hydrodynam-
ics and mixing performance inside a high solid particle flux system in
various applications have been reported previously [4-7], but an under-
standing of the complex hydrodynamics of gas and solid particle inter-
action behavior is still the major challenge for improving the system
efficiency [8-11]. Although there have been advancements in the
scale-up of the reactor [12,13], it is somehow still difficult to achieve
this because of the lack of industrial-scale experimental information
in the academic literature [14-16].

At present, computational fluid dynamics (CFD) based simulations
have been commonly employed because of their various benefits,
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such as a reduced time for designing or developing a system, being
able to use it in otherwise extreme and/or unsafe experimental operat-
ing conditions and providing more comprehensive crucial information.
For CFBs, CFD can be adopted as a methodology to investigate the com-
plex system hydrodynamics and scale-up the reactor. There are two
schemes for CFD-based simulations that can be used to model the
multiphase flow system. These are the Eulerian-Eulerian [17-22] and
the Eulerian-Lagrangian methods [17,18,23-26]. Many researchers
[27-36] have predicted the hydrodynamics of gas and solid particle in-
teractions using the Eulerian-Eulerian scheme coupled with the kinetic
theory of granular flow (KTGF). This theory is used to define the prop-
erties of the solid particle phase through each specific constitutive
equation [36]. The Eulerian-Eulerian scheme with the KTGF is, there-
fore, an interesting approach to use for analyzing the complex
multiphase phenomena inside the CFB reactor system.

In the CFB reactor, the riser is an important section and is where the
chemical reaction(s) mainly occur. Experimental and theoretical studies
have reported that the inlet and outlet configurations of CFB risers
strongly influence the overall system flow behaviors [37-50]. The inlet
and outlet configuration effects can be separated into the limitation of
solid circulation and the opening area arrangement where both configu-
rations have significant influence on the axial and radial solid particle
voidage distributions [37]. The mixing density of the gas and solid parti-
cles near the entrance region was found to change remarkably
depending on the boundary condition of the solid particle returning sec-
tion [38]. The solid particle inlet configuration was found to affect the
system flow behavior in a low solid particle flux CFB riser, where feeding
the solid particles in at the bottom of the riser hindered the radial mixing
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in the system but when the solid particles were fed at the side of the
riser, the system radial mixing was increased due to a high gas bypassing
effect [39]. Simulation of a two-dimensional CFB riser with a J-valve solid
particle returning section concluded that the correct implementation of
inlet conditions was critical for successful simulation of the hydrody-
namics [40]. From different combinations of solid particle feeders and
riser exit shapes, a highly dense solid circulation inside the CFB was
found with an L-valve type solid particle feeder and a C-riser exit shape
[41], where the acceleration zone was observed near the solid particle's
recycling. Changes in the axial flow structure and heat transfer coeffi-
cient for different riser exit shapes under various different operating con-
ditions have been predicted [42-44], where an abrupt exit was found to
cause the solid particles to be knocked out of the gas flow to a much
greater extent than with a curved exit. With respect to the flow asymme-
try in the solid particle entrance region of a CFB, the back feeding parti-
cles were found to penetrate the flow near the entrance wall before
reaching the opposite wall [45]. With the use of an abrupt T exit the
solid particle concentration was found to be denser than that in a smooth
exit type [46], whilst the use of an L-riser exit shape extensively de-
creased the vortex formation inside a low solid particle CFB [47]. In addi-
tion, various gas inlet distributors have been investigated using
two-dimensional CFD-based simulations, where the flow profiles in the
fully developed region were found to be governed by the inlet configura-
tion [48-50]. From the above reported studies, most of the inlet and out-
let effect studies have focused on the geometric configuration, especially
for the solid particle ones, whilst the reactor systems were mainly oper-
ated in a low solid particle flux condition. In addition, two-dimensional
CFD simulations were employed.
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The aim of this study was then to develop a three-dimensional
CFD simulation so as to more thoroughly explain the effects of the
gas inlet and outlet boundary conditions on the behavior of the sys-
tem hydrodynamics inside a high solid particle flux CFB riser using
Geldart group A solid particles. Since no experimental observations
describing the gas distribution for the inlet and outlet boundary con-
ditions of the basic CFB riser was available, various possible system
inlet (gas inlet channel opening size) and outlet (system outlet
radii) boundary conditions were considered under similar inlet gas
velocity and geometry configurations. The time-averaged system
pressure drop, solid mass flux, solid volume fraction and granular
temperature were summarized based on each three-dimensional nu-
merical simulation results. In addition, the effects of the mesh size
(number of computational cells), time-averaged ranges and CFD sim-
ulation dimensions were analyzed and compared to the available lit-
erature reports [32,51]. Although the results were based on Geldart
group A solid particle, the obtained results also can be applied as a
basis to explain the behavior in Geldart group B solid particle (e.g.
[52-54]). Mahmoudi et al. [54] and Van de Velden et al. [55] found
that Geldart group A and B solid particles behave similarly in the
riser, especially within the operation regime in this study.

2. CFD simulation model
2.1. Computational domain description of the system

As stated above, evaluation of the validity of the CFD simulation
model was performed by comparing the obtained results with the
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Fig. 1. Experimental setup and simplified schematic drawing of the CFB riser used in this study and the previously reported experimental and two-dimensional simulation studies [32,51].
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previously reported experimental data of [32,51], where the CFB riser
was cylindrical in shape with a 0.20 m internal diameter and 14.20 m
height (Fig. 1). The gas phase was fed into the system at the bottom of
the CFB riser, while, the solid particle phase entered the system from
one side at 0.30 m above the bottom of the CFB riser and exited the
system from the same side at 0.30 m below the top of the CFB riser.
Since there were no actual experimental observations describing the
inlet and outlet boundary conditions available, various possible sys-
tem inlet and outlet boundary conditions were considered. In this
study, the employed solid particles were FCC (fluid catalytic cracking)
solid particles with a mean diameter of 76 pm and a density of
1712 kg/m>, whilst the employed gas was air.

The three-dimensional computational domain and expanded geom-
etry of the CFB riser used in this study, which was comprised of 26,184,
51,789 or 98,005 cells computational cells, is shown in Fig. 2. A time step
of 1 x 1073 s with 100 iterations per time step was used throughout
and the simulations were conducted for 30 s of simulation time (total-
ling approximately 2 weeks of computational time), using an Intel
Core-i3 3.20 GHz with 8 GB RAM workstation. A summary of the CFB
riser and model parameters used in this study is given in Table 1.

(@) (b) () (d)

Fig. 2. (a) Computational domain, and (b-d) the expanded geometry of the CFB riser
model used in this study with (b) 26,184, (c) 51,789 and (d) 98,005 computational cells.

Table 1

System and model parameters used in this study.
Number Description Value
1 Diameter of CFB riser (m) 0.20
2 Height of CFB riser (m) 14.20
3 Gas density (kg/m?) 1.20
4 Gas viscosity (kg/m s) 2x107°
5 Solid particle density (kg/m?) 1,712
6 Solid particle diameter (um) 76
7 Inlet gas velocity (m/s) 5.20
8 Inlet gas temperature (K) 298.15
9 Inlet solid particle velocity (m/s) 0.48
10 Inlet solid particle temperature (K) 298.15
11 Inlet solid particle volume fraction (—) 0.60
12 Outlet system pressure (Pa) 101,325
13 Restitution coefficient between solid particles (—) 0.999
14 Restitution coefficient between solid particle and wall (—) 0.95
15 Specularity coefficient (—) 0.50

2.2. Mathematical model description

The Eulerian-Eulerian multiphase flow scheme with the KTGF was
selected for use in this study for the numerical simulation. For the
Eulerian-Eulerian scheme, both the gas and solid particle phases were
treated as an interpenetrating continua. Therefore, each phase is calcu-
lated with its own set of equations. The mathematical models or equa-
tions were solved using the commercial ANSYS FLUENT program
utilizing the finite volume method. Because the system was operated
at an isothermal condition, the energy conservation equations were ig-
nored. The first-order upwind numerical scheme was used for all terms
except for the convection terms, where second-order upwind numeri-
cal schemes were employed. The conventional SIMPLE algorithm was
used to define the relationship between the velocity and pressure cor-
rections and to recast the continuity equation in terms of a pressure cor-
rection calculation. This numerical method has been successfully used
before [19,56,57]. Details of each mathematical model or equation are
expressed in Sections 2.2.1, 2.2.2 and 2.3.

2.2.1. Conservation or governing equations

2.2.1.1. Mass conservation equations. The mass conservation equations
for the gas and solid particle phases used are shown in Egs. (1) and (2):

d
o7 (E60) + V" (47, ) = 0 (1)
2 600 + V- (Epv) =0 @

where &, and & represent the volume fraction of the gas and solid par-
ticle phases, respectively, pg and p; represent the density of the gas and
solid particle phases, respectively, v, and v, represent the velocity of the
gas and solid particle phases, respectively, and t represents the time.

Each computational cell is shared by the inter-penetrating phases,
so that the summation of all volume fractions is unity (Eq. (3)),

g+ =1 3)

2.2.1.2. Momentum conservation equations. The momentum conserva-
tion equations for the gas and solid particle phases used are shown in
Egs. (4) and (5):

% (egpgvg) + Vv (egpgvgvg) =—&VP+ VT,
+€gPg8 Pgs (Vg _VS) 4)

0
o (&5PsVs) + V' (&05VsVs) = —& VP + V' T —VPs + €08
+ Bys (v~ vs) (5)
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Fig. 3. The effect of the computational cell number on the axial distributions of the computed time-averaged system pressure drop in the (a) x-direction and (b) the y-direction, in
comparison with the corresponding previously reported experimental and two-dimensional simulation results [32,51].

where P and Ps represent the system pressure of the gas and
solid particle phases, respectively, 7, and 7, represent the stress
tensor of the gas and solid particle phases, respectively, g
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represents the gravity or gravitational acceleration force and
Bgs represents the interphase exchange coefficient or drag force
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Fig. 4. The effect of the computational cell number on the axial distributions of the computed time-averaged solid volume fraction in the (a) x-direction and (b) y-direction.
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Fig. 5. The effect of the time-averaged range on the axial distributions of the computed time-averaged system pressure drop in the (a) x-direction and (b) y-direction, in comparison
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Fig. 7. Computational domain of the CFB riser used with four different gas inlet channel
sizes of 25% (case 1), 50% (case 2), 75% (case 3) and 100% (case 4) of the maximum diameter
of the system channel (or 0.050, 0.100, 0.150 and 0.200 m diameter, respectively).

2.2.1.3. Solid particle fluctuating kinetic energy conservation equation.
The fluctuating kinetic energy conservation equation for the solid parti-
cle phase, as derived from the KTGF [19,36], is expressed in Eq. (6);

3[0 -
j m(gspsg) + V'(SSPSQ)VS = (_VPSI + TS) : vVs + V.(KSVO)_’YS (6)

where the term 6 is the solid particle fluctuating kinetic energy or gran-
ular temperature, k; and s are the conductivity and the collisional dis-
sipation of the solid particle fluctuating kinetic energy, respectively, and
I is the unit tensor.
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2.2.2. Constitutive equations

Constitutive equations are needed to close the governing equations
for solving the problem, and those used in this study are summarized as
follows:

The stress tensor can be expressed as the sum of deviatoric and
spherical stresses that tend to change the volume of the stressed
body, and are described by Egs. (7) and (8):

Ty = Egllg {va + (va) T} - ésgug (V'vg)l (7)

o = e [Ty, + (V)] 5 (6= 3 ) (vl ®)

where g, and i are the viscosity and shear viscosity of the gas and solid
particle phases, respectively, and & is the bulk viscosity of the solid par-
ticle phase [19]. This is defined as the resistance of the solid particle to
compression and expansion [36], and can be calculated using Eq. (9);

&~ 2endeo e g

where d, and e represent the solid particle diameter and the restitution
coefficient between solid particles, respectively, and go is the radial
distribution function and indicates the probability of collisions between
solid particles when the solid particles become dense. It can be calculat-
ed from Eq. (10);

e 1/37 -1
= |1— S
o-[-(c2) |

where the term & max is the volume fraction of the solid particle phase at
the maximum packing condition.

(10)
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Fig. 8. The axial distributions of the computed time-averaged system pressure drop for varying gas inlet channel opening levels (25% (case 1), 50% (case 2), 75% (case 3) and 100% (case 4)
maximum diameter) in the (a) x-direction and (b) y-direction, in comparison with the corresponding previously reported experimental and two-dimensional simulation results [32,51].
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The shear viscosity of the solid particle phase (1) in Eq. (8) is com-
posed of a kinetic and a collisional term that arise from the solid particle
momentum exchange due to translation and collision, respectively
[19,36]. It is formulated as shown in Eq. (11),

2

10p,d, v/ 4
PN 1 Sgeni e (1)

—‘—ls d,go(1 +e)\/§+7
Hs = 58PsCp80 T 96(1 + e)gyés
The solid particle pressure can be calculated from Eq. (12),
Ps = Sspsﬂ[l + Zgogs(] + e)] (]2)

The conductivity of the solid particle fluctuating kinetic energy is
given by Eq. (13);

~ 150p,d,,V/om
° 7 384(1+e)gg

6

2
0
. 1+ 2ego(l+ e)] +20,85dy(1 +e>go\/; (13)

The collisional dissipation of solid particle fluctuating kinetic
energy is given by Eq. (14);

Cafy2\.2 4 o
v.=3(1 e)sspsg()e(dp n) (14)

The interphase exchange coefficient or drag force model () is de-
fined as the resistance force of a solid particle, and has already been
shown to have strong effect on the system hydrodynamics [58]. There
are several interphase exchange coefficient models available, such as
the Gidaspow [59], Syamlal & O'Brien [60], Wen & Yu [61] and energy
minimization multi-scale (EMMS) [62] models that have been common-
ly used in theoretical studies on CFB risers. Among all of these coefficient
models, the EMMS model, which was developed based on the particle
cluster occurrence concept, has successfully been used to simulate the
system with Geldart group A particles [32]. The other three different
drag force models are more preferred for moderate and dilute systems.
The EMMS model is presented following Eq. (15) for &, < 0.74, and in
Eq. (16) for &; > 0.74:

(1_3 )2ﬂ (1—8 >p ‘v -V,
B = 190° gy 11 (15)
1
Bes = %( d‘zg>8gpg}vg v, CD0w<gg> (16)
with 0.74 <&, <082 , (g;) = —0.5769 + 0.0214
4(5,—0.7463)" + 0.0044
with 0.82 <&, <097 . (g;) = —0.0101 + 0.0038

4(2,—0.7789)" +0.0040

with &, > 0.97 o(s;) = —31.8295 + 32.8295,

2.3. Initial and boundary condition descriptions

The necessary system initial and boundary conditions are presented.
For the initial condition, the velocity and volume fraction for both the
gas and solid particle phases were prescribed. Only the gas phase was
filled inside the system at this condition. For the inlet boundary condi-
tion, the gas velocity was fixed constant at 5.20 m/s. A solid particle ve-
locity of 0.476 m/s was used with a volume fraction of 0.60 and a solid
particle mass flux of 489 kg/m? s. For the outlet boundary condition,
atmospheric pressure was specified. For the wall boundary condition,
the Johnson and Jackson [63] boundary condition, modified by Sinclair
and Jackson [64], was used for the tangential velocity of the solid

particle phase (v¢,v) and the granular temperature (6y). These can be
written as shown in Egs. (17) and (18):

6”585‘ max avs,W

Vo — 17
W s V30 On )
3
0., — _Kigaeiw \/§n¢ps£svislipg062 (18)
w 7W an 6‘;;s.,max‘YW
Van(1-c )"
with yy =

485, max

The term vy, represents the velocity of the solid particle phase at
the wall, ¢ is the specularity coefficient, n is the unit vector, vsgp, is
the slip velocity of the solid particle phase at the wall and e,, is the
restitution coefficient between the solid particle and wall.

3. Results and discussion
3.1. Grid independency test

In every CFD simulation, to have any confidence in the obtained
results, the effect of mesh sizes or computational cells has to be exam-
ined in a grid independency test. In this study, three different compu-
tational cell numbers (26,184, 51,789 and 98,005 cells) were used, as
shown in Fig. 2. The effect of the computational cell number on the
axial distributions of the computed time-averaged system pressure
drop were essentially identical in the x- and y-directions and the
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Fig. 9. The radial distributions of the computed time-averaged solid mass flux at a 3.90 m
height in the CFB riser with varying gas inlet channel opening diameters (25% (case 1),
50% (case 2), 75% (case 3) and 100% (case 4) maximum diameter) in the (a) x-direction
and (b) y-direction, in comparison with the corresponding previously reported experi-
mental and two-dimensional simulation results [32,51].
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maximum diameter) in the (a) x-direction and (b) y-direction.

predicted similar system pressure drop profiles were consistent with
the corresponding experimental data and previous two-dimensional
simulation results [32,51] (Fig. 3). However, with 26,184 computa-
tional cells the three-dimensional simulation results showed a some-
what higher pressure drop in both the x- and y-directions than with
the other two simulations with larger numbers of computational
cells. This was further supported by the axial distributions of the
computed time-averaged solid volume fraction (Fig. 4), where the
three-dimensional simulation results obtained with 51,789 and
98,005 computational cells were much lower compared to those
with 26,184 computational cells in both the x- and y-directions, re-
spectively. This indicates that the mesh size of 51,789 cells is

Table 2

adequate for providing reasonable grid independency results and so

was selected for use in the following CFD simulations.

3.2. Simulation time-averaged range test

For the quasi-steady state of the CFB riser, the flow hydrodynamics is

required to be analyzed in terms of the time-averaged result. Thus, an ad-
equate, but not excessive, simulation time is needed to be identified. The
effect of the time-averaged range on the axial distributions of the com-
puted time-averaged system pressure drop in the x- and y-directions
are presented in Fig. 5, along with the corresponding experimental
data and previous two-dimensional simulation result [32,51] for

Comparison of the computed laminar, turbulent and total granular temperatures for four different system inlet boundary conditions at each of three different CFB riser heights

(3.5 m, 7.0 m and 10.5 m) in the x-direction and y-direction.

Number System inlet boundary CFB riser height (m) Granular temperature (m?/s?)
condition case S S
x-direction y-direction
Laminar Turbulent Total Laminar Turbulent Total

1 Case 1 35 7.8130E—09 6.5226E—03 6.5226E — 03 6.0785E — 09 8.4878E—03 8.4879E—03
7.0 2.7687E—09 1.6165E—03 1.6165E—03 2.8895E —09 2.2226E—03 2.2226E—03
10.5 3.2856E — 09 1.8670E— 03 1.8670E—03 2.8845E —09 1.9167E—03 1.9167E—03
Average 4.6224E—09 5.5270E—03 5.6128E—03 3.9508E —09 6.5941E—03 6.6651E—03

2 Case 2 35 4.6448E — 07 4.4848E — 02 4.4849E — 02 5.1480E — 07 5.6560E — 02 5.6560E — 02
7.0 8.9758E — 07 3.8743E—02 3.8743E—02 8.0325E—07 4.0554E — 02 4.0555E — 02
10.5 8.4767E—07 4.1545E—02 4.1546E — 02 8.5732E—07 4.2315E—02 4.2316E—02
Average 7.3658E —07 4.1712E—02 4.1713E—02 7.2512E—07 4.6476E — 02 4.6477E—02

3 Case 3 35 6.1808E — 06 2.3507E—01 2.3508E —01 5.6672E — 06 2.5178E—01 2.5178E—01
7.0 5.6077E — 06 1.4485E—01 1.4486E—01 5.0896E — 06 1.4165E—01 1.4165E—01
10.5 4.9447E — 06 1.7399E—01 1.7399E —01 4.5502E — 06 1.6160E—01 1.6161E—01
Average 5.5777E—06 1.6901E—01 1.6913E—01 5.1023E—06 1.8270E—01 1.8281E—01

4 Case 4 3.5 3.5115E—05 3.3140E—01 3.3144E—01 6.4112E—05 3.2733E—01 3.2739E—01
7.0 1.5518E—04 2.6642E—01 2.6658E — 01 9.0431E—05 2.5608E — 01 2.5617E—01
10.5 2.0271E—04 4.5214E—01 4.5234E —01 1.8489E — 04 4.3029E—01 4.3048E—01
Average 1.3100E — 04 3.0879E—01 3.0911E—01 1.1315E—04 3.2351E—01 3.2380E—01
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comparison. The results obtained over a 0-10 s time-averaged range
were different compared to those from the longer time-averaged ranges
in both the x- and y-directions, whilst there was only a slight different
between the results over a 10-20 s and 20-30 s time-averaged ranges.
The results were consistent with those seen for the time-averaged
range of axial distributions for the computed time-averaged solid
volume fraction in both directions (Fig. 6). This implies that the simula-
tion time-averaged range had reached the quasi-steady state from a
simulation time of 10 s. Consequently, to ensure the correctness of the
results, the 20-30 s time-averaged range was selected for analyses and
explaining the system hydrodynamics in this CFB riser system.

3.3. Effect of system inlet boundary condition

Three-dimensional CFD simulations in a high solid particle flux CFB
riser have previously been conducted to investigate the system inlet
boundary condition effect on the flow hydrodynamics [37,39]. From
the literature studies, the effect of fully developed gas velocity profiles
did not affect the predicted behavior [50,65,66]. Indeed, some research
had found that different inlet velocity profiles gave slightly different re-
sults. For example, simulations using trapezoidal inlet profiles predicted
little denser annulus flows than those using the uniform profiles [29,50].
Therefore, the shape of the fully developed gas velocity profile was not
chosen to be investigated. Then, four various possible system inlet
boundary conditions were considered, as displayed in Fig. 7, with varying
the opening percentage of gas inlet channels at 25% (case 1), 50%
(case 2), 75% (case 3) or 100% (case 4) of the diameter compared to the
system channel (0.050, 0.100, 0.150 or 0.200 m diameter, respectively).

In this section, the EMMS model using 51,789 computational cells
over a 20-30 s time-averaged range was used to predict the system
hydrodynamics in terms of the time-averaged system pressure drop,
solid mass flux, solid volume fraction and granular temperature (Figs. 8
to 10 and Table 2). No significant difference was observed between the
x- and y-directions in each system, and the three-dimensional CFD sim-
ulation results were both qualitatively and quantitatively consistent with
the two-dimensional ones (Figs. 8 to 9). However, the two-dimensional
CFD simulation results were slightly more consistent with the experi-
mental data than the three-dimensional ones. The pressure drop profiles
for three-dimensional CFD simulation were more uniform in axial sys-
tem direction. The simplified two inlet-outlet configuration using in
two-dimensional CFD simulation to compensate the third system di-
mension will be the reason for this observed phenomena. In addition, it
can be explained by the greater level of available space and sufficient
force inside the computational domain of three-dimensional CFD simula-
tion. Comparing to the two-dimensional CFD simulation, the solid parti-
cles then have more chance to reside in the third system dimension,
making the solid mass flux at the center and wall regions to be slightly
lower and higher, respectively. The obtained results were consistent
with the previously reported results [67,68]. That the experimental
system pressure drop results were slightly higher than the simulation
ones at the bottom section of the CFB riser can be explained by potential
variations in the position of the experimental measurement, the
accuracy of the measurement technique, the simplified computational
domain (between CFB riser in simulation and CFB loop in experiment)
and the understanding of the complex system force model, since these
were not clearly stated in those previous reports [32,51].

3.3.1. System pressure drop

The axial distributions of computed time-averaged system pressure
drop for case 1 to case 4 system inlet boundary conditions with the cor-
responding experimental data from and previous two-dimensional
simulation result [32,51] in x- and y-directions are shown in Fig. 8(a)
and (b), respectively. The system pressure drop inside the CFB riser de-
creased as the gas inlet channel size. This is because as the gas inlet
channel opening size increased the quantity of gas that passes through
the system increased and the CFB riser then has a higher energy content

to carry solid particles out of the system. Consequently, there are less
solid particles inside the system, which results in the lower system
pressure drop.

3.3.2. Solid mass flux

Fig. 9(a) and (b) illustrates the radial distributions of computed
time-averaged solid mass flux at 3.90 m circulating fluidized bed riser
height for case 1 to case 4 system inlet boundary conditions with the
corresponding experimental data and previous two-dimensional simu-
lation result [32,51] in (a) x- and (b) y-directions. The CFB riser system
with largest gas inlet channel opening (100% radius) had the lowest
solid mass flux at the core region. This is because it has the highest
energy content to carry the solid particles, as already discussed above,
and so the solid mass flux at the core region increased as the gas inlet
channel opening size decreased.

3.3.3. Solid volume fraction
Fig. 10(a) and (b) displays the axial distributions of computed
time-averaged solid volume fraction for case 1 to case 4 system inlet
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Fig. 11. Contour plots of the instantaneous solid volume fraction with varying gas inlet
channel diameters (% maximum) of (a) 25%, (b) 50%, (c) 75% and (d) 100%.
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boundary conditions in x- and y-directions, respectively. The solid vol-
ume fraction decreased as the gas inlet channel opening size increased.
These results support the proposed explanation about the increasing
amount of gas flow as the gas inlet channel size is increased.

The contour plots of the instantaneous solid volume fraction for
varying the gas inlet opening size and the fully devloped gas velocity
profile are shown in Fig. 11, where the red and blue contour colors
represent a high and low solid volume fraction, respectively. The sys-
tem with the smallest gas inlet channel opening size had the highest
solid volume fraction.

3.3.4. Granular temperature

Table 2 summarizes the comparison of the computed laminar, tur-
bulent and total granular temperatures for the seven various system
inlet boundary condition cases assayed (four different gas inlet opening
sizes) at three different CFB riser heights (3.5 m, 7.0 m and 10.5 m) in
the x-direction and y-direction. The granular temperature is defined
as the energy of the solid particles or the solid fluctuating kinetic ener-
gy, which can explain the hydrodynamics in the system. There are two
kinds of granular temperature based on the oscillation of solid particles;
the (i) laminar and the (ii) turbulent granular temperature [32,67,69].
The laminar granular temperature is evaluated by considering the oscil-
lation of an individual solid particle and can be calculated by the
employed CFD program. The turbulent granular temperature (6;) is de-
fined as the oscillation of particle clusters and was determined by com-
puting the average of the normal Reynolds stresses ( v'v') in a
three-dimensional system domain, as expressed in Eq. (19);

15— 155 15
0,(t) =3VaVx t3VyVy F3VaV; (19)
The sum of the laminar and turbulent granular temperatures is the

total granular temperature, which represents the overall system
oscillations.
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The turbulent granular temperatures were higher than the com-
puted laminar granular temperatures in all cases (Table 2), which is
because there are a number of large solid particle clusters in this
study. Therefore, the turbulent granular temperature dominates the
system oscillations. With respect to the gas inlet opening size, the
laminar, turbulent and total granular temperatures increased with in-
creasing gas inlet channel sizes at all riser heights. This is attributed to
the fact that oscillations in the dilute system condition are higher
than those in the dense system condition. In all cases, the total gran-
ular temperatures decreased in the middle (7.0 m) and increased at
the top (10.5 m) of the CFB riser, due to the effect of the system
inlet and outlet at the bottom and top of the CFB riser, respectively.

Comparing the system hydrodynamics from all the different sys-
tem inlet boundary conditions, the boundary condition with the
opening percentage of gas inlet channels at 75% (case 3) or 100%
(case 4) of the diameter compared to the system channel more
closely matched that from the published experimental data [32,51].

3.4. Effect of system outlet boundary condition

As stated above, the system outlet boundary condition strongly af-
fected the system hydrodynamics [33,57]. However, as with the sys-
tem inlet boundary condition, there is currently no available
experimental observations describing the outlet boundary conditions.
Therefore, four different system outlet radii (0.025, 0.050, 0.075 and
0.100 m) were investigated. No significant changes in system hydro-
dynamics, in terms of the time-averaged system pressure drop
(Fig. 12), solid mass flux (Fig. 13), solid volume fraction (Fig. 14)
and granular temperature (Table 3), were observed between the dif-
ferent outlet radii. In addition, both the two- and three-dimensional
CFD simulation results were consistent with each other (Figs. 12
and 13). From both the system inlet and outlet boundary conditions,
the system dimensional results confirm that the two-dimensional
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Fig. 12. The axial distribution of the computed time-averaged system pressure drop for different system outlet radii (R) in the (a) x-direction and (b) y-direction, in comparison
with the corresponding previously reported experimental and two-dimensional simulation results [32,51].
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Fig. 13. The radial distributions of the computed time-averaged solid mass flux at a
3.90 m height in the CFB riser for different system outlet boundary radii (R) in the
(a) x-direction and (b) y-direction, in comparison with the corresponding previously
reported experimental and two-dimensional simulation results [32,51].

CFD simulation results are satisfactory enough for simulating the
symmetrical system in previously used [34,35].

3.4.1. System pressure drop

Fig. 12 displays the axial distribution of computed time-averaged sys-
tem pressure drop for different system outlet boundary conditions with
the corresponding experimental data and previous two-dimensional
simulation result [32,51] in (a) x- and (b) y-directions. No marked differ-
ence in the system pressure drop was observed when changing the sys-
tem outlet boundary conditions or radii. However, the trend was that the
system pressure drop at the top of riser system increased as the system
outlet radius was increased. This can be explained as that the solid parti-
cles move out of the reactor system more easily with a large system out-
let radius than the small one.

3.4.2. Solid mass flux

Fig. 13(a) and (b) shows the radial distributions of computed
time-averaged solid mass flux at 3.90 m circulating fluidized bed riser
height for different system outlet boundary conditions (radii) with the
corresponding experimental data and previous two-dimensional simu-
lation result [32,51] in X- and y-directions, respectively. The solid mass
flux at the core of the CFB riser decreased with an increasing system
outlet radius, which is because fewer solid particles fell down or
remained inside the system when using a larger system outlet radius.
However, at the wall of the CFB riser, the solid mass flux decreased
with a decreasing system outlet radius. Given that the solid mass flux
is calculated from the solid particle velocity, solid volume fraction and
solid particle density, then the system with a smaller system outlet
diameter has a larger solid volume fraction. However, the solid particle

velocity is low and dominates the calculated value. This results in a low
solid mass flux at the wall of the CFB riser when using a smaller outlet
radius. In addition, a slight asymmetry was observed with the smallest
system outlet radius (0.025 m), which can be explained by the limited
available space for the solid particles to move out of the system. Thus,
the solid particles fell back at one side of the wall of the CFB riser
resulting in a slightly asymmetric solid mass flux profile. This situation
would not occur in a low solid particle flux system.

3.4.3. Solid volume fraction

The axial distributions of computed time-averaged solid volume
fraction for different system outlet boundary conditions (radii) in x-
and y-directions are illustrated in Fig. 14(a) and (b), respectively.
The solid volume fraction increased as the system outlet radius de-
creased for both system directions. Similar to the results for the sys-
tem hydrodynamics (Sections 3.4.1 and 3.4.2), this can be explained
by the high quantity of solid particles inside the system when using
a smaller system outlet radius, consistent with that previously
reported [57].

The contour plots of the instantaneous solid volume fraction at the
four different system outlet radii revealed clear differences at the top
of the CFB riser (Fig. 15), supporting the above hydrodynamic results
(Sections 3.4.1 and 3.4.2) that a higher solid volume fraction was ob-
served with a larger system outlet radius. In addition, it was clearly
observed that the solid particles fell back into the system at one
side of the riser where the system outlet was located (Fig. 15(d)).

3.4.4. Granular temperature

Similar to the system inlet boundary conditions (Section 3.3), the
turbulent granular temperatures were higher than the computed
laminar granular temperatures (Table 3), which is because of the
occurance of particle clusters inside the system. The total granular
temperature increased as the system outlet radius increased at all
three riser heights (Table 3), which may reflect the reduced flow
area with smaller system outlet radii, which then limits the oscillation
of solid particles and decreases the total granular temperature. That
the total granular temperatures were the highest at the top of the
CFB riser can be explained by the system outlet effect at the top of
the CFB riser.

Overall a 0.050 m outlet radius gave the most consistent results
with the published experimental data [32,51].

4. Conclusion

In this study, the effects of varying the system inlet and outlet
boundary conditions were investigated based on three-dimensional
CFD simulations inside a high solid particle flux CFB riser. From the
obtained results, no significant variation was observed between the
x- and y-directions in each system. The three-dimensional CFD simula-
tion results were both qualitatively and quantitatively consistent with
the two-dimensional ones, espectially for this symmetrical system. For
the system inlet boundary conditions, the solid volume fraction was in-
creased as the gas inlet channel opening decreased. With respect to the
system outlet boundary conditions, the solid volume fraction inside the
system increased with a decreasing size of the outlet radius. In addition,
the effects of mesh sizes or computational cells and time-averaged
ranges were analyzed comparing to literature information.

Nomenclature

General letters

Cpo Drag coefficient (—)

d, Solid particle diameter (m)

e Restitution coefficient between solid particles (—)

ew Restitution coefficient between solid particle and wall (—)
g Gravity or gravitational acceleration force (m/s?)

20 Radial distribution function (—)
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Fig. 14. The axial distributions of the computed time-averaged solid volume fraction for different system outlet radii (R) in the (a) x-direction and (b) y-direction.

1 Unit tensor (—) Vew Tangential velocity of solid particle phase at the wall (m/s)
n Unit vector (—) v Velocity fluctuation (m/s)

P Gas pressure (Pa) X Radial direction (—)

Ps Solid particle pressure (Pa) Y Radial direction (—)

R CFB outlet riser radii (m) Z Axial direction (—)

Re Reynolds number (—)

t Time (s)

v Velocity (m/s) Greek letters

Vrs Terminal velocity of solid particle phase (m/s) Bes Interphase exchange coefficient or drag force model (kg/s m?)
Vs slip Slip velocity of solid particle phase at the wall (m/s) g Volume fraction (—)

Vsw Velocity of solid particle phase at the wall (m/s) Es,max Solid volume fraction at maximum packing (—)

Table 3

Comparison of the computed laminar, turbulent and total granular temperatures for four different outlet radii (R = 0.025, 0.050, 0.075 and 0.100 m) at each of three different CFB
riser heights (3.5 m, 7.0 m and 10.5 m) in the x-direction and y-direction.

Number System outlet boundary CFB riser height (m) Granular temperature (m?/s%)
condition case . S
x-direction y-direction
Laminar Turbulent Total Laminar Turbulent Total
1 R = 0.100 m 3.5 1.0413E—03 2.7193E—01 2.7298E—01 1.4014E—03 2.5073E—01 2.5213E—01
7.0 9.1834E—04 2.5124E—01 2.5216E—01 7.7762E —04 2.3831E—01 2.3909E —01
10.5 1.2111E—-03 5.0493E—01 5.0614E—01 1.0475E—03 4.8126E—01 4.8230E—01
Average 4.3934E—03 3.4653E—01 3.5092E—01 4.7041E—03 3.5987E—01 3.6457E—01
2 R = 0.075 m 3.5 4.8570E— 06 1.4996E — 01 1.4996E — 01 5.6828E — 06 1.6641E—01 1.6642E—01
7.0 4.0865E — 06 3.5532E—01 3.5532E—01 5.3549E — 06 2.6796E — 01 2.6797E—01
10.5 4.3499E — 06 3.6491E—01 3.6492E —01 4.3881E—06 3.4731E—01 3.4731E—01
Average 7.2485E — 05 2.6571E—01 2.6579E—01 3.2858E—05 2.5958E —01 2.5961E—01
3 R = 0.050 m 3.5 4.3243E—06 1.6879E—01 1.6880E — 01 4.4429E — 06 1.6249E—01 1.6249E — 01
7.0 3.5632E—06 1.9773E—01 1.9773E—01 4.6883E —06 1.7537E—01 1.7538E—01
10.5 4.8737E—06 3.0233E—-01 3.0233E—-01 4.1557E— 06 3.1328E—01 3.1328E—01
Average 6.4278E — 05 2.0948E — 01 2.0954E —01 2.0016E — 05 2.3746E—01 2.3748E—01
4 R =0.025m 35 4.1776E — 06 1.0074E—01 1.0074E—01 4.8381E—06 1.2430E—-01 1.2430E—-01
7.0 4.3393E—06 8.4107E—02 8.4112E—02 5.9249E — 06 1.2299E—-01 1.2300E—01
10.5 5.1695E — 06 1.2181E—01 1.2182E—01 6.7873E—06 1.6511E—01 1.6512E—01

Average 2.8310E—05 1.1704E—-01 1.1706E—01 1.6654E — 05 1.5840E —01 1.5841E—01
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Fig. 15. Contour plots of the instantaneous solid volume fraction for CFB risers with an
outlet radius of (a) 0.025, (b) 0.050, (c) 0.075 and (d) 0.100 m.

b Specularity coefficient (—)

Vs Collisional dissipation of solid particle fluctuating energy
(kg/m s?)

Yw Collisional dissipation of solid particle fluctuating energy at

the wall (kg/m's®)

Conductivity of the solid particle fluctuating energy (kg/m s)
Viscosity (kg/m s)

Granular temperature (m?/s?)

Turbulent granular temperature (m?/s2)

Granular temperature at the wall (m?/s2)

Density (kg/m?)

Stress tensor (Pa)

Bulk viscosity (kg/m s)

MAD 22T S

Subscripts
g Gas phase
S Solid particle phase

X Radial direction
y Radial direction
z Axial direction
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ABSTRACT

Dual-bed gasifier is a new gasifier system with separated combustion and gasification
zones. The two-zone separation makes it possible to increase calorific value of the pro-
ducer gas. In order to develop and improve the process operation, understanding of system
dynamics and parameters that describe the in-depth hydrodynamics are essential.
Computational fluid dynamics is a tool that can be used to explain the complex multiphase
system behavior. The considered dual-bed gasifier had 3.00 m height and the maximum
width diameters of riser and downcomer were 0.14 and 0.40 m, respectively. Conservation
equations of mass, momentum, energy and species for each phase were solved coupling
with the kinetic theory of granular flow using ANSYS FLUENT version 12.1. Here, two-
dimensional simulation had been successfully determined the flow pattern and chemical
reaction corresponding with actual experimental and theoretical data. The calculated re-
sults of the solid volume fraction in the riser section showed the bubbling and slugging
flow patterns. The product gas composition and gas temperature inside dual-bed gasifer
reflected the advantages for this type of reactor over the other conventional gasifiers. The
system turbulences were firstly explored in dual-bed system which were normal Reynolds
stresses and granular temperatures. For the effect of interphase exchange coefficient
model, the pressure-loop using drag force model proposed by Gidaspow was in good
agreement with the experiment than the ones proposed by Wen-Yu and Syamlal-O’Brien.
Copyright © 2013, Hydrogen Energy Publications, LLC. Published by Elsevier Ltd. All rights

reserved.

1. Introduction

energy resources or fuels are not sufficient to meet this high
demand. The awareness of the limited availability of fuels

Currently, the world energy demand is apparently increased leads to the increasing of attention to use biomass as an
consistent with the world population [1,2]. However, the alternative fuel [3]. Because direct combustion of biomass

* Corresponding author. Fuels Research Center, Department of Chemical Technology, Faculty of Science, Chulalongkorn University, 254
Phayathai Road, Patumwan, Bangkok 10330, Thailand. Tel.: +66 2 2187676; fax: +66 2 2555831.
E-mail address: Pornpote.p@chula.ac.th (P. Plumsomboon).
0360-3199/$ — see front matter Copyright © 2013, Hydrogen Energy Publications, LLC. Published by Elsevier Ltd. All rights reserved.
http://dx.doi.org/10.1016/j.ijhydene.2013.06.033
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gives a low efficiency process [4], the study of the conversion
processes of biomass to other useful products therefore is
necessary. Gasification is one of the important technologies
for converting biomass to gaseous product which yields high
chemical reaction conversion and gives high system energy
efficiency [5]. The gasification of biomass in fluidized beds has
been widely employed because of the high heat and mass
transfer rates, the numerous gas—solids mixing ability and the
continuous mode of operation [3,6]. The gasification process
in fluidized beds offers many advantages, but the calorific
value of gaseous product is relative low as a result of the
dilution by large amount of nitrogen from used air in a
combustor [7]. Dual-bed gasifiers have been developed to
overcome the above shortcoming by dividing the combustion
zone and gasification zone separately [8—13]. To maintain the
desired temperature, energy required for the endothermic
biomass gasification in the gasification zone is provided by
exothermic biomass combustion in the combustion zone
[9,10]. The system bed material (such as silica sand) is acted as
a heat carrier for transferring the heat between two reaction
zones. The dual fluidized bed gasification technology has been
recently demonstrated by some reports [10—15]. Karmakar
and Datta [10], Nguyen et al. [11] and Seo et al. [12] studied the
system hydrodynamics of a circulating fluidized bed gasifi-
cation system with dual fluidized bed concept using experi-
mental measurement and computational fluid dynamics
simulation. The results from computational fluid dynamics
model were consistent with their experimental data. The
aeration flow, the secondary air flow and particle diameter
were summarized to have the strongest influence on system
pressure drop and solid circulation. With the same aeration
flow, the maximum solid circulation rate was obtained at a
loop-seal height/base line ratio of 2.5. The comparison of
technical options to combine two different-type of bed was
performed by Xu et al. [13]. A combination of a bubbling/tur-
bulent fluidized bed gasifier and a pneumatic combustor
facilitated gasification reactions and restrained tar evolution.
Asadullah et al. [14] analyzed the syngas product from the
gasification of various biomasses in a dual-bed gasifier sys-
tem. The cedar wood was found to produce highest gas pro-
duction rate due to less tar formation even at 823 K. Ngo et al.
[15] investigated the effects of gasification temperature and
steam to fuel ratio on product gas composition and yield in a
bench-scale circulating fluidized bed gasifier of pine wood-
chips. They suggested several effective operating conditions
from the proposed performance criteria contour. Koppatz
et al. [16] explored the influence of different bed inventory on
the product gas composition. As the decreasing of bed in-
ventory, carbon monoxide and carbon dioxide gases were
decreased and increased, respectively.

Presently, computational fluid dynamics simulation has
been performed to determine the multiphase flow behaviors,
which then provide valuable information for understanding
the system hydrodynamics and chemical reaction [17,18]. Two
different modeling approaches can be used to describe the
complex gas—solid flow behaviors which are Lagrangian and
Eulerian approaches [19]. The Lagrangian approach calculates
the path and motion of each solid particle. It thus can be
simulated in a more consistent way than the Eulerian
approach. However, the disadvantages of this method are the

requirement of large computational time and memory [20].
The Eulerian approach, so-called two-fluid model, treats gas
and solid particle phases as interpenetrating continuum.
Therefore, only a reasonable computational effort is required.
In order to describe the solid particle properties, the kinetic
theory of granular flow is used, for example, solid fluctuating
kinetic energy or granular temperature, solid pressure and
solid viscosities [21]. For the simulation of fluidized bed sys-
tem which containing a large number of solid particles, the
use of Eulerian approach is advantageous. The comparison of
these two modeling approaches has been performed by Gera
et al. [22].

In the present study, Eulerian approach including kinetic
theory of granular flow was extended to simulate the hydro-
dynamics and chemical reaction of dual-bed gasifiers. The
aim of this study is to find the suitable computational fluid
dynamics model that matches the simulation results with the
experimental results. The operating conditions were then the
same ones. Two-dimensional simulation had been modeled
by using commercial computational fluid dynamics software
ANSYS FLUENT version 12.1. For the hydrodynamics results,
the pressure profile, solid velocities and solid volume fraction
were shown while, for the chemical reaction results, the
product gas composition and gas temperature were illus-
trated. Then, the in-depth hydrodynamics parameters which
were normal Reynolds stress and granular temperature were
completely explained for the dual-bed gasifier. In addition, the
effect of interphase exchange coefficient or drag force model
was discussed.

2. Experiment

The actual dual-bed gasifier unit and the simulation dual-bed
gasifier schematic diagram are shown in Fig. 1. The apparatus
consisted of two interconnect fluidized bed systems, called a
combustor (riser section) and a gasifier (downer section), which
was similar to a circulating fluidized bed system [23]. At the
return leg section, the riser and downer sections were con-
nected via the screw-feeder. Both the combustor and gasifier
were made of heat-resistant steel and were coated with Port-
land cement as thermal insulation inside the reactor. The cy-
lindrical combustor riser was 3.00 m in height with a maximum
diameter of 0.14 m while the cylindrical downer gasifier was
1.12 m in height with a maximum diameter of 0.40 m.
Throughout the dual-bed gasifier unit, there were eight trans-
mitters set up for measuring the pressure shown as the sym-
bols P1-P8 in Fig. 1. Generally, a cyclone is installed in
circulating fluidized bed system to separate the bed particles
from fluidizing gas [23]. With high solid capture capability of
the cyclone, very fine particles such as fly ash fall back to the
gasifier and may lead to slag formation [23]. In order to prevent
the gasifier blockage, the novel separating unit was designed as
a large empty chamber at the top of the riser. Solid separating
mechanism due to the sudden increasing of the pipe cross-
sectional area resulted in the decreasing of solid velocity.
Some of solids, which still had a velocity, collided with the wall
and lost their energy. Then, large solid particles were attracted
by gravity force and fallen to the gasifier zone while fluidizing
gas and very fine particles were blown off towards the top of the
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Fig. 1 — The (a) picture and (b) schematic diagram of the dual-bed gasifier.

Flue gas Outlet

PS5

Syngas Outlet

Position | Height (m)
Pl 0.29
P2 0.57
P3 1.90
P4 2.90
P5 2.28
P6 1.85
P7 1.39
P8 1.03

riser. The bed material used in this study was silica sand with
the density of 2600 kg/m® and diameter of 370 um. The material
was classified to be group B in Geldart classification. The initial
sand inventory was 110 kg. The other simulation parameters
canbe found in Tables 1 and 2 for cold flow (simulation without
chemical reaction) and hot flow (simulation with chemical re-
action), respectively. In addition, the employed biomass
composition analysis is summarized in Table 3.

3. Computational fluid dynamics simulation
3.1. Modeling and computational domain descriptions

In this study, two-dimensional computational fluid dynamics
simulation in the dual-bed gasifier was developed to deter-
mine hydrodynamic and chemical reaction characteristics
inside the system. The details of the gasifier geometry and
mathematical model were developed under commercial
software environment, ANSYS DESIGN MODULER and ANSYS
FLUENT version 12.1 [24]. As already stated in the

introduction, there are several models in the program for
simulating the two-phase flow, such as the Lagrangian and
the Eulerian models. The Eulerian model was selected since
the disperse gas phase has low volume fraction. With this
approach the governing equations in each phase were solved
separately. For cold flow simulation, conservation equations
of mass and momentum were solved coupling with kinetic
theory of granular flow, where the conservation equations of
each phase were linked by an interphase exchange term [25].
With this theory, the behavior of the solid phase is described
by taking into account the energy associated with particles
arising out of collisions and the fluctuating motions of the
particles. For hot flow simulation, conservation of energy and
species were added simultaneously with the combustion and
gasification chemical reaction kinetics. Table 4 shows a
summary of the governing equations and selected constitu-
tive equations used in this study. More detail about the
constitutive equations used in this study can be seen in
Manchasing [26]. The computational domain was consisted of
6211 cells. With this computational domain, it had already
given the independent results [26].
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Table 1 — Summary of simulation parameters and boundary conditions (Cold model).

Parameters Values Boundary conditions Values
Density Velocity
Silica sand 2600 kg/m?> Gas (primary) 0.28882 m/s
Gas 1.225 kg/m? Gas (secondary) 4.81194 m/s
Diameter Pressure
Silica sand 370 pm Syn gas outlet 0 Pascal
Flue gas outlet —800 Pascal
Gas viscosity 1.7894 x 10 ° kg/m s
Restitution coefficient Wall
Particle—particle 0.9 Gas No-slip condition
Particle—wall 0.9 Solid Johnson-Jackson condition
Specularity coefficient 0.1
3.2 Boundary and initial conditions simulation, the operating conditions of the gasifier, gas tem-

The boundary conditions for both the cold and hot flow sim-
ulations are summarized in Tables 1 and 2, respectively. These
values were similar to the ones from the experiment. For cold
flow simulation, the operating conditions of the gasifier,
temperature and pressure, were set to be 300 K and
101,325 Pascal, respectively. The solid phase was bed material
(silica sand) while the gas phase was air. For hot flow

perature, solid temperature and pressure, were set to be 400K,
1000 K and 101,325 Pascal, respectively. The necessary steam
used in gasification reaction was fed into center of the downer
section together with biomass. The chemical reaction kinetics
for combustion and gasification (as summarized in Table 2)
then were added. The chemical reactions could be divided into
two types: homogeneous and heterogeneous reactions [26].
The kinetic rate of chemical reactions were obtained from the

Table 2 — Summary of simulation parameters and boundary conditions (hot model).

Parameters Values Boundary conditions Values
Density Velocity
Silica sand 2600 kg/m? Gas (primary) 0.19255 m/s
Biomass 1100 kg/m? Gas (secondary) 2.98340 m/s
Coal 1100 kg/m? Biomass 0.00116 m/s
Gas 1.225 kg/m? Coal 0.01023 m/s
Steam 0.08023 m/s
Diameter
Silica sand 370 um Volume fraction
Biomass 1000 pm Biomass 0.2
Coal 1000 um Coal 0.2
Viscosity Pressure
Gas Mass weighted mixing law Syn gas outlet 0 Pascal
Solid 1.72 x 10° kg/m s Flue gas outlet —800 Pascal
Restitution coefficient Wall
Particle—particle 0.9 Gas No-slip condition
Particle—wall 0.9 Solid Johnson—Jackson condition
Specularity coefficient 0.1
Chemical reaction kinetics [27—30]
Reaction (1) C + 0.80;—0.4CO + 0.6CO; = 6‘;!;’*1 pi, k1 = 596T, exp(—1800/Ty)

Reaction (2) C+ 1.2H,0—0.8CO + 0.2CO, + 1.2H,

)
@]

Reaction (3) C+ 2H;—CHg
()

)

)

Reaction (4) CO + 0.50, —»CO,
Reaction (5) CO + H,0—CO; + H,
Reaction (6) CHs + H;0— CO + 3H,

ry =k, k; = 2082.7T, exp(~18,036/Tp)

3= %[Hg], k3 = 2.08 x 10% exp(—230274/RT,)

14 = k4[COJ[0y], k4 = 8.83 x 10! exp(—99, 800/RT)

rs = ks[CO|[H20], ks = 5.4306 x 107 exp(—72,949.53/RT)
16 = ke[CH4][H,0], ke = 3.106 x 10> exp(—208, 800/RT)
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Table 3 — Biomass composition analyses.

Proximate % Weight Ultimate % Dry ash
analysis analysis free
Humidity 9.10 G 43.14
Volatile matter 78.43 H 5.07
Fix carbon 8.51 (0] 51.79
Ash 3.96 N 0.00

literature study of Wang et al. [27] (Reactions 1 and 2), Mendes
et al. (Reactions 3 and 4) [28], Liang and Jing (Reaction 5) [29]
and Petersen and Werther (Reaction 6) [30]. The solid phase
consisted of bed material (silica sand), coal and biomass while
the gas phase comprised of oxygen, steam, carbon dioxide,
hydrogen, carbon monoxide, methane and nitrogen. Here, the
fast drying and devolatilization assumption were applied
similar to the previous study by Nemtsov and Zabaniotou [31].
The fixed carbon and product gas from drying and devolatili-
zation reactions were then used as the boundary condition
according to the actual biomass composition analyses shown
in Table 3.

The solid phase used in this study was assumed to have
uniform size distribution and perfectly sphere shape with the
sphericity equals to unity. To prevent the spacing between
solid particles becoming zero, the maximum packing limit
was 0.63. Initially, solids were packed with solid volume
fraction of 0.60 in accordance with the system position in
Fig. 2. For tuning parameters, the restitution coefficient be-
tween solid particles was chosen to be 0.90 while the specu-
larity coefficient was set to be 0.10 which was adopted from
the previous study by Myung et al. [12]. For the realistic
simulation, thin layer was set and configured at the return leg
section instead of the real experimental screw-feeder section.
This thin layer was used to prevent the leaking of input gas
from the combustion zone (riser section) to gasification zone
(downer section).

For the calculation methodology, the time step used in this
study was set to be 0.001 s. The maximum iterations per time
step were set at 100 to ensure the stability of the calculation
results. The governing equations were discretized to algebraic
equations for the simplification of calculation. The phase
coupled SIMPLE scheme was applied to solve for velocity and
pressure corrections. The system had reached quasi-steady
state after 20 s of simulation time. Because of the nonline-
arity of the equation set being solved by ANSYS FLUENT, it is
necessary to control the change of under-relaxation factor
[24]. To prevent the computation divergence, the under-
relaxation was used. In this study, an Intel Core™ i7 com-
puter with the clock speed equal to 2.93 GHz and 16 GB of RAM
memory was used for the calculation.

4. Results and discussion
4.1. Pressure profile
First, the cold flow simulation was validated. Fig. 3 shows the

absolute pressure obtained from the computational fluid dy-
namics simulation at eight transmitters along the height of

the dual-bed gasifier with computation time. This figure is
plotted for validating the system steady state condition. From
the figure, it can be seen that the simulation system had
reached the quasi-steady state after 20 s. The system absolute
pressures were not changed with the increasing of simulation
time. Therefore, in the following sections, only the calculated
results after 20 s were time-averaged and analyzed. Further-
more, it was observed that the absolute pressures were highly
oscillated at P1, P2 and P3 positions because of the fluidized
bed flow pattern in that system area. The highest absolute
pressure was at P1 position, where was the bottom of the riser
section near the return leg. This maximum absolute pressure
at this position is due to air pressure inlet from primary air
feed and solid dynamics pressure from the return leg. The
minimum absolute pressure was at P4 position which was at
the gas outlet position.

In order to investigate the adequacy of the model, the
simulation results were compared with the experimental re-
sults in the same system. Fig. 4 shows the absolute pressure-
loop profiles using three different drag models which were
Gidaspow, Syamlal—O’Brien and Wen—Yu models, with the
experimental ones. It was observed that Gidaspow and
Wen—Yu models gave the computation results in good
agreement with the experiment, especially in the riser sec-
tion, while the Syamlal-O’Brien model was slightly deviated
because it had a different drag function compared with the
other [32]. Nevertheless, Gidaspow model gave the prediction
slightly better than Wen—Yu model for the absolute pressure
in the downer because this model is a combination of the
Wen—Yu model and the Ergun equation [33], which is derived
from fixed-bed system, so that Gidaspow model is more
appropriate for simulating dense fluidized beds systems such
as the downer [24]. For this reason, Gidaspow model was
selected to use as the interphase exchanged coefficient model
in the following sections.

From the computational results, it also showed the rela-
tionship between system height and absolute pressure. The
absolute pressure in the riser section decreased with the
increasing of the riser height and reached the minimum value
at the system outlet. On the other hand, in the downer section,
the absolute pressure was higher with the decreasing of the
downer height. The reason for this situation is due to the
weight of the solid particle accumulation in the downer
section.

4.2. Flow regime determination

The study of system hydrodynamics was performed to
determine the flow pattern for clearly understanding the
chemical reaction phenomena that will occur inside the sys-
tem. Fig. 5 shows the instantaneous contour plots of the solid
volume fraction at five different simulation times after the
system reached the steady state condition. The solid volume
fraction results obtained from the simulation predicted the
dense bubbling fluidized bed flow regime in the lower riser
section, slugging fluidized bed flow regime in the upper riser
section and countercurrent gas-flowing solids-fixed in the
downer gasifier section.

At lower combustor zone, the primary air inlet velocity had
a value of two to three times of the minimum fluidization
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Table 4 — A summary of the governing equations and
selected constitutive equations.

Mass conservation
Gas phase:

a(sag:) ) + V- (egpgug) =0 (1)

Solid phase:

%"'V’(%psus) =0 (2)

Momentum conservation
Gas phase:

a(egpgug)
TJrV- (egpgugvg) =—6gVP+V 15+ gpg0 — Bgs | Ug—Us
(3)

Solid phase:

(£spsUs)

= + V- (€spsUsUs) = — €sVP — VPs + V15 + £p5g

o (vg B us) (4)

Energy conservation
Gas phase:

9 egpghe oP
<6t> +V- <Egpgvghg> = —fgp; +15:V-Ug (5)

Solid phase:

9(espshs)

oP
o + V- (spsUshs) = —es—+ 15 : V- Us (6)

ot

Species conservation
Gas phase:

0 (Egngl->

= +V- (EgnggYi) = —V-Eg( = PgDi.mVYi) + &Rino

+ Rihet

Solid fluctuating kinetic energy

379
3 {&<£spsﬁ) + V~(£Sp5U50)] = (=psl + 15)

: VU + V- (ks V) — 75 — s 8)

Wen and Yu drag model

24
Cp = (1+ 0.15ReX*”), where 8
3 EsfghglUs —Vg| ¢ Pgte|Vg — Us|dp
—-Cp—28l 5 Bl.-265 po _rEBEI'E SIE
4CD dp Eg ;. Re g (9)

Gidaspow drag model

EsEgpg |Us—Vg| _.
gg > 0.8, ﬁ:%CDs“| =g 26

dP
1—¢,
egd

g, <08, p=150"18)s 175 "g“|§;’”g|

P

Syamlal—O’Brien drag model

3 fsfgpg Reg
= — 11
Y 4CD V%sdp Vrs |V5 Ug| ( )
where

ys =05 <A — 0.06Res + \/ (0.06Re;)* + 0.12Re; (2B — A) + AZ)

with
A= and B = 0.8 for ¢ <0.85
B = 2% for ¢ > 085

velocity (Umg). Therefore, it was observed that the input sys-
tem gas formed together as gas bubbles in the bed. The bubble
then grew mostly by coalescence and rose up to the bed sur-
face. At the secondary air inlet, the diameter of the riser sec-
tion decreased. The gas bubble size was expanded to the size
of the riser cross-sectional area. Bubbles appeared to occupy
the whole cross-section of the riser and the solid behaved like
a piston in the cylinder. This phenomenon is called slug flow
[34]. From Fig. 5, the bed can be observed as two distinct
phases: the phase of solid and that of gas. Both solid and gas
moved up along the riser together by the driving force of
secondary air supply, which was 1.50 times the terminal
velocity.

To affirm the simulated result, the values of parameters
and operating conditions were collected for calculating a
dimensionless particle size and dimensionless gas velocity.
Then, the calculated values were plotted and were compared
with the general flow regime diagram by Grace [35] as can be
seen in Fig. 6. From the figure, the operating condition of pri-
mary air supply as 0.29 m/s was in the range of bubbling

Fig. 2 — Contours of initial solid volume fraction in the
system.
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Fig. 3 — Computed pressure profiles at difference positions
in (a) riser and (b) downer.

regime and the operating condition of secondary air inlet as
4.81 m/s was higher than the critical velocity (Use) which is
called the blow-out velocity [35]. This high velocity then pro-
vides the energy for circulating of bed material inside the
system.

3.0
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NS Wen and Yu
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2 ==>é= Experiment
= 15
20
o
==
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Fig. 4 — Computed pressure profile using three different
drag models compared with experimental result.

The phenomenon occurred in the system affects the non-
uniformity of solid density along the axial system direction
with various instantaneous simulation times. Fig. 7a shows
the time-averaged and instantaneous at 40 s of solid volume
fraction profiles along the riser height of the dual-bed gasifier.
It can be observed that the solid bed was accumulated at the
bottom of the riser section where the solid bed was recircu-
lated back from the gasifier zone to the combustor zone. This
made the solid volume fraction in this region to be dense with
the solid volume fraction of 0.60. Then, the solid volume
fraction was suddenly decreased at the secondary air inlet and
slightly accumulated as the increasing of the height of the
riser section. At the top of the dual-bed gasifier system, the
solid volume fraction again increased because the solid par-
ticles are falling back from the exit configuration. To verify the
fluidization regimes from the solid volume fraction profiles,
Fig. 7b illustrates the axial distributions of solid volume frac-
tion with different fluidization regimes as reviewed by
Amornsirirat et al. [36]. From both Fig. 7a and b, it can be seen
that the flow pattern between bubbling and turbulent as
observed in this study was slug flow [34].

In addition to the above cold flow validation with theory,
two flow predictions which were the bubble size and bubble
rise velocity were compared with the literature correlations
as summarized by Lindborg et al. [37] and Di Carlo et al. [38].
The bubble, defining as an area where the solid volume
fraction is below 20%, has been considered an important
variable in bubbling fluidized beds, since it controls most of
the rate phenomena in the bed. The bubble rise velocity is
determined from the velocity at the center of the bubbles. For
the bubble diameter, the obtained simulation and literature
correlation values were in the ranges of 0.07—0.08 m and
0.05—-0.08 m, respectively. For the bubble rise velocity, the
obtained simulation and literature correlation values were in
the ranges of 0.45—0.66 m/s and 0.44—0.63 m/s, respectively.
Both the simulation results were in agreement with literature
correlations with slight overestimated value due to the
interaction between consecutive bubbles. Therefore, the
employed computational fluid dynamics model was suc-
cessfully validated using the results from cold flow
simulation.

4.3.  Solid velocity

Fig. 8a shows radial distribution of time-averaged axial solid
velocities along the riser height. For the 0.25 m and 0.50 m
height or the bottom of the riser section, the axial solid ve-
locities had negative values at the right hand side of the sys-
tem where the screw-feeder was interconnected. This means
that the solid moving downward in that section. Then solid
receives the driving force from secondary air feeder and in-
creases their acceleration. The axial solid velocity reached
fully developed condition at 1.25 m of riser height. After
reached the fully developed state, the axial solid velocities
were high at the center of the riser section, slightly decreased
and reached zero at wall. For gasifier section, most of axial
solid velocities had negative values as can be seen from
Fig. 8b. The solid particles are fallen by gravity force and
accumulated in this section. Thus, the reactor takes the form
of fixed-bed operation.
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Fig. 5 — Instantaneous contour plots of the solid volume fraction at five different simulation times.

Fig. 9a shows radial distribution of time-averaged radial
solid velocities along the riser height. It was observed that
radial solid velocities below 0.75 m height of the riser were
oscillated with the average value of about 0.10 m/s. This can
be explained by the solid behavior or bubble coalescence and
splitting in bubbling flow regime [23]. The solid velocities
above 0.75 m height of the riser were quite uniform with less
fluctuation. It was found that in upper riser section, slugging

Lol bl

AB boundary
8D boundary

. Approximate
P>
q—l
]

Fig. 6 — Generalize flow regime diagram; Grace [35].

flow pattern occurred above secondary air supply. With this
flow regime, the solid concentration was uniformly dense in
the radial direction. Amornsirirat et al. [36] found that solid
volume fractions across the radial direction were quite uni-
form for the slugging system. Their solids were mainly pushed
in the vertical direction. Only few particles thus had an ability
to move in the horizontal direction. The explanation can be
confirmed by the radial distribution of solid volume fraction
as can be seen in Fig. 10. The complex design of the downer
gasifier was attended in order to enhancing solid mixing. In
Fig. 9b, one can observe higher fluctuation of radial solid ve-
locity. This oscillation facilitates the solid mixing in radial
direction.

4.4.  Product gas composition and gas temperature

In this part, the hot flow simulation was verified with exper-
imental measurement and literature information. Fig. 11
shows comparisons of (a) compositions of product gas at
syngas outlet and (b) gas temperatures in the downer section
between experimental and simulation results. All the simu-
lated mole fraction and gas temperature were consistent with
experimental measurement values. The employed computa-
tional fluid dynamics model was then successfully verified
with the results from hot flow simulation. The slightly devi-
ation between the results can be explained by the availability
of complex chemical reaction kinetics.

From Fig. 11a, because there was no air in the gasification
zone or downer section, the proportion of nitrogen in the
product gas was very low, around 0.10 by mole, while the mole
fraction of hydrogen, carbon monoxide, carbon dioxide and
methane was 0.36, 0.18, 0.21 and 0.14 respectively. Comparing
to the other type of gasification reactor, the amount of nitro-
gen gas in this dual-bed gasifer was considerably lower due to
the design of system configuration. Li et al. [5] and Puig-
Arnavat [7] summarized the nitrogen compositions from
commonly used downdraft and bubbling fluidized bed gas-
ifiers to be 50—54 percent by mole and 41.6—61.6 percent by



