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Abstract: 
The aim of this project is to establish the best proximity point theorems for generalized 

contractions mappings; there by producing optimal approximate solutions of certain fixed 
point equations. In addition to exploring the existence of the best proximity point for 
generalized contractions, an iterative algorithm is also presented to determine such an 
optimal approximate solution.  Moreover, we also extend and generalize the notion of 
proximal contractions of self-contractions and establish the best proximity point theorems 
for these non-self mappings and also give examples to validate our main results.  

Firstly, in this project focuses on the best proximity point theorems for proximal 
contractions of generalized contraction mappings which serve as non-self mapping 
analogues of generalized contraction self-mappings. Also, necessary and sufficient 
conditions are established for non-self contraction mappings to have the best proximity 
point, a common best proximity point and a couple best proximity point for pairs of 
contractive non-self mappings and for pairs of contraction non-self mappings, yielding 

common optimal approximate solutions of certain fixed point equations. Besides 
establishing the existence of common best proximity points, iterative algorithms are also 
furnished to determine such optimal approximate solutions. Secondly, in this project we 
also establish the best proximity point theorems for generalized contractive non-self for 
multi-valued mappings, yielding global optimal approximate solutions of certain fixed point 



 

 
 
 

equations. As a consequence, it ascertains the existence of an optimal approximate 
solution to some equations for which it is plausible that there is no solution. An algorithm 
is exhibited to determine such an optimal approximate solution designated as the best 
proximity point. It is interesting to observe that the preceding best proximity point theorem 
includes the famous Banach contraction principle.  
 

Keywords : best proximity points, fixed points, proximal contractions, contraction 
mappings, common best proximity points 
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2. Executive Summary 
 

1.  Introduction to the research problem and its significance 

Best proximity point theorems provide sufficient conditions that ensure the existence of 
approximate solutions, which are optimal as well. In fact, if there is no solution to the fixed point 
equation Tx = x for a non-self-mapping T: A →B, then it is desirable to determine an approximate 
solution x such that the error d(x,Tx) is minimum. In light of the fact that d(x,Tx) = d(A,B), an 
absolute optimal approximate solution is an element x for which the error d(x,Tx) assumes the least 
possible value d(A,B). As a result, the best proximity pair theorem furnishes sufficient conditions for 
the existence of an optimal approximate solution x, known as the best proximity point of the mapping 
T, satisfying the condition that d(x,Tx) = d(A,B). Interestingly, the best proximity theorems also serve 
as a natural generalization of fixed point theorems. Indeed, the best proximity point becomes a fixed 
point if the mapping under consideration is a self-mapping. On the other hand, though the best 
approximation theorems ensure the existence of approximate solutions, such results need not yield 
optimal solutions. But, best proximity point theorems furnish sufficient conditions that assure the 
existence of approximate solutions which are optimal as well.  

The classical and well-known Banach’s contraction principle states that every contraction on 
a complete metric space has a unique fixed point that is realizable as the limit of Picard iterates. 
Numerous interesting extensions and variants of the aforesaid result exist in the literature. However, 
the mappings involved in all these results are self-mappings. So, it is contemplated in this project to 
derive some best proximity point theorems which furnish non-self-mapping analogues of the 
aforesaid Banach’s contraction principle. A point x in A is said to be the best proximity point for T 

provided that the distance of x to T x equals the distance of A to B. Indeed, theorems on the best 
proximity point are connected to optimal approximate solutions of some equations. Consequently, the 
results established in this project guarantee the existence of optimal approximate solutions for certain 
fixed point equations when there is no solution. Despite the fact that the best approximation 
theorems render approximate solutions to the equation T x = x when there is no solution, such 
results do not necessarily produce approximate solutions that are optimal in the sense that the 
incurred error d(x, T x) is minimum. On the other hand, in the case of non-existence of a solution to 
the equation T x = x, the best proximity point theorems yield optimal approximate solutions. In other 
words, given a non-self-mapping T : A → B, the best proximity point theorem presents sufficient 
conditions that ascertain the existence of an element x in A that minimizes the real valued function x 
→ d(x, T x). On account of the fact that, for any element x in A, d(x, T x) is at least d(A, B), the 
best proximity point theorem assures the global minimum, and therefore an absolute minimum, of the 
error d(x, T x) by dint of restricting an approximate solution of T x = x to meet the requirement that 
d(x, T x) = d(A, B). Essentially, the best proximity point theorem seeks an optimal approximate 
solution x, called the best proximity point of the mapping T , satisfying the condition that d(x, T x) = 
d(A, B).  
Fixed point theory is an indispensable tool for solving the equation Tx = x for a mapping T defined on 
a subset of a metric space, a normed linear space or a topological vector space. As a non-self-
mapping T : A →B does not necessarily have a fixed point, one often tries to determine an element 
x which is in some sense closest to Tx.  The best approximation theorems and the best proximity 
point theorems are pertinent in this perspective. An interesting best approximation theorem, due to 
Fan, asserts that if A is a non-empty compact convex subset of a Hausdorff locally convex 
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topological vector space X with a semi-norm p and T : A →X  is a continuous mapping, then there 
is an element x in A satisfying the condition that dp(x,Tx) = dp(Tx,A). On the other hand, despite the 
fact that best approximation theorems assure the existence of approximate solutions, such results 
need not produce optimal solutions. 

First, in this project we focus on the best proximity point theorems for proximal contractions 
of generalized contraction mappings which serve as non-self-mapping analogues of generalized 
contraction self-mappings. Also, necessary and sufficient conditions are established for a non-self-
contraction mapping to have a best proximity point, a common best proximity point and a couple best 
proximity point for pairs of contractive non-self-mappings and for pairs of contraction non-self-
mappings, yielding common optimal approximate solutions of certain fixed point equations. Besides 
establishing the existence of common best proximity points, iterative algorithms are also furnished to 
determine such optimal approximate solutions. 

Second, in this project we establish the best proximity point theorems for generalized 
contractive non-self for multi-valued mappings, yielding global optimal approximate solutions of 
certain fixed point equations. Besides establishing the existence of best proximity points, iterative 
algorithms are also furnished to determine such optimal approximate solutions.  Moreover, an 
algorithm is exhibited to determine such an optimal approximate solution designated as the best 
proximity point. It is interesting to observe that the preceding best proximity point theorem includes 
the famous Banach contraction principle. The main objective of this article is to resolve an 
optimization problem in the setting of a metric space that is endowed with a partial order. Under 
appropriate conditions, we also study the existence of solutions for the minimization problem min_x∈A 

||x −T x||. In addition to exploring the existence of a best proximity point for generalized contractions, 
an iterative algorithm is also presented to determine such an optimal approximate solution. 

 
2. Objectives of Project 

2.1) To investigate the significance of some geometric properties. For examples, the existence of the 
best proximity points for extending and generalizing the class of proximal contraction under 
some conditions related to some geometric properties. 

2.2) To establish new algorithm for approximating global solution to the best proximity points of 
mappings which related to the convex minimization problems and optimization problems. 

2.3) To obtain couple (common) best proximity point theorems without some conditions in some 
metric spaces and for set-valued non-self maps. 

2.4) To establish the existence of common best proximity points; iterative algorithms are also 
furnished to determine such optimal approximate solutions. 

2.5) To resolve an optimization problem in the setting of a metric space that is endowed with a partial 
order. 

2.6) Study the existence of solutions for the minimization problem min_x∈A ||x −T x|| 

 
3. Methodology 

3.1) Studying and investigating on the best proximity point theorems for proximal contraction 
mappings. 

3.2) Studying and investigating best proximity point, a common best proximity point and a couple 
best proximity points. 
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3.3) We find necessary and sufficient conditions which are established for a non-self-contraction 
mapping to have the best proximity point, a common best proximity point and a couple best 
proximity points for pairs of contractive non-self-mappings and for pairs of contraction non-self-
mappings, yielding common optimal approximate solutions of certain fixed point equations.  

3.4) Establishing the existence of common best proximity points; iterative algorithms are also 
furnished to determine such optimal approximate solutions. In addition to exploring the existence 
of the best proximity point for generalized contractions, an iterative algorithm is also presented 
to determine such an optimal approximate solution. 

3.5) Writing and submitting papers. 
 

4. Schedule for the entire project and expected outputs 
       First year (2012) 

Schedule for the entire project                  2012 (6 months) 

  1   2   3   4   5   6 

1. Find data and papers.  

 

    

2. Study and prove theory of best proximity.   

   

 

4. Writing and submitting papers.      

 

Procedures 2012 (12 months) 

  7   8   9   10  11   12 

1. Find data and more relevant papers. 

 

     

2. Innovation and research to find new knowledge 
continuously (and also from mentor). 

   

   

3. 4. Writing and submitting papers.     

 

 

4. Progress report 1 year.      

 

Expected outputs (2 papers): 
1. Coupled best proximity point theorem in metric spaces, Fixed Point Theory and 
Applications (2011 Impact Factor =1.63) 

2. Best proximity point Theorems for generalized cyclic contractions in ordered metric 
Spaces, Journal of Optimization Theory and Applications (2011 Impact Factor= 1.062) 

      Second year (2013) 

Schedule for the entire project 2513 ( 6 months) 

  1   2   3   4   5   6 
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1. Find data, more relevant papers and to meet 
mentor. 

 

     

2.Joint and presentation conference to find new 
knowledge. 

  
 

   

3. Writing papers and its applications.      

 

4.  Progress report 1 year.      

 

Procedures 2013 ( 12 months) 

7 8 9 10 11 12 

1. Writing papers. 

 

  

 

  

2.Submitting papers.     

 

 

3. Full report.      

 

Expected outputs (2 papers):  
1. Some common best proximity points for  proximity commuting mappings, Optimization Letter, 
(2011 Impact Factor= 0.952) 
2. Best proximity points and optimal approximate solutions, Journal Global Optimization (2011 
Impact Factor= 1.196) 

 
6.  Budget details 

Total budget can not exceed 480,000 baht for 2 years.  
 Month year 1 year 2 Total 

Honorarium (principal investigator)  
10,000 

   

     Dr. Poom Kumam 120,000 120,000 240,000 

Materials     

  1 Copy all papers and Journals  20,000 20,000 40,000 

  2 Books  5,000 5,000 10,000 

  3 Page charge (reprints)  20,000 20,000 40,000 

 4  Office material, A4  10,000 10,000 20,000 

 5 Toner print, Color tonner print, 
computers material data, Flash drive, ect. 

 10,000 10,000 20,000 

Other expenses 
1  Analysis Data 
2  Joint Conference 
3 To find a Mentor (travels, hotel, ect.) 

  
15,000 
20,000 
20,000 

 
15,000 
20,000 
20,000 

 
30,000 
40,000 
40,000 

Total  240,000 240,000 480,000 
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3. Objective  
 3.1) To investigate the significance of some geometric properties. For examples, the 

  existence of the best proximity points for extending and generalizing the class of 
  proximal contraction under some conditions related to some geometric  
  properties. 
 3.2) To establish new algorithm for approximating global solution to the best  
  proximity points of mappings which related to the convex minimization problems 
  and optimization problems. 
3.3) To obtain couple (common or triple) best proximity point theorems without  
  some conditions in some metric spaces and for set-valued non-self maps. 

 3.4) To establish the existence of common best proximity points; iterative algorithms 
  are also furnished to determine such optimal approximate solutions. 

 3.5) To resolve an optimization problem in the setting of a metric space that is  
  endowed with a partial order. 

 3.6) Study the existence of solutions for the minimization problem min{||x −T x||; x∈A}. 
 

 
4. Research methodology  

4.1) Studying and investigating on the best proximity point theorems for proximal 
contraction mappings. 

4.2) Studying and investigating best proximity point, a common best proximity point and 
a couple best proximity points. 

4.3) We find necessary and sufficient conditions which are established for a non-self-
contraction mapping to have the best proximity point, a common best proximity 
point and a couple best proximity points for pairs of contractive non-self-mappings 
and for pairs of contraction non-self-mappings, yielding common optimal 
approximate solutions of certain fixed point equations.  

4.4) Establishing the existence of common best proximity points; iterative algorithms 
are also furnished to determine such optimal approximate solutions. In addition to 
exploring the existence of the best proximity point for generalized contractions, an 
iterative algorithm is also presented to determine such an optimal approximate 
solution. 

4.5) Writing and submitting papers. 
 
 
 

 



5.1 BEST PROXIMITY POINT

5.1.1 Best proximity points for asymptotic proximal pointwise weaker

Meir-Keeler-type  -contraction mappings

Definition 5.1.1.1. Let (A,B) be a nonempty pair in Banach space X, and let  :

R+ ! R+ be a weaker Meir-Keeler-type function. A mapping T : A[B ! A[B is

said to be an asymptotic proximal pointwise weaker Meir-Keeler-type  -contraction,

if for each n 2 N and (x, y) 2 A⇥ B,

kT 2nx� T 2nyk  max{ n(kxk)kx� yk, dist(A,B)} for all y 2 B,

kT 2nx� T 2nyk  max{ n(kyk)kx� yk, dist(A,B)} for all x 2 A.

Theorem 5.1.1.2. Let (A,B) be a nonempty bounded closed convex pair in a uni-

formly convex Banach space X and T : A [ B ! A [ B be an asymptotic proximal

pointwise weaker Meir-Keeler-type  -contraction. If T is a relatively nonexpansive

mapping, then there exists a unique pair (u0, v0) 2 A⇥ B such that

ku0 � Tu0k = kv0 � Tv0k = dist(A,B).

Moreover, if x0 2 A and x
n+1 = Tx

n

, then {x2n} converges in norm to u and

{x2n+1} converges in norm to v.

Proof. Fix an x0 2 A and define a function f : B ! [0,1) by

f(u) = lim sup
n!1

kT 2n(x0)� uk for u 2 B.

Since X is uniformly convex and B is bounded closed and convex, it follow that f

has unique minimizer over B; that is, we have a unique point u0 2 B satisfying

f(u0) = inf
u2B

f(u).
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Indeed, for all m � 1 and u 2 B, we have

f(T 2m(u)) = lim sup
n!1

kT 2n(x0)� T 2muk
= lim sup

n!1
kT 2n+2m(x0)� T 2muk

= lim sup
n!1

kT 2m(T 2n(x0))� T 2muk
 lim sup

n!1
max{ m(kuk)kT 2n(x0)� uk, dist(A,B)}

= max{ m(kuk)f(u), dist(A,B)}.

(5.1.1)

Since u0 2 B is the minimum of f , for all m � 1, we have

f(u0)  f(T 2mu0)  max{ m(ku0k)f(u0), dist(A,B)}. (5.1.2)

We now claim that f(u0) = dist(A,B). Since for each u 2 B, { m(kuk)} is non-

increasing, it must converges to some ⌘ � 0. Suppose that ⌘ > 0, by definition of

weaker Meir-Keeler-type function, there exists � > ⌘ such that for u 2 B with ⌘ 
kuk < �, there exists n0 2 N such that  n0(kuk) < ⌘. Since lim

m!1  m(kuk) = ⌘

there exists m0 2 N such that ⌘   m(kuk) < �, for all m � m0. Thus we conclude

that  m0+n0(kuk) < ⌘, thus we get the contradiction. So

lim
m!1

 m(kuk) = 0. (5.1.3)

Taking m ! 1 in the inequality (5.1.2),we get

f(u0) = dist(A,B).

On the other hand, by the relatively nonexpansive of T , we have

f(T 2u0) = lim sup
n!1

k(T 2n(x0))� T 2u0k  lim sup
n!1

k(T 2n�2(x0))� u0k = f(u0),

which implies that T 2u0 = u0, by the uniqueness of minimum of f , then u0 is a fixed

point of T 2 in B. Hence,

lim
m!1

sup
n�m

k(T 2m(x0))� T 2nu0k = lim
m!1

k(T 2m(x0))� u0k = f(u0) = dist(A,B).

By the property UC of (A,B), it follows from Lemma 4.0.0.4 that {T 2n(x0)} is

a Cauchy sequence, so there exists x0 2 A such that T 2nx0 ! x0 as n ! 1.

By the similar argument as above, if y0 2 B and g : A ! [0,1) is given by

g(v) = lim sup
n!1

kT 2n(y0)� vk for v 2 B, we get v0 is a fixed point of T 2, where v0 is

a minimum in exactly one point in A, and also T 2ny0 ! y0 2 B. Hence, we obtain
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u0 = T 2nu0 ! x0 and v0 = T 2nv0 ! y0.

This show that (u0, v0) = (x0, y0), and T 2nx0 ! u0, T
2ny0 ! v0. Moreover,

ku0 � v0k = kT 2n(u0)� T 2nv0k
 max{ n(ku0k)ku0 � v0k, dist(A,B)}.

(5.1.4)

Taking n ! 1 in the inequality (5.1.4), by (5.1.3) and definition of dist(A,B), we

get

ku0 � v0k = dist(A,B).

Since T is relatively nonexpansive mapping, we have

dist(A,B)  kTu0 � Tv0k  ku0 � v0k = dist(A,B),

Therefore Tu0 = v0 and Tv0 = u0. This implies that

kTu0 � u0k = kv0 � Tv0k = dist(A,B).

Example 1. Consider X = R2 with Euclidean metric and let

A = {(1, a) : a � 0} and B = {(�1, b) : b � 0},

then A and B be a nonempty closed and convex subset of X and d(A,B) = 2.

Define T : A [ B ! A [ B, by

T (1, a) = (�1, a2) and T (�1, b) = (1, b

2) for all a, b � 0.

Then T is a cyclic mapping and for each (1, a) 2 A and (�1, b) 2 B, we have

T 2n(1, a) = (1, a

22n ) and T 2n(�1, b) = (�1, b

22n ).

Next, we will show that T is an asymptotic proximal pointwise weaker Meir-Keeler-

type  -contraction with weaker Meir-Keeler-type function  : R+ ! R+ defined

by

 (t) =

8
>>>><

>>>>:

0, when 0  t  1

2t, when 1 < t < 2

1, when t � 2.
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Since,

d(T 2n(1, a), T 2n(�1, b)) = d((1,
a

22n
), (�1,

b

22n
))

=

s

4 +

✓
a� b

22n

◆2


p
4 + (a� b)2

 max{ n(d((0, 0), (1, a))d((1, a), (�1, b)), dist(A,B)}.

Similarly, we can conclude that

d(T 2n(1, a), T 2n(�1, b))  max{ n(d((0, 0), (�1, b))d((1, a), (�1, b)), dist(A,B)},
and hence T is an asymptotic proximal pointwise weaker Meir-Keeler-type

 -contraction. Moreover

((1, 0), (�1, 0)) 2 A⇥ B is a pair of best proximity point of T , because

d((1, 0), T (1, 0)) = d((�1, 0), T (�1, 0)) = 2 = d(A,B).

5.1.2 Generalized proximal  �contraction mappings for Best proximity

points

Definition 5.1.2.1. A mapping S : A ! B is said to be a generalized proximal

 �contraction of the first kind, if for all u, v, x, y 2 A satisfies

d(u, Sx) = d(v, Sy) = d(A,B) =) d(u, v)   (d(x, y)),

where  : [0,1) ! [0,1) is an upper semicontinuous function from the right such

that  (t) < t for all t > 0.

Definition 5.1.2.2. A mapping S : A ! B is said to be a generalized proximal

 �contraction of the second kind if for all u, v, x, y 2 A satisfies

d(u, Sx) = d(v, Sy) = d(A,B) =) d(Su, Sv)   (d(Sx, Sy)),

where  : [0,1) ! [0,1) is an upper semicontinuous from the right such that

 (t) < t for all t > 0.

It is easy to see that, if we take  (t) = ↵t, where ↵ 2 [0, 1), then a generalized

proximal  �contraction of the first kind and generalized proximal  �contraction of

the second kind reduces to a proximal contraction of the first kind and a proximal



10

contraction of the second kind, respectively. Moreover, it is easy to see that a self-

mapping generalized proximal  �contraction of the first kind and the second kind

reduces to the condition of Boy and Wong’ s fixed point theorem[15].

Theorem 5.1.2.3. Let (X, d) be a complete metric space and A and B be non-

empty, closed subsets of X such that A0 and B0 are non-empty. Let S : A ! B,

T : B ! A and g : A [ B ! A [ B satisfy the following conditions:

(a) S and T are generalized proximal  �contraction of the first kind;

(b) g is an isometry;

(c) The pair (S, T ) is a proximal cyclic contraction;

(d) S(A0) ✓ B0, T (B0) ✓ A0;

(e) A0 ✓ g(A0) and B0 ✓ g(B0).

Then, there exists a unique point x 2 A and there exists a unique point y 2 B such

that

d(gx, Sx) = d(gy, Ty) = d(x, y) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(gx
n+1, Sxn

) = d(A,B),

converges to the element x. For any fixed y0 2 B0, the sequence {y
n

}, defined by

d(gy
n+1, T yn) = d(A,B),

converges to the element y.

On the other hand, a sequence {u
n

} in A converges to x if there is a sequence of

positive numbers {✏
n

} such that

lim
n!1

✏
n

= 0 and d(u
n+1, zn+1)  ✏

n

,

where z
n+1 2 A satisfies the condition that d(z

n+1, Sun

) = d(A,B).

Proof. Let x0 a fixed element in A0. In view of the fact that S(A0) ✓ B0 and

A0 ✓ g(A0), it is ascertained that there exists an element x1 2 A0 such that

d(gx1, Sx0) = d(A,B). (5.1.5)

Again, since S(A0) ✓ B0 and A0 ✓ g(A0), there exists an element x2 2 A0 such that

d(gx2, Sx1) = d(A,B). (5.1.6)
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By similar fashion, we can find x
n

in A0. Having chosen x
n

, one can determine an

element x
n+1 2 A0 such that

d(gx
n+1, Sxn

) = d(A,B). (5.1.7)

Because of the facts that S(A0) ✓ B0 and A0 ✓ g(A0), by a generalized proximal

 �contraction of the first kind of S, g is an isometry and property of  , for each

n 2 N, we have

d(x
n+1, xn

) = d(gx
n+1, gxn

)

  (d(x
n

, x
n�1))

 d(x
n

, x
n�1),

(5.1.8)

this mean that the sequence {d(x
n+1, xn

)} is non-increasing and bounded bolow.

Hence there exists r � 0 such that

lim
n!1

d(x
n+1, xn

) = r. (5.1.9)

If r > 0, then

r = lim
n!1

d(x
n+1, xn

)

 lim
n!1

 (d(x
n

, x
n�1))

=  (r)

< r,

which is a contradiction unless r = 0. Therefore,

↵
n

:= lim
n!1

d(x
n+1, xn

) = 0. (5.1.10)

We claim that {x
n

} is a Cauchy sequence. Suppose that {x
n

} is not a Cauchy

sequence. Then there exists " > 0 and subsequence {x
mk

}, {x
nk
} of {x

n

} such that

n
k

> m
k

� k with

r
k

:= d(x
mk

, x
nk
) � " and d(x

mk
, x

nk�1) < " (5.1.11)

for k 2 {1, 2, 3, . . .}. Thus

"  r
k

 d(x
mk

, x
nk�1) + d(x

nk�1, xnk
)

< "+ ↵
nk�1,

(5.1.12)
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it follows from (5.1.10), implies that

lim
k!1

r
k

= ". (5.1.13)

Notice also that

"  r
k

 d(x
mk

, x
mk+1) + d(x

nk+1, xnk
) + d(x

mk+1, xnk+1)

= ↵
mk

+ ↵
nk

+ d(x
mk+1, xnk+1)

 ↵
mk

+ ↵
nk

+  (d(x
mk

, x
nk
)).

(5.1.14)

Taking k ! 1 in above inequality, by (5.1.10), (5.1.13) and property of  , we

get "   ("). Therefore, " = 0, which is a contradiction. So we obtain the claim

and hence converge to some element x 2 A. Similarly, in view of the fact that

T (B0) ✓ A0 and A0 ✓ g(A0), we can conclude that there is a sequence {y
n

} such

that converge to some element y 2 B. Since the pair (S, T ) is a proximal cyclic

contraction and g is an isometry, we have

d(x
n+1, yn+1) = d(gx

n+1, gyn+1)  ↵d(x
n

, y
n

) + (1� ↵)d(A,B). (5.1.15)

We take limit in (5.1.15) as n ! 1, it follows that

d(x, y) = d(A,B), (5.1.16)

so, we concluded that x 2 A0 and y 2 B0. Since S(A0) ✓ B0 and T (B0) ✓ A0 that

there is u 2 A and v 2 B such that

d(u, Sx) = d(A,B) (5.1.17)

and

d(v, Ty) = d(A,B). (5.1.18)

From (5.1.7), (5.1.17) and the notion of generalized proximal  �contraction of first

kind of S, we get

d(u, gx
n+1)   (d(x, x

n

)) (5.1.19)

Letting n ! 1, we get d(u, gx)   (0) = 0 and thus u = gx. Therefore

d(gx, Sx) = d(A,B). (5.1.20)
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Similarly, we can show that v = gy and then

d(gy, Ty) = d(A,B). (5.1.21)

From (5.1.16), (5.1.20) and (5.1.21), we get

d(x, y) = d(gx, Sx) = d(gy, Ty) = d(A,B).

Next, to prove the uniqueness, let us suppose that there exist x⇤ 2 A and y⇤ 2 B

with x 6= x⇤, y 6= y⇤ such that

d(gx⇤, Sx⇤) = d(A,B)

and

d(gy⇤, T y⇤) = d(A,B).

Since g is an isometry, S and T are generalized proximal  �contractions of the first

kind and the property of  , it follows that

d(x, x⇤) = d(gx, gx⇤)   (d(x, x⇤)) < d(x, x⇤)

and

d(y, y⇤) = d(gy, gy⇤)   (d(y, y⇤)) < d(y, y⇤),

which is a contradiction, so we have x = x⇤ and y = y⇤. On the other hand, let

{u
n

} be a sequence in A and {✏
n

} a sequence of positive real numbers such that

lim
n!1

✏
n

= 0 and d(u
n+1, zn+1)  ✏

n

,

where z
n+1 2 A satisfies the condition that d(z

n+1, Sun

) = d(A,B). Since S is a

generalized proximal  �contraction of first kind, we have

d(x
n+1, zn+1)   (d(x

n

, u
n

)). (5.1.22)

Given ✏ > 0, we choose a positive integer N such that ✏
n

 ✏ for all n � N , we

obtain that

d(x
n+1, un+1)  d(x

n+1, zn+1) + d(z
n+1, un+1)

  (d(x
n

, u
n

)) + ✏
n

.

Therefore, we get

d(u
n+1, x)  d(u

n+1, xn+1) + d(x
n+1, x)

  (d(x
n

, u
n

)) + ✏
n

+ d(x
n+1, x). (5.1.23)
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We claim that d(u
n

, x) ! 0 as n ! 1, suppose the contrary, by a inequality (5.1.23)

and property of  , we get

lim
n!1

d(u
n+1, x)  lim

n!1
(d(u

n+1, xn+1) + d(x
n+1, x))

 lim
n!1

( (d(x
n

, u
n

)) + ✏
n

+ d(x
n+1, x))

=  (( lim
n!1

d(x
n

, u
n

))

  (( lim
n!1

(d(x
n

, x) + d(x, u
n

)))

< lim
n!1

d(x, u
n

)

which is a contradiction, so we have {u
n

} is convergent and it converges to x. This

completes the proof of the theorem.

Corollary 5.1.2.4. Let (X, d) be a complete metric space and A and B be non-

empty, closed subsets of X. Further, suppose that A0 and B0 are non-empty. Let

S : A ! B, T : B ! A and g : A [ B ! A [ B satisfy the following conditions:

(a) S and T are generalized proximal  �contraction of the first kind;

(b) S(A0) ✓ B0, T (B0) ✓ A0 ;

(c) The pair (S, T ) is a proximal cyclic contraction.

Then, there exists a unique point x 2 A and there exists a unique point y 2 B such

that

d(gx, Sx) = d(gy, Ty) = d(x, y) = d(A,B).

If take  (t) = ↵t, where 0  ↵ < 1, we obtain following corollary;

Corollary 5.1.2.5. Let (X, d) be a complete metric space and A and B be non-

empty, closed subsets of X. Further, suppose that A0 and B0 are non-empty. Let

S : A ! B, T : B ! A and g : A [ B ! A [ B satisfy the following conditions:

(a) S and T are proximal contractions of first kind;

(b) S(A0) ✓ B0, T (B0) ✓ A0;

(c) The pair (S, T ) is a proximal cyclic contraction.

Then, there exists a unique point x 2 A and there exists a unique point y 2 B such

that

d(gx, Sx) = d(gy, Ty) = d(x, y) = d(A,B).

For a self-mapping, includes the Boy and Wong’ s fixed point theorem [15] as

followings:
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Corollary 5.1.2.6. Let (X, d) be a complete metric space and T : X ! X a

mapping that satisfies d(Tx, Ty)   (d(x, y)) for all x, y 2 X, where  : [0,1) !
[0,1) is an upper semicontinuous function from the right such that  (t) < t for all

t > 0. Then T has a unique fixed point v 2 X. More over, for each x 2 X, {T nx}
converges to v.

Example 2. Consider the complete metric space R2 with metric defined by

d((x1, y1), (x2, y2)) = |x1 � x2|+ |y1 � y2|,

for all (x1, y1), (x2, y2) 2 R2. Let

A = {(0, y) : �1  y  1}, B = {(1, y) : �1  y  1}.

Then d(A,B) = 1. Define the mappings S : A ! B as follows:

S((0, y)) =

8
><

>:

(1, 0) ; �1  y < 0,
✓
1, y � y2

2

◆
, ; 0  y  1.

First, we show that S is generalized proximal  �contraction of the first kind with

the function  : [0,1) ! [0,1) defined by

 (t) =

8
><

>:

t� t2

2
; 0  t  1,

t� 1, ; t > 1.

Let (0, x1), (0, x2), (0, a1) and (0, a2) be elements in A satisfying

d((0, x1), S(0, a1)) = d(A,B) = 1, d((0, x2), S(0, a2)) = d(A,B) = 1.

It follow that

x
i

= 0 when � 1  a
i

< 0, for i = 1, 2

and

x
i

= a
i

�
a2
i

2
when 0  a

i

 1, for i = 1, 2.

Clearly, in case x1 = x2 = 0 and x1 = 0, x2 = a2 �
a22

2
(or x1 = a1 �

a21

2
, x2 = 0 ).
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Assume that x
i

= a
i

�
a2
i

2
for i = 1, 2 with a1 � a2 > 0, then we have

d((0, x1), (0, x2)) = d
��
0, a1 �

a21

2
), (0, a2 �

a22

2

��

= |(a1 �
a21

2
)� (a2 �

a22

2
)|

= (a1 � a2)� (
a21

2
�

a22

2
)

 (a1 � a2)�
1

2
(a1 � a2)2

=  (d((0, a1), (0, a2))

Thus S is a generalized proximal  �contraction of the first kind.

Next, we prove that S is not a proximal contraction. Suppose S is proximal con-

traction, then for each (0, x), (0, y), (0, a), (0, b) 2 A satisfying

d((0, x), S(0, a)) = d(A,B) = 1 and d((0, y), S(0, b)) = d(A,B) = 1, (5.1.24)

there exists k 2 [0, 1) such that

d((0, x), (0, y))  kd((0, a), (0, b)).

From (5.1.80), we get

x = 0 when � 1  a < 0, y = 0 when � 1  b < 0

and

x = a�
a2

2
when 0  a  1, y = b�

b2

2
when 0  b  1.

Suppose that x = a�
a2

2
and y = b�

b2

2
, then we have

���a�
a2

2

�� �
b�

b2

2

��� = d((0, x), (0, y))

 kd((0, a), (0, b))

= k|a� b|.
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Letting b = 0 with a 6= 0, we get

1 = lim
a!0+

(1� a

2
)  k < 1,

which is a contradiction. Therefore S is not a proximal contraction.

Example 3. Consider the complete metric space R2 with metric defined by

d((x1, x2), (y1, y2)) = |x1 � x2|+ |y1 � y2|,

for all (x1, x2), (y1, y2) 2 R2. Let A = {(0, y) : �1  y  1} and B = {(1, x) : �1 
x  1}. Define two mappings S : A ! B, T : B ! A and g : A [ B ! A [ B as

follows: g((x, y)) = (x,�y),

S((0, y)) =

8
><

>:

(1, 0) ; �1  y < 0,
✓
1,

y

2
(1� y

2
)

◆
, ; 0  y  1

and

T ((1, x)) =

8
><

>:

(0, 0) ; �1  x < 0,
✓
0,

x

2
(1� x

2
)

◆
, ; 0  x  1.

Then it is easy to see that d(A,B) = 1, A0 = A, B0 = B and the mapping g is

an isometry.

Next, we claim that S and T are generalized proximal  �contractions of the

first kind with the function  : [0,1) ! [0,1) defined by

 (t) =

8
><

>:

t

2
� t2

4
; 0  t  1,

t� 1, ; t > 1.

If (0, y1), (0, y2) 2 A such that

d((0, a), S(0, y1)) = d(A,B) = 1 and d((0, b), S(0, y2)) = d(A,B) = 1

for all (0, a), (0, b) 2 A, then we have

a =

8
><

>:

0 ; �1  y1 < 0,

y1
2
(1� y1

2
), ; 0  y1  1,
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and

b =

8
><

>:

0 ; �1  y2 < 0,

y2
2
(1� y2

2
), ; 0  y2  1,

Clearly, in case a = b = 0 and a = 0, b = y2

2 (1 � y2

2 )( or a = y1

2 (1 � y1

2 ), b = 0 ).

Suppose a = y1

2 (1� y1

2 ) and b = y2

2 (1� y2

2 ) with y1 � y2 = t > 0, we have

d((0, a), (0, b)) =
���y1

2
�

y21

4

�� �y2
2
�

y22

4

���

=
��(y1 � y2)

2
(1�

1

2
(y1 + y2))

��

 ��y1 � y2

2
(1�

1

2
(y1 � y2)

�|

=  (d((0, y1), (0, y2)))

Hence S is a generalized proximal  �contraction of the first kind. In the same way,

we can prove that T is a generalized proximal  �contraction of the first kind. More-

over, we can see that the pair (S, T ) forms a proximal cyclic contraction. Further,

it is see that the unique element (0, 0) 2 A and (1, 0) 2 B such that

d(g(0, 0), S(0, 0)) = d(g(1, 0), T (1, 0)) = d((0, 0), (1, 0)) = d(A,B).

Theorem 5.1.2.7. Let (X, d) be a complete metric space and A and B be non-

empty, closed subsets of X. Further, suppose that A0 and B0 are non-empty. Let

S : A ! B and g : A ! A satisfy the following conditions:

(a) S is a generalized proximal  �contractions of first and second kinds;

(b) g is an isometry;

(c) S preserves isometric distance with respect to g;

(d) S(A0) ✓ B0;

(e) A0 ✓ g(A0).

Then, there exists a unique point x 2 A such that

d(gx, Sx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(gx
n+1, Sxn

) = d(A,B),
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converges to the element x.

On the other hand, a sequence {u
n

} in A converges to x if there is a sequence of

positive numbers {✏
n

} such that

lim
n!1

✏
n

= 0 and d(u
n+1, zn+1)  ✏

n

,

where z
n+1 2 A satisfies the condition that d(z

n+1, Sun

) = d(A,B).

Proof. Since S(A0) ✓ B0 and A0 ✓ g(A0), similarly in the proof, we can construct

the sequence {x
n

} of element in A0 such that

d(gx
n+1, Sxn

) = d(A,B) (5.1.25)

for all non-negative number n. It follows from g is an isometry and the virtue of a

generalized proximal  �contraction of the first kind of S, we see that

d(x
n

, x
n+1) = d(gx

n

, gx
n+1)   (d(x

n

, x
n�1))

for all n 2 N. Similarly to the proof, we can conclude that the sequence {x
n

} is a

Cauchy sequence and converges to some x 2 A. Since S is a generalized proximal

 �contraction of the second kind and preserves isometric distance with respect to

g that

d(Sx
n

, Sx
n+1) = d(Sgx

n

, Sgx
n+1)

  (d(Sx
n�1, Sxn

))

 d(Sx
n�1, Sxn

)

this mean that the sequence {d(Sx
n+1, Sxn

)} is non-increasing and bounded below.

Hence, there exists r � 0 such that

lim
n!1

d(Sx
n+1, Sxn

) = r. (5.1.26)

If r > 0, then

r = lim
n!1 d(Sx

n+1, Sxn

)

 lim
n!1  (d(Sx

n�1, Sxn

))

=  (r)

< r,

which is a contradiction, unless r = 0. Therefore

�
n

:= lim
n!1

d(Sx
n+1, Sxn

) = 0. (5.1.27)
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We claim that {Sx
n

} is a Cauchy sequence. Suppose that {Sx
n

} is not a Cauchy

sequence. Then there exists " > 0 and subsequence {Sx
mk

}, {Sx
nk
} of {Sx

n

} such

that n
k

> m
k

� k with

r
k

:= d(Sx
mk

, Sx
nk
) � " and d(Sx

mk
, Sx

nk�1) < " (5.1.28)

for k 2 {1, 2, 3, . . .}. Thus

"  r
k

 d(Sx
mk

, Sx
nk�1) + d(Sx

nk�1, Sxnk
)

< "+ �
nk�1,

(5.1.29)

it follows from (5.1.27), implies that

lim
k!1

r
k

= ". (5.1.30)

Notice also that

"  r
k

 d(Sx
mk

, Sx
mk+1) + d(Sx

nk+1, Sxnk
) + d(Sx

mk+1, Sxnk+1)

= �
mk

+ �
nk

+ d(Sx
mk+1, Sxnk+1)

 �
mk

+ �
nk

+  (d(Sx
mk

, Sx
nk
)).

(5.1.31)

Taking k ! 1 in above inequality, by (5.1.27), (5.1.30) and property of  , we get

"   ("). Hence, " = 0, which is a contradiction. So we obtain the claim and then

it converges to some y 2 B. Therefore, we can conclude that

d(gx, y) = lim
n!1

d(gx
n+1, Sxn

) = d(A,B) (5.1.32)

that is gx 2 A0. Since A0 ✓ g(A0), we have gx = gz for some z 2 A0 and then

d(gx, gz) = 0. By the fact that g is an isometry, we have d(x, z) = d(gx, gz) = 0.

Hence x = z and so x becomes to a point in A0. As S(A0) ✓ B0 that

d(u, Sx) = d(A,B) (5.1.33)

for some u 2 A. It follows from (5.1.25), (5.1.33) and S is a generalized proximal

 �contraction of the first kind that

d(u, gx
n+1)   (d(x, x

n

)) (5.1.34)
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for all n 2 N. Taking limit as n ! 1, we get the sequence {gx
n

} converge to a

point u. By the fact that g is continuous, we have

gx
n

! gx as n ! 1.

By the uniqueness of limit of the sequence, we conclude that u = gx. Therefore, it

results that d(gx, Sx) = d(u, Sx) = d(A,B). The uniqueness and the remaining part

of the proof follows as in Theorem. This completes the proof of the theorem.

If g is assumed to be the identity mapping, then the Theorem 5.3.1.3, we obtain

the following corollary:

Corollary 5.1.2.8. Let (X, d) be a complete metric space and A and B be non-

empty, closed subsets of X. Further, suppose that A0 and B0 are non-empty. Let

S : A ! B satisfy the following conditions:

(a) S is a generalized proximal  �contractions of first and second kinds;

(b) S(A0) ✓ B0.

Then, there exists a unique point x 2 A such that

d(x, Sx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Sxn

) = d(A,B),

converges to the best proximity point x of S.

Corollary 5.1.2.9. Let (X, d) be a complete metric space and A and B be non-

empty, closed subsets of X. Further, suppose that A0 and B0 are non-empty. Let

S : A ! B satisfy the following conditions:

(a) S is a proximal contractions of first and second kinds;

(b) S(A0) ✓ B0 .

Then, there exists a unique point x 2 A such that

d(x, Sx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Sxn

) = d(A,B),

converges to the best proximity point x of S.
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5.1.3 Best proximity points for generalized proximal

C-contraction mappings in metric spaces with partial orders

Definition 5.1.3.1. A mapping T : A ! B is said to be a generalized proximal

C-contraction if, for all u, v, x, y 2 A, satisfies

x � y

d(u, Tx) = d(A,B)

d(v, Ty) = d(A,B)

9
>>>=

>>>;
=) d(u, v)  1

2
(d(x, v) + d(y, u))�  (d(x, v), d(y, u)).

(5.1.35)

where  : [0,1)2 ! [0,1) is continuous and nondecreasing function such that

 (x, y) = 0 if and only if x = y = 0.

Theorem 5.1.3.2. Let X be a nonempty set such that (X,�) is a partially ordered

set and (X, d) be a complete metric space. Let A and B be nonempty closed subsets

of X such that A0 and B0 are nonempty. Let T : A ! B satisfy the following

conditions:

(a) T is a continuous, proximally order-preserving and generalized proximal C-

contraction such that T (A0) ✓ B0;

(b) there exist element x0 and x1 in A0 such that x0 � x1 and

d(x1, Tx0) = d(A,B).

Then there exists a point x 2 A and such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

} defined by

d(x
n+1, Txn

) = d(A,B)

converges to the point x.

Proof. By the hypothesis (b), there exist x0, x1 2 A0 such that x0 � x1 and

d(x1, Tx0) = d(A,B).

Since T (A0) ✓ B0, there exists a point x2 2 A0 such that

d(x2, Tx1) = d(A,B).
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By the proximally order-preserving of T , we get x1 � x2. Continuing this process,

we can find a sequence {x
n

} in A0 such that x
n�1 � x

n

and

d(x
n

, Tx
n�1) = d(A,B).

Having found the point x
n

, one can choose a point x
n+1 2 A0 such that x

n

� x
n+1

and

d(x
n+1, Txn

) = d(A,B). (5.1.36)

Since T is a generalized proximal C-contraction, for each n 2 N, we have

d(x
n

, x
n+1) 

1

2
(d(x

n�1, xn+1) + d(x
n

, x
n

))�  (d(x
n�1, xn+1), d(xn

, x
n

))

=
1

2
d(x

n�1, xn+1)�  (d(x
n�1, xn+1), 0)


1

2
d(x

n�1, xn+1)


1

2
(d(x

n�1, xn

) + d(x
n

, x
n+1))

(5.1.37)

and so it follow that d(x
n

, x
n+1)  d(x

n�1, xn

), that is, the sequence {d(x
n+1, xn

)}
is non-increasing and bounded bolow. Then there exists r � 0 such that

lim
n!1

d(x
n+1, xn

) = r. (5.1.38)

Taking n ! 1 in (5.1.37), we have

r  lim
n!1

1

2
d(x

n�1, xn+1) 
1

2
(r + r) = r

and so

lim
n!1

d(x
n�1, xn+1) = 2r. (5.1.39)

Again, taking n ! 1 in (5.1.37) and using (5.1.38), (5.1.39) and the continuity of

 , we get

r 
1

2
(2r) = r �  (2r, 0)  r

and hence  (2r, 0) = 0. So, by the property of  , we have r = 0, which implies that

lim
n!1

d(x
n+1, xn

) = 0. (5.1.40)



24

Next, we prove that {x
n

} is a Cauchy sequence. Suppose that {x
n

} is not a

Cauchy sequence. Then there exists " > 0 and subsequence {x
mk

}, {x
nk
} of {x

n

}
such that n

k

> m
k

� k with

r
k

:= d(x
mk

, x
nk
) � ", d(x

mk
, x

nk�1) < " (5.1.41)

for each k 2 {1, 2, 3, · · · }. For each n � 1, let ↵
n

:= d(x
n+1, xn

). So, we have

"  r
k

 d(x
mk

, x
nk�1) + d(x

nk�1, xnk
)

< "+ ↵
nk�1,

it follows from (5.1.40) that

lim
k!1

r
k

= ". (5.1.42)

Notice also that

r
k

= d(x
nk
, x

mk
)  d(x

nk
, x

mk+1) + d(x
mk+1, xmk

)

= d(x
nk
, x

mk+1) + ↵
mk

 d(x
nk
, x

mk
) + d(x

mk
, x

mk+1) + ↵
mk

= r
k

+ ↵
mk

+ ↵
mk

.

(5.1.43)

Taking k ! 1 in (5.1.43), by (5.1.40) and (5.1.42), we conclude that

lim
k!1

d(x
nk
, x

mk+1) = ". (5.1.44)

Similarly, we can show that

lim
k!1

d(x
mk

, x
nk+1) = ". (5.1.45)

On the other hand, by the construction of {x
n

}, we may assume that x
mk

� x
nk

such that

d(x
nk+1, Txnk

) = d(A,B) (5.1.46)

and

d(x
mk+1, Txmk

) = d(A,B). (5.1.47)

By the triangle inequality, (5.1.46), (5.1.47) and the generalized proximal C-contraction

of T , we have

"  r
k

 d(x
mk

, x
mk+1) + d(x

nk+1, xnk
) + d(x

mk+1, xnk+1)

= ↵
mk

+ ↵
nk

+ d(x
mk+1, xnk+1)

 ↵
mk

+ ↵
nk

+
1

2
[d(x

nk
, x

mk+1) + d(x
mk

, x
nk+1)]

� (d(x
nk
, x

mk+1), d(xmk
, x

nk+1))
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Taking k ! 1 in the above inequality, by (5.1.40), (5.1.44), (5.1.45) and the conti-

nuity of  , we get

" 
1

2
("+ ")�  (", ")  ".

Therefore,  (", ") = 0. By the property of  , we have that " = 0, which is a

contradiction. Thus {x
n

} is a Cauchy sequence. Since A is a closed subset of the

complete metric space X, there exist x 2 A such that

lim
n!1

x
n

= x. (5.1.48)

Letting n ! 1 in (5.1.36) , by (5.1.48) and the continuity of T , it follows that

d(x, Tx) = d(A,B).

Corollary 5.1.3.3. Let X be a nonempty set such that (X,�) is a partially ordered

set and (X, d) be a complete metric space. Let A and B be nonempty closed subsets

of X such that A0 and B0 are nonempty. Let T : A ! B satisfy the following

conditions:

(a) T is a continuous, increasing such that T (A0) ✓ B0 and

x � y

d(u, Tx) = d(A,B)

d(v, Ty) = d(A,B)

9
>>>=

>>>;
=) d(u, v)  ↵(d(x, v) + d(y, u)), (5.1.49)

where ↵ 2 (0, 12);

(b) there exist x0, x1 2 A0 such that x0 � x1 and

d(x1, Tx0) = d(A,B).

Then there exists a point x 2 A and such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

} defined by

d(x
n+1, Txn

) = d(A,B)

converges to the point x.
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Proof. Let ↵ 2 (0, 12) and the function  in Theorem 5.1.3.2 be defined by

 (a, b) = (
1

2
� ↵)(a+ b).

Obviously, it follows that  (a, b) = 0 if and only if a = b = 0 and (5.1.35) become

to (5.1.49). Hence we obtain the Corollary 5.1.3.3.

Now, we give an example to illustrate Theorem 5.1.3.2

Example 4. Consider the complete metric space R2 with Euclidean metric. Let

A = {(x, 0) : x 2 R}, B = {(0, y) : y 2 R , y � 1}.

Then d(A,B) = 1, A0 = {(0, 0)} and B0 = {(0, 1)}. Define a mapping T : A ! B

as follows:

T ((x, 0)) = (0, 1 + |x|)

for all (x, 0) 2 A. Clearly, T is continuous and T (A0) ✓ B0. If x1 � x2 and

d(u1, Tx1) = d(A,B) = 1, d(u2, Tx2) = d(A,B) = 1

for some u1, u2, x1, x2 2 A, then we have

u1 = u1 = (0, 0), x1 = x2 = (0, 0).

Therefore, T is a generalized proximal C-contraction with  : [0,1)2 ! [0,1)

defined by

 (a, b) =
1

4
(a+ b).

Further, observe that (0, 0) 2 A such that

d((0, 0), T (0, 0)) = d(A,B) = 1.

Theorem 5.1.3.4. Let X be a nonempty set such that (X,�) is a partially ordered

set and (X, d) be a complete metric space. Let A and B be nonempty closed subsets

of X such that A0 and B0 are nonempty. Let T : A ! B satisfy the following

conditions:

(a) T is an proximally order-preserving and generalized proximal C-contraction

such that T (A0) ✓ B0;

(b) there exist element x0, x1 2 A0 such that x0 � x1 and
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d(x1, Tx0) = d(A,B);

(c) if {x
n

} is an increasing sequence in A converges to x, then x
n

� x for all

n 2 N.

Then there exists a point x 2 A and such that

d(x, Tx) = d(A,B).

Proof. As in the proof of Theorem 5.1.3.2, we have

d(x
n+1, Txn

) = d(A,B) (5.1.50)

for all n � 0 . Moreover, {x
n

} is a Cauchy sequence and converges to some point

x 2 A. Observe that, for each n 2 N,

d(A,B) = d(x
n+1, Txn

)  d(x
n+1, x) + d(x, Tx

n

)

 d(x, x
n+1) + d(x, x

n+1) + d(x
n+1, Txn

)

 d(x, x
n+1) + d(x, x

n+1) + d(A,B).

Taking n ! 1 in the above inequality, we obtain lim
n!1 d(x, Tx

n

) = d(A,B) and

hence x 2 A0. Since T (A0) ✓ B0, there exists v 2 A such that

d(v, Tx) = d(A,B). (5.1.51)

Next, we prove that x = v. By the condition (c), we have x
n

� x for all n 2 N.

Using (5.1.50), (5.1.49) and the generalized proximal C-contraction of T , we have

d(x
n+1, v) 

1

2
[d(x

n

, v) + d(x, x
n+1)]�  (d(x

n

, v), d(x, x
n+1)).

(5.1.52)

Letting n ! 1 in (5.1.52), we get

d(x, v) 
1

2
d(x, v)�  (d(x, v), 0),

which implies that d(x, v) = 0, that is, x = v. If we replace v by x in (5.1.49), we

have

d(x, Tx) = d(A,B).
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Corollary 5.1.3.5. Let X be a nonempty set such that (X,�) is a partially ordered

set and let (X, d) be a complete metric space. Let A and B be nonempty closed

subsets of X such that A0 and B0 are nonempty. Let T : A ! B satisfy the

following conditions:

(a) T is an increasing mapping such that T (A0) ✓ B0 and

x � y

d(u, Tx) = d(A,B)

d(v, Ty) = d(A,B)

9
>>>=

>>>;
=) d(u, v)  ↵(d(x, v) + d(y, u)), (5.1.53)

where ↵ 2 (0, 12);

(b) there exist x0, x1 2 A0 such that x0 � x1 and

d(x1, Tx0) = d(A,B);

(c) if {x
n

} is an increasing sequence in A converges to a point x 2 X, then

x
n

� x for all n 2 N.

Then there exists a point x 2 A and such that

d(x, Tx) = d(A,B).

For x, y 2 X there exists z 2 X which is comparable to x and y. (5.1.54)

Theorem 5.1.3.6. Let X be a nonempty set such that (X,�) is a partially ordered

set and (X, d) be a complete metric space. Let A and B be nonempty closed subsets

of X and A0 and B0 are nonempty such that A0 satisfying condition (5.1.54). Let

T : A ! B satisfy the following conditions:

(a) T is a continuous, proximally order-preserving and generalized proximal C-

contraction such that T (A0) ✓ B0;

(b) there exist element x0 and x1 in A0 such that x0 � x1 and

d(x1, Tx0) = d(A,B).

Then there exists a unique point x 2 A and such that

d(x, Tx) = d(A,B).
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Proof. We shall only proof the part of uniqueness part. Suppose that there exist x

and x⇤ in A which are best proximity point, that is

d(x, Tx) = d(A,B) and d(x⇤, Tx⇤) = d(A,B).

Case I x is comparable to x⇤, that is x � x⇤ (or x⇤ � x ), by the generalized

proximal C-contraction of T , we have

d(x, x⇤) 
1

2
[d(x, x⇤) + d(x⇤, x)]�  (d(x, x⇤), d(x⇤, x))  d(x⇤, x),

which implies that  (d(x, x⇤), d(x⇤, x)) = 0. Using the property of  , we get

d(x⇤, x) = 0 and hence x = x⇤.

Case II x is not comparable to x⇤. Since A0 satisfying condition (5.1.54), then

there exist z 2 A0 such that z comparable to x and x⇤, that is x � z (or z � x )

and x⇤ � z (or z � x⇤ ). Suppose that x � z and x⇤ � z. Since T (A0) ✓ B0, there

exists a point v0 2 A0 such that

d(v0, T z) = d(A,B).

By proximally order-preserving, we get x � v0 and x⇤ � v0. Since T (A0) ✓ B0, there

exists a point v1 2 A0 such that

d(v1, T v0) = d(A,B).

Again, by proximally order-preserving, we get x � v1 and x⇤ � v1. One can proceed

further in a similar fashion to find v
n

in A0 with v
n+1 2 A0 such that

d(v
n+1, T vn) = d(A,B).

Hence x � v
n

and x⇤ � v
n

for all n 2 N. By the generalized proximal C-contraction

of T , we have

d(v
n+1, x) 

1

2
[d(v

n

, x) + d(x, v
n+1)]�  (d(v

n

, x), d(x, v
n+1)),

(5.1.55)

d(v
n+1, x

⇤) 
1

2
[d(v

n

, x⇤) + d(x⇤, v
n+1)]�  (d(v

n

, x⇤), d(x⇤, v
n+1)),

(5.1.56)

it follow from (5.1.55), (5.1.56) and property of  , we get

v
n

! x and v
n

! x⇤ as n ! 1.
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By the uniqueness of limit, we conclude that x = x⇤. Other cases can we proved

similarly and this completes the proof.

Theorem 5.1.3.7. Let X be a nonempty set such that (X,�) is a partially ordered

set and (X, d) be a complete metric space. Let A and B be nonempty closed subsets

of X and A0 and B0 are nonempty such that A0 satisfying condition (5.1.54). Let

T : A ! B satisfy the following conditions:

(a) T is an proximally order-preserving and generalized proximal C-contraction

such that T (A0) ✓ B0;

(b) there exist element x0, x1 2 A0 such that x0 � x1 and

d(x1, Tx0) = d(A,B);

(c) if {x
n

} is an increasing sequence in A converges to x, then x
n

� x for all

n 2 N.

Then there exists a unique point x 2 A and such that

d(x, Tx) = d(A,B).

Proof. For the proof, combine the proofs of Theorem 5.1.3.4 and Theorem 5.1.3.7.

5.1.4 Best proximity point theorems for rational proximal contractions

Definition 5.1.4.1. Let (X , d) be a metric space and A and B be two non-empty

subsets of X . Then, T : A �! B is said to be a rational proximal contraction of the

first kind if there exist non-negative real numbers ↵, �, �, � with ↵+�+2�+2� < 1,

such that the conditions

d(u1, T x1) = d(A,B) and d(u2, T x2) = d(A,B)

imply that

d(u1, u2)  ↵d(x1, x2) +
�[1 + d(x1, u1)]d(x2, u2)

1 + d(x1, x2)
+ �[d(x1, u1) + d(x2, u2)]

+�[d(x1, u2) + d(x2, u1)] (5.1.57)

for all u1, u2, x1, x2 2 A.
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Definition 5.1.4.2. Let (X , d) be a metric space and A and B be two non-empty

subsets of X . Then, T : A �! B is said to be a rational proximal contraction of the

second kind if there exist non-negative real numbers ↵, �, �, � with ↵+�+2�+2� < 1

such that the conditions

d(u1, T x1) = d(A,B) and d(u2, T x2) = d(A,B)

imply that

d(T u1, T u2)  ↵d(T x1, T x2) +
�[1 + d(T x1, Tu1)]d(T x2, Tu2)

1 + d(T x1, T x2)

+�[d(T x1, T u1) + d(T x2, T u2)]

+�[d(T x1, T u2) + d(T x2, T u1)] (5.1.58)

for all u1, u2, x1, x2 2 A.

Theorem 5.1.4.3. Let (X , d) be a complete metric space and A and B be two non-

empty, closed subsets of X such that B is approximatively compact with respect to

A. Assume that A0 and B0 are non-empty and T : A �! B is a non-self-mapping

such that:

(a) T is a rational proximal contraction of the first kind;

(b) T (A0) ✓ B0.

Then, there exists x 2 A such that B
est

(T ) = {x}. Further, for any fixed x0 2 A0,

the sequence {x
n

}, defined by d(x
n+1, T x

n

) = d(A,B), converges to x.

Proof. Let x0 2 A0 (such a point there exists since A0 6= ;). Since T (A0) ✓ B0, then

by the definition of B0, there exists x1 2 A0 such that d(x1, T x0) = d(A,B). Again,
since T x1 2 B0, it follows that there is x2 2 A0 such that d(x2, T x1) = d(A,B).
Continuing this process, we can construct a sequence {x

n

} in A0, such that

d(x
n+1, T x

n

) = d(A,B),

for every non-negative integer n. Using the fact that T is a rational proximal

contraction of the first kind, we have

d(x
n

, x
n+1)  ↵d(x

n�1, xn

) +
�[1 + d(x

n�1, xn

)]d(x
n

, x
n+1)

1 + d(x
n�1, xn

)

+�[d(x
n�1, xn

) + d(x
n

, x
n+1)] + �d(x

n�1, xn+1)

 ↵d(x
n�1, xn

) + �d(x
n

, x
n+1) + �[d(x

n�1, xn

) + d(x
n

, x
n+1)]

+�[d(x
n�1, xn

) + d(x
n

, x
n+1)].
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It follows that

d(x
n

, x
n+1)  kd(x

n�1, xn

)

where k = ↵+�+�

1������

< 1. Therefore, {x
n

} is a Cauchy sequence and, since (X , d) is

complete and A is closed, the sequence {x
n

} converges to some x 2 A.

Moreover, we have

d(x,B)  d(x, T x
n

)

 d(x, x
n+1) + d(x

n+1, T x
n

)

= d(x, x
n+1) + d(A,B)

 d(x, x
n+1) + d(x,B).

Taking the limit as n �! +1, we get d(x, T x
n

) �! d(x,B). Since B is approxi-

matively compact with respect to A, then the sequence {T x
n

} has a subsequence

{T x
nk
} that converges to some y 2 B. Therefore

d(x, y) = lim
k�!+1

d(x
nk+1, T x

nk
) = d(A,B),

and hence x must be in A0. Since T (A0) ✓ B0, then d(u, T x) = d(A,B) for some

u 2 A. Again, using the fact that T is a rational proximal contraction of the first

kind, we get

d(u, x
n+1)  ↵d(x, x

n

) +
�[1 + d(x, u)]d(x

n

, x
n+1)

1 + d(x, x
n

)

+�[d(x, u) + d(x
n

, x
n+1)] + �[d(x, x

n+1) + d(x
n

, u)].

Taking the limit as n �! +1, we have

d(u, x)  (� + �)d(u, x),

which implies x = u, since � + � < 1. Thus, it follows that

d(x, T x) = d(u, T x) = d(A,B),

that is, x 2 B
est

(T ). Now, to prove the uniqueness of the best proximity point (i.e.,

B
est

(T ) is singleton), assume that z is another best proximity point of T so that

d(z, T z) = d(A,B).
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Since T is a rational proximal contraction of the first kind, we have

d(x, z)  ↵d(x, z) +
�[1 + d(x, x)]d(z, z)

1 + d(x, z)
+ �[d(x, x) + d(z, z)] + �[d(x, z) + d(z, x)]

which implies

d(x, z)  (↵ + 2�)d(x, z).

It follows immediately that x = z, since ↵ + 2� < 1. Hence, T has a unique best

proximity point.

As consequences of the Theorem 5.1.4.3, we state the following corollaries.

Corollary 5.1.4.4. Let (X , d) be a complete metric space and A and B be two non-

empty, closed subsets of X such that B is approximatively compact with respect to

A. Assume that A0 and B0 are non-empty and T : A �! B is a non-self-mapping

such that:

(a) T is a generalized proximal contraction of the first kind, with ↵+2�+2� < 1;

(b) T (A0) ✓ B0.

Then, there exists x 2 A such that B
est

(T ) = {x}. Further, for any fixed x0 2 A0,

the sequence {x
n

}, defined by d(x
n+1, T x

n

) = d(A,B), converges to the best proximity

point x.

Corollary 5.1.4.5. Let (X , d) be a complete metric space and A and B be two non-

empty, closed subsets of X such that B is approximatively compact with respect to

A. Assume that A0 and B0 are non-empty and T : A �! B is a non-self-mapping

such that:

(a) There exists a non-negative real number ↵ < 1 such that, for all u1, u2, x1, x2

in A, the conditions d(u1, T x1) = d(A,B) and d(u2, T x2) = d(A,B) imply

that d(u1, u2)  ↵d(x1, x2);

(b) T (A0) ✓ B0.

Then, there exists x 2 A such that B
est

(T ) = {x}. Further, for any fixed x0 2 A0,

the sequence {x
n

}, defined by d(x
n+1, T x

n

) = d(A,B), converges to the best proximity

point x.
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The following fixed point result can be considered as a special case of the Theorem

5.1.4.3, when T is a self-mapping.

Corollary 5.1.4.6. Let (X , d) be a complete metric space and T be a self-mapping

on X . Assume that there exist non-negative real numbers ↵, �, �, � with ↵+�+2�+

2� < 1 such that

d(T x1, T x2)  ↵d(x1, x2) +
�[1 + d(x1, T x2)]d(x2, T x2)

1 + d(x1, x2)

+�[d(x1, T x1) + d(x2, T x2)] + �[d(x1, T x2) + d(x2, T x1)].

for all x1, x2 2 X . Then the mapping T has a unique fixed point.

Remark 5.1.4.7. Note that the Corollary 5.1.4.6 is a proper extension of the con-

traction mapping principle [34] because the continuity of the mapping T is not

required. It is well known that a contraction mapping must be continuous.

Theorem 5.1.4.8. Let (X , d) be a complete metric space and A and B be two non-

empty, closed subsets of X such that A is approximatively compact with respect to

B. Assume that A0 and B0 are non-empty and T : A �! B is a non-self-mapping

such that:

(a) T is a continuous rational proximal contraction of the second kind;

(b) T (A0) ✓ B0.

Then, there exists x 2 B
est

(T ) and for any fixed x0 2 A0, the sequence {xn

}, defined
by d(x

n+1, T x
n

) = d(A,B), converges to x, and T x = T z for all x, z 2 B
est

(T ).

Proof. Following the same lines of the proof of the Theorem 5.1.4.3, it is possible to

construct a sequence {x
n

} in A0 such that

d(x
n+1, T x

n

) = d(A,B),

for every non-negative integer n. Using the fact that T is a rational proximal con-

traction of the second kind, we have

d(T x
n

, T x
n+1)  ↵d(T x

n�1, T x
n

) +
�[1 + d(T x

n�1, T x
n

)]d(T x
n

, T x
n+1)

1 + d(T x
n�1, T x

n

)

+�[d(T x
n�1, T x

n

) + d(T x
n

, T x
n+1)] + �d(T x

n�1, T x
n+1)

 ↵d(T x
n�1, T x

n

) + �d(T x
n

, T x
n+1) + �[d(T x

n�1, T x
n

) +

d(T x
n

, T x
n+1)] + �[d(T x

n�1, T x
n

) + d(T x
n

, T x
n+1)].
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It follows that

d(T x
n

, T x
n+1)  kd(T x

n�1, T x
n

)

where k = ↵+�+�

1������

< 1. Therefore, {T x
n

} is a Cauchy sequence and, since (X , d)

is complete, then the sequence {T x
n

} converges to some y 2 B.
Moreover, we have

d(y,A)  d(y, x
n+1)

 d(y, T x
n

) + d(T x
n

, x
n+1)

= d(y, T x
n

) + d(A,B)
 d(y, T x

n

) + d(y,A).

Taking the limit as n �! +1, we get d(y, x
n

) �! d(y,A). Since A is approxima-

tively compact with respect to B, then the sequence {x
n

} has a subsequence {x
nk
}

converging to some x 2 A. Now, using the continuity of T , we obtain that

d(x, T x) = lim
k�!+1

d(x
nk+1, T x

nk
) = d(A,B),

that is, x 2 B
est

(T ). Finally, to prove the last assertion of the present theorem,

assume that z is another best proximity point of T so that

d(z, T z) = d(A,B).

Since T is a rational proximal contraction of the second kind, we have

d(T x, T z)  ↵d(T x, T z) +
�[1 + d(T x, T x)]d(T z, T z)

1 + d(T x, T z)
+ �[d(T x, T x) +

d(T z, T z)] + �[d(T x, T z) + d(T z, T x)]

which implies

d(T x, T z)  (↵ + 2�)d(T x, T z).

It follows immediately that T x = T z, since ↵ + 2� < 1.

As consequences of the Theorem 5.1.4.8, we state the following corollaries.

Corollary 5.1.4.9. Let (X , d) be a complete metric space and A and B be two non-

empty, closed subsets of X such that A is approximatively compact with respect to

B. Assume that A0 and B0 are non-empty and T : A �! B is a non-self-mapping

such that:
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(a) T is a continuous generalized proximal contraction of the second kind, with

↵ + 2� + 2� < 1;

(b) T (A0) ✓ B0.

Then, there exists x 2 B
est

(T ) and for any fixed x0 2 A0, the sequence {xn

}, defined
by d(x

n+1, T x
n

) = d(A,B), converges to x. Further, T x = T z for all x, z 2 B
est

(T ).

Corollary 5.1.4.10. Let (X , d) be a complete metric space and A and B be two

non-empty, closed subsets of X such that A is approximatively compact with respect

to B. Assume that A0 and B0 are non-empty and T : A �! B is a non-self-mapping

such that:

(a) There exists a non-negative real number ↵ < 1 such that, for all u1, u2, x1, x2

in A, the conditions d(u1, T x1) = d(A,B) and d(u2, T x2) = d(A,B) imply

that d(T u1, T u2)  ↵d(T x1, T x2);

(b) T is continuous;

(c) T (A0) ✓ B0.

Then, there exists x 2 B
est

(T ) and for any fixed x0 2 A0, the sequence {xn

}, defined
by d(x

n+1, T x
n

) = d(A,B), converges to x. Further, T x = T z for all x, z 2 B
est

(T ).

Remark 5.1.4.11. Note that in the Theorem 5.1.4.3 is not required the continuity

of the mapping T . On the contrary, the continuity of T is an hypothesis of the

Theorem 5.1.4.8.

Our next theorem concerns a non-self-mapping that is a rational proximal con-

traction of the first kind as well as a rational proximal contraction of the second

kind. In this theorem we consider only a completeness hypothesis without assuming

the continuity of the non-self-mapping.

Theorem 5.1.4.12. Let (X , d) be a complete metric space and A and B be two non-

empty, closed subsets of X . Assume that A0 and B0 are non-empty and T : A �! B
is a non-self-mapping such that:

(a) T is a rational proximal contraction of the first and second kinds;
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(b) T (A0) ✓ B0.

Then, there exists a unique x 2 B
est

(T ). Further, for any fixed x0 2 A0, the sequence

{x
n

}, defined by d(x
n+1, T x

n

) = d(A,B), converges to x.

Proof. Following the same lines of the proof of the Theorem 5.1.4.3, it is possible to

construct a sequence {x
n

} in A0 such that

d(x
n+1, T x

n

) = d(A,B),

for every non-negative integer n. Also using the same arguments in the proof of the

Theorem 5.1.4.3, we deduce that the sequence {x
n

} is a Cauchy sequence and hence

converges to some x 2 A. Moreover, on the lines of the proof of the Theorem 5.1.4.8,

we obtain that the sequence {T x
n

} is a Cauchy sequence and hence converges to

some y 2 B. Therefore, we have

d(x, y) = lim
n�!+1

d(x
n+1, T x

n

) = d(A,B),

and hence x must be in A0. Since T (A0) ✓ B0, then d(u, T x) = d(A,B) for some

u 2 A. Using the fact that T is a rational proximal contraction of the first kind, we

get

d(u, x
n+1)  ↵d(x, x

n

) +
�[1 + d(x, u)]d(x

n

, x
n+1)

1 + d(x, x
n

)

+��[d(x, u) + d(x
n

, x
n+1)] + �[d(x, x

n+1) + d(x
n

, u)].

Taking the limit as n �! +1, we have

d(u, x)  (� + �)d(u, x),

which implies that x = u, since � + � < 1. Thus, it follows that

d(x, T x) = d(u, T x) = d(A,B),

that is, x 2 B
est

(T ). Again, following the same lines of the proof of the Theorem

5.1.4.3, we prove the uniqueness of the best proximity point of the mapping T . To

avoid repetitions we omit the details.
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Example 5. Let X = R endowed with the usual metric d(x, y) = |x � y|, for

all x, y 2 X . Define A = [�1, 1] and B = [�3,�2] [ [2, 3]. Then, d(A,B) = 1,

A0 = {�1, 1} and B0 = {�2, 2}. Also define T : A �! B by

T x =

8
><

>:

2 if x is rational

3 otherwise.

It is easy to show that T is a rational proximal contraction of the first and second

kinds and T (A0) ✓ B0. Then, all the hypotheses of the Theorem 5.1.4.12 are

satisfied and d(1, T (1)) = d(A,B). Clearly, the Theorem 5.1.4.8 is not applicable in

this case.

5.1.5 Best proximity points for Geraghty’s proximal contraction map-

pings

Definition 5.1.5.1. A mapping T : A ! B is called a Geraghty’s proximal con-

traction of the first kind if, for all u, v, x, y 2 A, there exist � 2 S such that

d(u, Tx) = d(A,B)

d(v, Ty) = d(A,B)

9
=

; =) d(u, v)  �(d(x, y))d(x, y).

Definition 5.1.5.2. A mapping T : A ! B is called a Geraghty’s proximal con-

traction of the second kind if, for all u, v, x, y 2 A, there exist � 2 S such that

d(u, Tx) = d(A,B))

d(v, Ty) = d(A,B)

9
=

; =) d(Tu, Tv)  �(d(Tx, Ty))d(Tx, Ty).

It is easy to see that, if we take �(t) = k, where k 2 [0, 1), then a Geraghty’s

proximal contraction of the first kind and Geraghty’s proximal contraction of the

second kind reduce to a proximal contraction of the first kind and a proximal con-

traction of the second kind, respectively.

Next, we extend the result of Sadiq Basha [14] and Banach’s fixed point theorem

to the case of nonself-mappings satisfying Geraghty’s proximal contraction condition.

Theorem 5.1.5.3. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X such that A0 and B0 are nonempty. Let S : A ! B, T : B ! A

and g : A [ B ! A [ B satisfy the following conditions:

(a) S and T are Geraghty’s proximal contraction of the first kind;
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(b) g is an isometry;

(c) the pair (S, T ) is a proximal cyclic contraction;

(d) S(A0) ✓ B0, T (B0) ✓ A0;

(e) A0 ✓ g(A0) and B0 ✓ g(B0).

Then there exists a unique point x 2 A and there exists a unique point y 2 B such

that

d(gx, Sx) = d(gy, Ty) = d(x, y) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

} defined by

d(gx
n+1, Sxn

) = d(A,B)

converges to the element x. For any fixed y0 2 B0, the sequence {y
n

} defined by

d(gy
n+1, T yn) = d(A,B)

converges to the element y.

On the other hand, a sequence {u
n

} in A converges to x if there exists a sequence

of positive numbers {✏
n

} such that

lim
n!1

✏
n

= 0, d(u
n+1, zn+1)  ✏

n

,

where z
n+1 2 A satisfies the condition that d(gz

n+1, Sun

) = d(A,B).

Proof. Let x0 be a fixed element in A0. In view of the fact that S(A0) ✓ B0 and

A0 ✓ g(A0), it follows that there exists an element x1 2 A0 such that

d(gx1, Sx0) = d(A,B).

Again, since S(A0) ✓ B0 and A0 ✓ g(A0), there exists an element x2 2 A0 such that

d(gx2, Sx1) = d(A,B).

By the same method, we can find x
n

in A0 such that

d(gx
n

, Sx
n�1) = d(A,B).

So, inductively, one can determine an element x
n+1 2 A0 such that

d(gx
n+1, Sxn

) = d(A,B). (5.1.59)
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Since S(A0) ✓ B0 and A0 ✓ g(A0), S is a Geraghty’s proximal contraction of the

first kind, g is an isometry and the property of �, it follows that, for each n � 1,

d(x
n+1, xn

) = d(gx
n+1, gxn

)

 �(d(x
n

, x
n�1))d(xn

, x
n�1)

 d(x
n

, x
n�1),

which implies that the sequence {d(x
n+1, xn

)} is non-increasing and bounded below.

Hence there exists r � 0 such that lim
n!1 d(x

n+1, xn

) = r. Suppose that r > 0.

Observe that
d(x

n+1, xn

)

d(x
n

, x
n�1)

 �(d(x
n

, x
n�1)),

which implies that lim
n!1 �(d(x

n

, x
n�1)) = 1, Since � 2 S, we have r = 0 and so

lim
n!1

d(x
n�1, xn

) = 0. (5.1.60)

Now, we claim that {x
n

} is a Cauchy sequence. Suppose that {x
n

} is not a

Cauchy sequence. Then there exists " > 0 and subsequences {x
mk

}, {x
nk
} of {x

n

}
such that, for any n

k

> m
k

� k,

r
k

:= d(x
mk

, x
nk
) � ", d(x

mk
, x

nk�1) < "

for any k 2 {1, 2, 3, · · · }. For each n � 1, let ↵
n

:= d(x
n�1, xn

). Then we have

"  r
k

 d(x
mk

, x
nk�1) + d(x

nk�1, xnk
)

< "+ ↵
nk�1

(5.1.61)

and so it follows from (5.2.2) and (5.2.3) that

lim
k!1

r
k

= ". (5.1.62)

Notice also that

"  r
k

 d(x
mk

, x
mk+1) + d(x

nk+1, xnk
) + d(x

mk+1, xnk+1)

= ↵
mk

+ ↵
nk

+ d(x
mk+1, xnk+1)

 ↵
mk

+ ↵
nk

+ �(d(x
mk

, x
nk
))d(x

mk
, x

nk
)
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and so

r
k

� ↵
mk

� ↵
nk

d(x
mk

, x
nk
)

 �(d(x
mk

, x
nk
)).

Taking k ! 1 in the above inequality, by (5.2.2), (5.2.4) and � 2 S, we get " = 0,

which is a contradiction. So we know that the sequence {x
n

} is a Cauchy sequence.

Hence {x
n

} converges to some element x 2 A.

Similarly, in view of the fact that T (B0) ✓ A0 and A0 ✓ g(A0), we can conclude

that there exists a sequence {y
n

} such that converge to some element y 2 B. Since

the pair (S, T ) is a proximal cyclic contraction and g is an isometry, we have

d(x
n+1, yn+1) = d(gx

n+1, gyn+1)  kd(x
n

, y
n

) + (1� k)d(A,B). (5.1.63)

Taking n ! 1 in (5.2.5), it follows that

d(x, y) = d(A,B) (5.1.64)

and so x 2 A0 and y 2 B0. Since S(A0) ✓ B0 and T (B0) ✓ A0, there exist u 2 A

and v 2 B such that

d(u, Sx) = d(A,B), d(v, Ty) = d(A,B). (5.1.65)

From (5.2.1) and (5.2.7), since S is a Geraghty’s proximal contraction of first kind

of S, we get

d(u, gx
n+1)  �(d(x, x

n

))d(x, x
n

). (5.1.66)

Letting n ! 1 in the above inequality, we get d(u, gx)  0 and so u = gx. Therefore,

we have

d(gx, Sx) = d(A,B). (5.1.67)

Similarly, we can show that v = gy and so

d(gy, Ty) = d(A,B). (5.1.68)

From (5.2.6), (5.2.9) and (5.2.10), we get

d(x, y) = d(gx, Sx) = d(gy, Ty) = d(A,B).

Next, to prove the uniqueness, suppose that there exist x⇤ 2 A and y⇤ 2 B with

x 6= x⇤ and y 6= y⇤ such that

d(gx⇤, Sx⇤) = d(A,B), d(gy⇤, T y⇤) = d(A,B).
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Since g is an isometry and S is a Geraghty’s proximal contraction of the first kind,

it follows that

d(x, x⇤) = d(gx, gx⇤)  �(d(x, x⇤))d(x, x⇤)

and hence

1 =
d(x, x⇤)

d(x, x⇤)
 �(d(x, x⇤)) < 1,

which is a contradiction. Thus we have x = x⇤. Similarly, we can prove that y = y⇤.

On the other hand, let {u
n

} be a sequence in A and {✏
n

} be a sequence of positive
real numbers such that

lim
n!1

✏
n

= 0, d(u
n+1, zn+1)  ✏

n

, (5.1.69)

where z
n+1 2 A satisfies the condition that

d(gz
n+1, Sun

) = d(A,B). (5.1.70)

By (5.2.1) and (5.2.11), since S is a Geraghty’s proximal contraction of first kind

and g is an isometry, we have

d(x
n+1, zn+1) = d(gx

n+1, gzn+1)  �(d(x
n

, u
n

))d(x
n

, u
n

).

For any ✏ > 0, choose a positive integer N such that ✏
n

 ✏ for all n � N . Observe

that

d(x
n+1, un+1)  d(x

n+1, zn+1) + d(z
n+1, un+1)

 �(d(x
n

, u
n

))d(x
n

, u
n

) + ✏
n

,

 d(x
n

, u
n

) + ✏.

Since ✏ > 0 is arbitrary, it can conclude that, for all n � N , the sequence {d(x
n

, u
n

)}
is non-increasing and bounded below and hence converges to some nonnegative real

number r0. Since the sequence {x
n

} converges to x, we get

lim
n!1

d(u
n

, x) = lim
n!1

d(u
n

, x
n

) = r0. (5.1.71)

Suppose that r0 > 0. Since

d(u
n+1, x)  d(u

n+1, xn+1) + d(x
n+1, x)

 �(d(x
n

, u
n

))d(x
n

, u
n

) + ✏
n

+ d(x
n+1, x)

 �(d(x
n

, u
n

))d(x
n

, u
n

) + ✏
n

+ d(x
n+1, x), (5.1.72)
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it follow from the inequality (5.1.69), (5.1.71) and (5.2.12) that

d(u
n+1, x)� ✏

n

� d(x
n+1, x)

d(x
n

, u
n

)
 �(d(x

n

, u
n

)) < 1, (5.1.73)

which implies that �(d(x
n

, u
n

)) ! 1 and so d(u
n

, x
n

) ! 0, that is,

lim
n!1 d(u

n

, x) = lim
n!1 d(u

n

, x
n

) = 0,

which is a contradiction. Thus r0 = 0 and hence {u
n

} is convergent to the point x.

This completes the proof.

If g is the identity mapping in Theorem 5.1.5.3, then we obtain the following:

Corollary 5.1.5.4. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X. Further, suppose that A0 and B0 are nonempty. Let S : A ! B,

T : B ! A and g : A[B ! A[B be the mappings satisfying the following conditions:

(a) S and T are Geraghty’s proximal contractions of the first kind;

(b) S(A0) ✓ B0, T (B0) ✓ A0;

(c) the pair (S, T ) is a proximal cyclic contraction.

Then there exists a unique point x 2 A and there exists a unique point y 2 B such

that

d(gx, Sx) = d(gy, Ty) = d(x, y) = d(A,B).

If take �(t) = k, where 0  k < 1, we obtain following:

Corollary 5.1.5.5. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X. Further, suppose that A0 and B0 are nonempty. Let S : A ! B,

T : B ! A and g : A[B ! A[B be the mappings satisfying the following conditions:

(a) S and T are proximal contractions of first kind;

(b) S(A0) ✓ B0, T (B0) ✓ A0;

(c) the pair (S, T ) is a proximal cyclic contraction.

Then there exists a unique point x 2 A and there exists a unique point y 2 B such

that

d(gx, Sx) = d(gy, Ty) = d(x, y) = d(A,B).
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Theorem 5.1.5.6. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X. Further, suppose that A0 and B0 are nonempty. Let S : A ! B

and g : A ! A be the mappings satisfying the following conditions:

(a) S is a Geraghty’s proximal contraction of first and second kinds;

(b) g is an isometry;

(c) S preserves isometric distance with respect to g;

(d) S(A0) ✓ B0;

(e) A0 ✓ g(A0).

Then there exists a unique point x 2 A such that

d(gx, Sx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

} defined by

d(gx
n+1, Sxn

) = d(A,B)

converges to the element x.

On the other hand, a sequence {u
n

} in A converges to x if there exists a sequence

{✏
n

} of positive numbers such that

lim
n!1

✏
n

= 0, d(u
n+1, zn+1)  ✏

n

,

where z
n+1 2 A satisfies the condition that d(gz

n+1, Sun

) = d(A,B).

Proof. Since S(A0) ✓ B0 and A0 ✓ g(A0), as in the proof of Theorem 5.3.1.5, we

can construct the sequence {x
n

} in A0 such that

d(gx
n+1, Sxn

) = d(A,B) (5.1.74)

for each n � 1. Since g is an isometry and S is a Geraghty’s proximal contraction

of the first kind, we see that

d(x
n

, x
n+1) = d(gx

n

, gx
n+1)  �(d(x

n

, x
n�1))d(xn

, x
n�1)

for all n � 1. Again, similarly, we can show that the sequence {x
n

} is a Cauchy

sequence and so it converges to some x 2 A. Since S is a Geraghty’s proximal
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contraction of the second kind and preserves the isometric distance with respect to

g, we have

d(Sx
n

, Sx
n+1) = d(Sgx

n

, Sgx
n+1)

 �(d(Sx
n�1, Sxn

))d(Sx
n�1, Sxn

)

 d(Sx
n�1, Sxn

),

which means that the sequence {d(Sx
n+1, Sxn

)} is non-increasing and bounded be-

low. Hence there exists r � 0 such that

lim
n!1

d(Sx
n+1, Sxn

) = r.

Suppose that r > 0. Observe that

d(Sx
n

, Sx
n+1)

d(Sx
n�1, Sxn

)
 �(d(Sx

n�1, Sxn

)).

Taking k ! 1 in the above inequality, we get �(d(Sx
n�1, Sxn

)) ! 1 and so, since

� 2 S, we have r = 0. Thus we have

lim
n!1

d(Sx
n+1, Sxn

) = 0. (5.1.75)

Now, we claim that {Sx
n

} is a Cauchy sequence. Suppose that {Sx
n

} is not

a Cauchy sequence. Then there exists " > 0 and subsequences {Sx
mk

}, {Sx
nk
} of

{Sx
n

} such that, for any n
k

> m
k

� k,

r
k

:= d(Sx
mk

, Sx
nk
) � ", d(Sx

mk
, Sx

nk�1) < "

for any k 2 {1, 2, 3, · · · }. For each n � 1, let �
n

:= d(Sx
n�1, Sxn

). Then we have

"  r
k

 d(Sx
mk

, Sx
nk�1) + d(Sx

nk�1, Sxnk
)

< "+ �
nk�1

(5.1.76)

and so it follows from (5.1.75) and (5.2.18) that

lim
k!1

r
k

= ".

Notice also that

"  r
k

 d(Sx
mk

, Sx
mk+1) + d(Sx

nk+1, Sxnk
) + d(Sx

mk+1, Sxnk+1)

= �
mk

+ �
nk

+ d(Sx
mk+1, Sxnk+1)

 �
mk

+ �
nk

+ �(d(Sx
mk

, Sx
nk
))d(Sx

mk
, Sx

nk
).
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So, it follow that

1 = lim
k!1

r
k

� �
mk

� �
nk

d(Sx
mk

, Sx
nk
)
 lim

k!1
�(d(Sx

mk
, Sx

nk
)) < 1

and so lim
k!1 �(d(Sx

mk
, Sx

nk
)) = 1. Since � 2 S, we have lim

k!1 d(Sx
mk

, Sx
nk
) =

0, that is, " = 0, which is a contradiction. So, we obtain the claim and then it

converges to some y 2 B. Therefore, we can conclude that

d(gx, y) = lim
n!1

d(gx
n+1, Sxn

) = d(A,B),

which implies that gx 2 A0. Since A0 ✓ g(A0), we have gx = gz for some z 2 A0 and

then d(gx, gz) = 0. By the fact that g is an isometry, we have d(x, z) = d(gx, gz) =

0. Hence x = z and so x 2 A0. Since S(A0) ✓ B0, there exists u 2 A that

d(u, Sx) = d(A,B). (5.1.77)

Since S is a Geraghty’s proximal contraction of the first kind, it follows from (5.2.16)

and (5.2.19) that

d(u, gx
n+1)  �(d(x, x

n

))d(x, x
n

) (5.1.78)

for all n � 1. Taking n ! 1 in (5.2.20), it follows that the sequence {gx
n

}
converge to a point u. Since g is continuous and lim

n�!1 x
n

= x, we have gx
n

! gx

as n ! 1. By the uniqueness of the limit, we conclude that u = gx. Therefore, it

follows that d(gx, Sx) = d(u, Sx) = d(A,B).

The uniqueness and the remaining part of the proof follow from the proof of

Theorem 5.1.5.3. This completes the proof.

If g is the identity mapping in Theorem 5.1.5.6, then we obtain the following:

Corollary 5.1.5.7. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X. Further, suppose that A0 and B0 are nonempty. Let S : A ! B

be the mappings satisfying the following conditions:

(a) S is a Geraghty’s proximal contraction of first and second kinds;

(b) S(A0) ✓ B0.

Then there exists a unique point x 2 A such that

d(x, Sx) = d(A,B).
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Moreover, for any fixed x0 2 A0, the sequence {x
n

} defined by

d(x
n+1, Sxn

) = d(A,B)

converges to the best proximity point x of S.

Corollary 5.1.5.8. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X. Further, suppose that A0 and B0 are nonempty. Let S : A ! B

be a mapping satisfying the following conditions:

(a) S is a proximal contractions of first and second kinds;

(b) S(A0) ✓ B0 .

Then there exists a unique point x 2 A such that

d(x, Sx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

} defined by

d(x
n+1, Sxn

) = d(A,B)

converges to the best proximity point x of S.

Proposition 5.1.5.9. Let f : [0,1) ! [0,1) be a function defined by f(t) =

ln(1 + t). Then we have the following inequality:

f(a)� f(b)  f(|a� b|) (5.1.79)

for all a, b 2 [0,1).

Proof. If x = y, we have done. Suppose that x > y. Then since we have

1 + x

1 + y
=

1 + x+ y � y

1 + y
= 1 +

x� y

1 + y
< 1 + |x� y|,

it follow that ln(1 + x) � ln(1 + y) < ln(1 + |x � y|). In case x < y, by the similar

argument, we can prove that the inequality (5.2.14) holds.

Proposition 5.1.5.10. For each x, y 2 R, we have the following inequality:

1

(1 + |x|)(1 + |y|) 
1

1 + |x� y|
holds.
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Proof. Since

1 + |x� y|  1 + |x|+ |y|
 1 + |x|+ |y|+ |x||y|
= (1 + |x|)(1 + |y|),

so that

1

(1 + |x|)(1 + |y|) 
1

1 + |x� y| .

Example 6. Consider the complete metric space R2 with Euclidean metric. Let

A = {(0, x) : x 2 R}, B = {(2, y) : y 2 R}.

Then d(A,B) = 2. Define the mappings S : A ! B as follows:

S((0, x)) =
�
2, ln(1 + |x|)�.

First, we show that S is Geraghty’s proximal contractions the first kind with � 2 S
defined by

�(t) =

8
><

>:

1, t = 0,

ln(1 + t)

t
, t > 0.

Let (0, x1), (0, x2), (0, a1) and (0, a1) be elements in A satisfying

d((0, a1), S(0, x1)) = d(A,B) = 2, d((0, a2), S(0, x2)) = d(A,B) = 2.

Then we have a
i

= ln(1 + |x
i

|) for i = 1, 2. If x1 = x2, we have done. Assume that

x1 6= x2. Then, by Proposition 5.1.5.9 and the fact that the function f(x) = ln(1+t)

is increasing, we have

d((0, a1), (0, a2)) = d((0, ln(1 + |x1|)), (0, ln(1 + |x2|)))

= | ln(1 + |x1|)� ln(1 + |x2|)|

 | ln(1 + ||x1|� |x2||)|

 | ln(1 + |x1 � x2|)|

=
| ln(1 + |x1 � x2|)|

|x1 � x2| |x1 � x2|

= �(d((0, x1), (0, x2))d((0, x1), (0, x2).
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Thus S is a Geraghty’s proximal contraction of the first kind.

Next, we prove that S is not a proximal contraction. Suppose S is proximal con-

traction, then for each (0, x⇤), (0, y⇤), (0, a⇤), (0, b⇤) 2 A satisfying

d((0, x⇤), S(0, a⇤)) = d(A,B) = 2 and d((0, y⇤), S(0, b⇤)) = d(A,B) = 2, (5.1.80)

there exists k 2 [0, 1) such that

d((0, x⇤), (0, y⇤))  kd((0, a⇤), (0, b⇤)).

From (5.1.80), we get x⇤ = ln(1 + |a⇤|) and y⇤ = ln(1 + |b⇤|) and so

�� ln(1 + |a⇤|)� ln(1 + |b⇤|)�� = d((0, x⇤), (0, y⇤))

 kd((0, a⇤), (0, b⇤))

= k|a⇤ � b⇤|.

Letting b⇤ = 0, we get

1 = lim
|a⇤|!0+

�� ln(1 + |a⇤|)��
|a⇤|  k < 1,

which is a contradiction. Thus S is not a proximal contraction.

Example 7. Consider the complete metric space R2 with metric defined by

d((x1, x2), (y1, y2)) = |x1 � x2|+ |y1 � y2|,

for all (x1, x2), (y1, y2) 2 R2. Let

A = {(0, x) : x 2 R}, B = {(2, y) : y 2 R}.

Define two mappings S : A ! B, T : B ! A and g : A [ B ! A [ B as follows:

S((0, x)) =
�
2,

1

2 + |x|
�
, T ((2, y)) =

�
0,

1

2 + |y|
�
, g((x, y)) = (x,�y).

Then d(A,B) = 2, A0 = A, B0 = B and the mapping g is an isometry.

Next, we show that S and T are Geraghty’s proximal contractions the first kind

with � 2 S defined by

�(t) =
1

1 + t
for all t � 0.

Let (0, x1), (0, x2), (0, a1) and (0, a1) be elements in A satisfying

d((0, a1), S(0, x1)) = d(A,B) = 2, d((0, a2), S(0, x2)) = d(A,B) = 2.

Then we have
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a
i

=
1

2 + |x
i

| for i = 1, 2.

Ifx1 = x2, we have done. Assume that x1 6= x2, Then, by Proposition 5.1.5.10, we

have

d((0, a1), (0, a2)) = d
�
(0,

1

2 + |x1|), (0,
1

2 + |x2|)
�

=

����
1

2 + |x1|�
1

2 + |x2|
����

=

����
|x1|� |x2|

(2 + |x1|)(2 + |x2|)
����


����

x1 � x2

(1 + |x1|)(1 + |x2|)
����


1

1 + |x1 � x2|
��x1 � x2

��

= �(d((0, x1), (0, x2))d((0, x1), (0, x2)).

Thus S is a Geraghty’s proximal contraction of the first kind. Similarly, we can

see that T is a Geraghty’s proximal contraction of the first kind. Next, we show

that the pair (S, T ) is a proximal cyclic contraction. Let (0, u), (0, x) 2 A and

(2, v), (2, y) 2 B be such that

d((0, u), S(0, x)) = d(A,B) = 2, d((2, v), T (2, y)) = d(A,B) = 2.

Then we get

u =
1

2 + |x|, v =
1

2 + |y|.
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In case x = y, clear. Suppose that x 6= y, then we have

d((0, u), (2, v)) = |u� v|+ 2

=
�� 1

2 + |x|�
1

2 + |y|
��+ 2

=

����
|x|� |y|

(2 + |x|)(2 + |y|)
����+ 2


|x� y|

(2 + |x|)(2 + |y|) + 2

 1

4

��x� y
��+ 2

 k
���x� y

��+ 2
�
+ (1� k)2

= kd((0, x), (2, y)) + (1� k)d(A,B),

where k = [14 , 1). Hence the pair (S, T ) is a proximal cyclic contraction. Therefore,

all the hypothesis of Theorem 5.1.5.3 are satisfied. Further, it is easy to see that

(0, 0) 2 A and (2, 0) 2 B are the unique element such that

d(g(0, 0), S(0, 0)) = d(g(2, 0), T (2, 0)) = d((0, 0), (2, 0)) = d(A,B).



5.2 COMMON BEST PROXIMITY POINT

5.2.1 Common best proximity point

Theorem 5.2.1.1. Let A and B be nonempty closed subsets of a complete metric

space X such that A is approximatively compact with respect to B. Also, assume

that A0 and B0 are nonempty. Let the non-self mapping S : A ! B, T : A ! B

satisfy the following conditions:

(a) For each x and y are elements in A,

d(Sx, Sy)  d(Tx, Ty)� '(d(Tx, Ty)),

where, ' : [0,1) ! [0,1) is a continuous and nondecreasing function such that

'(t) = 0 if and only if t = 0.

(b) T is continuous.

(c) S and T commute proximally.

(d) S and T can be swapped proximally.

(e) S(A0) ✓ B0 and S(A0) ✓ T (A0) .

Then, there exists an element x 2 A such that

d(x, Tx) = d(A,B) and d(x, Sx) = d(A,B).

Moreover, if x⇤ is another common best proximity point of the mappings S and T ,

then it is necessary that

d(x, x⇤)  2d(A,B).

Proof. Let x0 a fixed element in A0. In view of the fact that S(A0) ✓ T (A0) it is

ascertained that there exists an element x1 2 A0 such that Sx0 = Tx1. Again, since

S(A0) ✓ T (A0), there exists an element x2 2 A0 such that Sx1 = Tx2. By similar

fashion we can find x
n

in A0 such that

Sx
n�1 = Tx

n

, (5.2.1)
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for all n 2 N. It follows that

d(Sx
n

, Sx
n+1)  d(Tx

n

, Tx
n+1)� '(d(Tx

n

, Tx
n+1))

 d(Sx
n�1, Sxn

)� '(d(Sx
n�1, Sxn

))

 d(Sx
n�1, Sxn

)

(5.2.2)

this mean that the sequence {d(Sx
n�1, Sxn

)} is non-increasing and bounded below.

Hence there exists r � 0 such that

lim
n!1

d(Sx
n�1, Sxn

) = r. (5.2.3)

If r > 0, then

d(Sx
n

, Sx
n+1)  d(Sx

n�1, Sxn

)� '(d(Sx
n�1, Sxn

)). (5.2.4)

Taking n ! 1, in inequality (5.2.4), by the continuities of ', we get r  r�'(r) < r,

which is a contradiction unless r = 0. Therefore

lim
n!1

d(Sx
n�1, Sxn

) = 0. (5.2.5)

Next, we will prove that {Sx
n

} is a Cauchy sequence. We distinguish two cases.

Case I Suppose there exits n 2 N such that Sx
n

= Sx
n+1, we observe that

d(Sx
n+1, Sxn+2)  d(Tx

n+1, Txn+2)� '(d(Tx
n+1, Txn+2))

 d(Sx
n

, Sx
n+1)� '(d(Sx

n

, Sx
n+1))

= 0,

which implies that Sx
n+1 = Sx

n+2. So, for every m > n, we conclude that Sx
m

=

Sx
n

. Hence {Sx
n

} is a Cauchy sequence in B.

Case II The successive terms of {Sx
n

} are di↵erent. Suppose that {Sx
n

} is not

a Cauchy sequence. Then there exists " > 0 and subsequence {Sx
mk

}, {Sx
nk
} of

{Sx
n

} with n
k

> m
k

� k such that

d(Sx
mk

, Sx
nk
) � " and d(Sx

mk
, Sx

nk�1) < ". (5.2.6)

By using (5.2.6) and triangular inequality, we get

"  d(Sx
mk

, Sx
nk
)

 d(Sx
mk

, Sx
nk�1) + d(Sx

nk�1, Sxnk
)

 "+ d(Sx
nk�1, Sxnk

).

(5.2.7)
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Using (5.2.7) and (5.2.5), we have

d(Sx
mk

, Sx
nk
) ! " as k ! 1. (5.2.8)

Again, by the triangular inequality, we get

d(Sx
mk

, Sx
nk
)  d(Sx

mk
, Sx

mk+1) + d(Sx
mk+1, Sxnk+1) + d(Sx

nk+1, Sxnk
) (5.2.9)

and

d(Sx
mk+1, Sxnk+1)  d(Sx

mk+1, Sxmk
)+d(Sx

mk
, Sx

nk
)+d(Sx

nk
, Sx

nk+1). (5.2.10)

From, (5.2.5), (5.2.8), (5.2.9) and (5.2.10), we obtain that

d(Sx
mk+1, Sxnk+1) ! " as k ! 1. (5.2.11)

In view of the fact that

d(Sx
mk+1, Sxnk+1)  d(Tx

mk+1, Txnk+1)� '(d(Tx
mk+1, Txnk+1))

 d(Sx
mk

, Sx
nk
)� '(d(Sx

mk
, Sx

nk
)).

(5.2.12)

Letting, k ! 1, in inequality (5.2.12), we obtain

"  "� '("),

which is a contradiction, by a property of '. Then, we deduce that {Sx
n

} is a

Cauchy sequence in B. Since B is closed subset a complete metric space X, then

there exists y 2 B such that Sx
n

! y as n ! 1. Consequently, we have that

the sequence {Tx
n

} also converges to y. From S(A0) ✓ B0, there exists an element

u
n

2 A such that

d(Sx
n

, u
n

) = d(A,B), (5.2.13)

for all n 2 N. So, it follows from (5.2.1) and (5.2.13) that

d(Tx
n

, u
n�1) = d(Sx

n�1, un�1) = d(A,B), (5.2.14)

for all n 2 N. By (5.2.13), (5.2.14) and the fact that the mappings S and T are

commuting proximally, we obtain

Tu
n

= Su
n�1 (5.2.15)
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for all n 2 N. Moreover, we have

d(y, A)  d(y, u
n

)

 d(y, Sx
n

) + d(Sx
n

, u
n

)

= d(y, Sx
n

) + d(A,B)

 d(y, Sx
n

) + d(y, A).

(5.2.16)

Therefore d(y, u
n

) ! d(y, A) as n ! 1. Since A is approximatively compact

with respect to B, then there exists subsequence {u
nk
} of sequence {u

n

} such that

converging to some element u 2 A. Further, since d(y, u
nk�1) ! d(y, A) and A is

approximatively compact with respect to B, then there exists subsequence {u
nkj

�1}
of sequence {u

nk�1} such that converging to some element v 2 A. By the continuity

of the mappings S and T , we have

Tu = lim
j!1

Tu
nkj

= lim
k!1

Su
nkj

�1 = Sv (5.2.17)

and

d(y, u) = lim
k!1

d(Sx
nk
, u

nk
) = d(A,B),

d(y, v) = lim
j!1

d(Tx
nkj

, u
nkj

�1) = d(A,B).
(5.2.18)

Because S and T can be swapped proximally, we get

Tv = Su. (5.2.19)

Next, we will prove that Su = Sv, suppose the contrary, by (5.2.17), (5.2.18) (5.2.19)

and property of ' , we have

d(Su, Sv)  d(Tu, Tv)� '(d(Tu, Tv))

 d(Sv, Su)� '(d(Sv, Su))

< d(Sv, Su)

which is a contradiction. Thus Su = Sv and also Tu = Su. Since S(A0) is contained

in B0, there exists an element x in A such that

d(x, Tu) = d(A,B) and d(x, Su) = d(A,B).

By the commuting proximally of S and T , Sx = Tx. Consequently, we have

d(Su, Sx)  d(Tu, Tx)� '(d(Tu, Tx))

 d(Su, Sx)� '(d(Su, Sx)).
(5.2.20)
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In inequality (5.2.20), if Su 6= Sx, then d(Su, Sx)  d(Su, Sx) � '(d(Su, Sx)) <

d(Su, Sx), it is impossible, So, we have Su = Sx and hence Tu = Tx. It follows

that

d(x, Tx) = d(x, Tu) = d(A,B)

and

d(x, Sx) = d(x, Su) = d(A,B).

Therefore, x is a common best proximity point of S and T . Suppose that x⇤ is

another common best proximity point of the mappings S and T , so that

d(x⇤, Tx⇤) = d(A,B)

and

d(x⇤, Sx⇤) = d(A,B).

By the commuting proximally of S and T , we get Sx = Tx and Sx⇤ = Tx⇤.

Consequently, we have

d(Sx⇤, Sx)  d(Tx⇤, Tx)� '(d(Tx⇤, Tx))

 d(Sx⇤, Sx)� '(d(Sx⇤, Sx)).
(5.2.21)

In inequality (5.2.21) , if Sx⇤ 6= Sx, then

d(Sx⇤, Sx)  d(Sx⇤, Sx)� '(d(Sx⇤, Sx)) < d(Sx⇤, Sx),

it is impossible. So, we have Sx = Sx⇤. Moreover, it can be concluded that

d(x, x⇤)  d(x, Sx) + d(Sx, Sx⇤) + d(Sx⇤, x⇤)

= d(A,B) + d(A,B)

= 2d(A,B)

and the proof is completes.

If we take '(t) = (1 � ↵)t, where 0  ↵ < 1 in Theorem 5.2.1.1, we obtain

following corollary:

Corollary 5.2.1.2. Let A and B be nonempty closed subsets of a complete metric

space X such that A is approximatively compact with respect to B. Also, assume

that A0 and B0 are nonempty. Let the non-self mapping S : A ! B, T : A ! B

satisfy the following conditions.
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(a) There is a non-negative real number ↵ < 1 such that

d(Sx1, Sx2)  ↵d(Tx1, Tx2)

for all x1, x2 2 A.

(b) T is continuous.

(c) S and T commute proximally.

(d) S and T can be swapped proximally.

(e) S(A0) ✓ B0 and S(A0) ✓ T (A0) . Then, there exists an element x 2 A such

that

d(x, Tx) = d(A,B) and d(x, Sx) = d(A,B).

Further, if x⇤ is another common best proximity point of the mappings S and T ,

then it is necessary that

d(x, x⇤)  2d(A,B).

Example 8. Consider the complete metric space R2 with Euclidean metric. Let

A = {(x, 1) : 0  x  1}

and

B = {(x,�1) : 0  x  1}.

Define two mappings S : A ! B, T : A ! B as follows:

S(x, 1) =
�
x� x2

2
,�1

�

and

T ((x, 1)) =
�
x,�1

�
.

It is easy to see that d(A,B) = 2, A0 = A and B0 = B. Further, S and T are

continuous and A is approximatively compact with respect to B.

First, we will show that S and T are satisfy the condition (a) of of Theorem 5.2.1.1

with ' : [0,1) ! [0,1) defined by '(t) =
t2

2
, for all t 2 [0,1).
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Let (x, 1), (y, 1) 2 A, without loss generality we can take that x > y, then, we have

d(S(x, 1), S(y, 1)) =

����(x�
x2

2
)� (y �

y2

2
)

����

=
�
x� y

��
1

2

�
x2 � y2

�

=
�
x� y

��
1

2

�
(x� y)(x+ y)

�

 �
x� y

��
1

2

�
x� y

�2

= d(T (x, 1), T (y, 1))� '(d(T (x, 1), T (y, 1))).

Next, we will show that S and T commute proximally. Let (u, 1), (v, 1), (x, 1) 2 A

are satisfying

d((u, 1), S(x, 1)) = d(A,B) = 2 and d((v, 1), T (x, 1)) = d(A,B) = 2.

It follows that

u = x�
x2

2
and v = x,

and hence

S(v, 1) =

✓
v �

v2

2
,�1

◆
=

✓
x�

x2

2
,�1

◆
= (u,�1) = T (u, 1).

Finally, we will show that S and T swapped proximally. If it is true that

d((u, 1), (y,�1)) = d((v, 1), (y,�1)) = d(A,B) = 2 and S(u, 1) = T (v, 1),

for some (u, 1), (v, 1) 2 A and (y,�1) 2 B, then we get u = v = 0 and thus

S(v, 1) = T (u, 1).

Therefore, all hypothesis of Theorem 5.2.1.1 are satisfied.

Furthermore, (0, 1) 2 A is a common best proximity point of S and T , because

d((0, 1), S(0, 1)) = d((0, 1), (0,�1)) = d((0, 1), T ((0, 1)) = d(A,B).

On the other hand, suppose that there exists k 2 [0, 1) such that

d(S(x, 1), S(y, 1))  kd(T (x, 1), T (y, 1)),
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that is

��(x�
x2

2
)� (y �

y2

2
)
��  k

��x� y
��.

Putting y = 0, it follow that

1 = lim
x!0+

��(1�
x

2
)
��  k < 1,

which is a contradiction. Therefore, the results of Sadiq Basha in [14] can not be

applied to this example and our main result Theorem 5.2.1.1.

5.2.2 Tripled best proximity point

Theorem 5.2.2.1. Let A,B be nonempty closed subsets of a metric space X and

F : A3 ! B,G : B3 ! A be two mappings such that the ordered pair (F,G) is a

cyclic contraction. For any (x0, y0, z0) 2 A3, we define the sequence {x
n

}, {y
n

}, {z
n

}
in X by

x2n+1 = F (x2n, y2n, z2n), x2n+2 = G(x2n+1, y2n+1, z2n+1),

y2n+1 = F (y2n, x2n, y2n), y2n+2 = G(y2n+1, x2n+1, y2n+1),

z2n+1 = F (z2n, y2n, x2n), z2n+2 = G(z2n+1, y2n+1, x2n+1)

for all n 2 N [ {0}. If d(A,B) = 0, then F has a tripled fixed point (p, q, r) 2 A3

and G has a tripled fixed point (p0, q0, r0) 2 B3. Moreover, we have

x2n ! p, y2n ! q, z2n ! r, x2n+1 ! p0, y2n+1 ! q0, z2n+1 ! r0.

Furthermore, if q = r and q0 = r0, then F and G have a common tripled fixed point

in (A \ B)3.

Proof. Since d(A,B) = 0, it follows that the pairs (A,B) and (B,A) satisfy the

property UC⇤. Therefore, we claim that F has a tripled best proximity point

(p, q, r) 2 A3, that is,

d(p, F (p, q, r)) = d(q, F (q, p, q)) = d(r, F (r, q, p)) = d(A,B) (5.2.22)

and G has a tripled best proximity point (p0, q0, r0) 2 B3, that is,

d(p0, G(p0, q0, r0)) = d(q0, G(q0, p0, q0)) = d(r0, G(r0, q0, p0)) = d(A,B). (5.2.23)
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From (5.2.22) and d(A,B) = 0 , we conclude that

p = F (p, q, r), q = F (q, p, q), r = F (r, q, p),

that is, (p, q, r) is a tripled fixed point of F . It follows from (5.2.23) and d(A,B) = 0

that

p0 = G(p0, q0, r0), q0 = G(q0, p0, q0), r0 = G(r0, q0, p0),

that is, (p0, q0, r0) is a tripled fixed point of G.

Next, we assume that q = r and q0 = r0 and then we show that F and G have a

unique common tripled fixed point in (A \ B)3. From Theorem, we get

d(p, p0) + d(q, q0) + d(r, r0) = 3d(A,B). (5.2.24)

Since d(A,B) = 0, we get

d(p, p0) + d(q, q0) + d(r, r0) = 0

which implies that p = p0, q = q0 and r = r0. Therefore, we conclude that (p, q, r) 2
(A \ B)3 is common tripled fixed point of F and G. This completes the proof.

Example 9. Consider a space X = R with the usual metric and let A = [�2, 0]

and B = [0, 2]. Define two mappings F : A3 ! B and G : B3 ! A by

F (x, y, z) = �x+ y + z

6
, G(x, y, z) = �u+ v + w

6

for all (x, y, z) 2 A3 and (u, v, w) 2 B3, respectively. Then d(A,B) = 0 and the

ordered pair (F,G) is a cyclic contraction with ↵ = 1
2 . Indeed, for any (x, y, z) 2 A3

and (u, v, w) 2 B3, we have

d(F (x, y, z), G(u, v, w)) =

�����
x+ y + z

6
+

u+ v + w

6

����

 1

6
(| x� u | + | y � v | + | z � w |)

 ↵

3
[d(x, u) + d(y, v) + d(z, w)] + (1� ↵)d(A,B).

Therefore, all the hypothesis of Theorem 5.2.2.1 hold. Therefore, F and G have a

common tripled fixed point and this point is (0, 0, 0) 2 (A \ B)3.

Corollary 5.2.2.2. Let A be a nonempty closed subset of a complete metric space

X and F : A3 ! A,G : A3 ! A be two mappings such that the ordered pair (F,G)
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be a cyclic contraction. For any (x0, y0, z0) 2 A3, we define the sequences {x
n

},
{y

n

}, {z
n

} in X by

x2n+1 = F (x2n, y2n, z2n), x2n+2 = G(x2n+1, y2n+1, z2n+1),

y2n+1 = F (y2n, x2n, y2n), y2n+2 = G(y2n+1, x2n+1, y2n+1),

z2n+1 = F (z2n, y2n, x2n), z2n+2 = G(z2n+1, y2n+1, x2n+1)

for all n 2 N [ {0}. Then F has a tripled fixed point (p, q, r) 2 A3 and G has a

tripled fixed point (p0, q0, r0) 2 A3. Moreover, we have

x2n ! p, y2n ! q, z2n ! r, x2n+1 ! p0, y2n+1 ! q0, z2n+1 ! r0.

Furthermore, if q = r and q0 = r0, then F and G have a common tripled fixed point

in A3.

5.2.3 Coupled best proximity point

Definition 5.2.3.1. Let A and B be nonempty subsets of a metric space X and

F : A⇥ A ! B. A point (x, x0) 2 A⇥ A is called a coupled best proximity point of

F if

d(x, F (x, x0)) = d(x0, F (x0, x)) = d(A,B).

It is easy to see that if A = B in definition 5.2.3.1, then a coupled best proximity

point reduces to a coupled fixed point.

Next, we introduce the notion of a cyclic contraction for a pair of two binary

mappings.

Definition 5.2.3.2. Let A and B be nonempty subsets of a metric space X, F :

A ⇥ A ! B and G : B ⇥ B ! A. The ordered pair (F,G) is said to be a cyclic

contraction if there exists a non-negative number ↵ < 1 such that

d(F (x, x0), G(y, y0))  ↵

2
[d(x, y) + d(x0, y0)] + (1� ↵)d(A,B)

for all (x, x0) 2 A⇥ A and (y, y0) 2 B ⇥ B.

Note that if (F,G) is a cyclic contraction, then (G,F ) is also a cyclic contraction.

The following lemma plays an important role in our main results.
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Lemma 5.2.3.3. Let A and B be nonempty subsets of a metric space X, F :

A⇥A ! B, G : B⇥B ! A and (F,G) be a cyclic contraction. If (x0, x
0
0) 2 A⇥A

and we define

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)

and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)

for all n 2 N [ {0}, then d(x2n, x2n+1) ! d(A,B), d(x2n+1, x2n+2) ! d(A,B),

d(x0
2n, x

0
2n+1) ! d(A,B) and d(x0

2n+1, x
0
2n+2) ! d(A,B).

Proof. For each n 2 N [ {0}, we have

d(x2n, x2n+1) = d(x2n, F (x2n, x
0
2n))

= d(G(x2n�1, x
0
2n�1), F (G(x2n�1, x

0
2n�1), G(x0

2n�1, x2n�1)))

 ↵

2
[d(x2n�1, G(x2n�1, x

0
2n�1)) + d(x0

2n�1, G(x0
2n�1, x2n�1))]

+(1� ↵)d(A,B)

=
↵

2


d(F (x2n�2, x

0
2n�2), G(F (x2n�2, x

0
2n�2), F (x0

2n�2, x2n�2)))

+d(F (x0
2n�2, x2n�2), G(F (x0

2n�2, x2n�2), F (x2n�2, x
0
2n�2)))

�

+(1� ↵)d(A,B)

 ↵

2


↵

2
[d(x2n�2, F (x2n�2, x

0
2n�2)) + d(x0

2n�2, F (x0
2n�2, x2n�2))

+(1� ↵)d(A,B)]

+
↵

2
[d(x0

2n�2, F (x0
2n�2, x2n�2)) + d(x2n�2, F (x2n�2, x

0
2n�2)) +

(1� ↵)d(A,B)

�
+ (1� ↵)d(A,B)

=
↵2

2
[d(x2n�2, F (x2n�2, x

0
2n�2)) + d(x0

2n�2, F (x0
2n�2, x2n�2))]

+(1� ↵2)d(A,B).

By induction, we see that

d(x2n, x2n+1)  ↵2n

2
[d(x0, F (x0, x

0
0)) + d(x0

0, F (x0
0, x0))] + (1� ↵2n)d(A,B).

Taking n ! 1, we obtain

d(x2n, x2n+1) ! d(A,B). (5.2.25)



63

For each n 2 N [ {0}, we have

d(x2n+1, x2n+2) = d(x2n+1, G(x2n+1, x
0
2n+1))

= d(F (x2n, x
0
2n), G(F (x2n, x

0
2n), F (x0

2n, x2n)))

 ↵

2
[d(x2n, F (x2n, x

0
2n)) + d(x0

2n, F (x0
2n, x2n))] + (1� ↵)d(A,B)

=
↵

2


d(G(x2n�1, x

0
2n�1), F (G(x2n�1, x

0
2n�1), G(x0

2n�1, x2n�1)))

+d(G(x0
2n�1, x2n�1), F (G(x0

2n�1, x2n�1), G(x2n�1, x
0
2n�1)))

�

+(1� ↵)d(A,B)

 ↵

2


↵

2
[d(x2n�1, G(x2n�1, x

0
2n�1)) + d(x0

2n�1, G(x0
2n�1, x2n�1))

+(1� ↵)d(A,B)]

+
↵

2
[d(x0

2n�1, G(x0
2n�1, x2n�1)) + d(x2n�1, G(x2n�1, x

0
2n�1))

+(1� ↵)d(A,B)

�
+ (1� ↵)d(A,B)

=
↵2

2
[d(x2n�1, G(x2n�1, x

0
2n�2)) + d(x0

2n�1, G(x0
2n�1, x2n�1))]

+(1� ↵2)d(A,B).

By induction, we see that

d(x2n+1, x2n+2)  ↵2n

2
[d(x1, G(x1, x

0
1)) + d(x0

1, G(x0
1, x1))] + (1� ↵2n)d(A,B).

Setting n ! 1, we obtain

d(x2n+1, x2n+2) ! d(A,B). (5.2.26)

By similar argument, we also have d(x0
2n, x

0
2n+1) ! d(A,B) and d(x0

2n+1, x
0
2n+2) !

d(A,B) for all n 2 N [ {0}.

Lemma 5.2.3.4. Let A and B be nonempty subsets of a metric space X such that

(A,B) and (B,A) have a property UC, F : A⇥A ! B, G : B⇥B ! A and let the

ordered pair (F,G) is a cyclic contraction. If (x0, x
0
0) 2 A⇥ A and define

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)

and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)
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for all n 2 N [ {0}, then for ✏ > 0, there exists a positive integer N0 such that for

all m > n � N0,

1

2
[d(x0

2m, x
0
2n+1) + d(x2m, x2n+1)] < d(A,B) + ✏. (5.2.27)

Proof. By Lemma 5.2.3.3, we have d(x2n, x2n+1) ! d(A,B) and d(x2n+1, x2n+2) !
d(A,B). Since (A,B) has a property UC, we get d(x2n, x2n+2) ! 0. A similar

argument shows that d(x0
2n, x

0
2n+2) ! 0. As (B,A) has a property UC, we also have

d(x2n+1, x2n+3) ! 0 and d(x0
2n+1, x

0
2n+3) ! 0. Suppose that (5.2.27) does not hold.

Then there exists ✏0 > 0 such that for all k 2 N, there is m
k

> n
k

� k satisfying

1

2
[d(x0

2mk
, x0

2nk+1) + d(x2mk
, x2nk+1)] � d(A,B) + ✏0

and
1

2
[d(x0

2mk�2, x
0
2nk+1) + d(x2mk�2, x2nk+1)] < d(A,B) + ✏0.

Therefore, we get

d(A,B) + ✏0  1

2
[d(x0

2mk
, x0

2nk+1) + d(x2mk
, x2nk+1)]

 1

2
[d(x0

2mk
, x0

2mk�2) + d(x0
2mk�2, x

0
2nk+1) + d(x2mk

, x2mk�2)

+d(x2mk�2, x2nk+1)]

<
1

2
[d(x0

2mk
, x0

2mk�2) + d(x2mk
, x2mk�2)] + d(A,B) + ✏0.

Letting k ! 1, we obtain to see that

1

2
[d(x0

2mk
, x0

2nk+1) + d(x2mk
, x2nk+1)] ! d(A,B) + ✏0. (5.2.28)

By using the triangle inequality we get
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1
2 [d(x

0
2mk

, x0
2nk+1) + d(x2mk

, x2nk+1)]

 1

2
[d(x0

2mk
, x0

2mk+2) + d(x0
2mk+2, x

0
2nk+3) + d(x0

2nk+3, x
0
2nk+1)

+d(x2mk
, x2mk+2) + d(x2mk+2, x2nk+3) + d(x2nk+3, x2nk+1)]

=
1

2
[d(x0

2mk
, x0

2mk+2) + d(G(x0
2mk+1, x2mk+1), F (x0

2nk+2, x2nk+2)) + d(x0
2nk+3, x

0
2nk+1)

+d(x2mk
, x2mk+2) + d(G(x2mk+1, x

0
2mk+1), F (x2nk+2, x

0
2nk+2)) + d(x2nk+3, x2nk+1)]

 1

2
[d(x0

2mk
, x0

2mk+2) +
↵

2
[d(x0

2mk+1, x
0
2nk+2) + d(x2mk+1, x2nk+2)]

+(1� ↵)d(A,B) + d(x0
2nk+3, x

0
2nk+1)

+d(x2mk
, x2mk+2) +

↵

2
[d(x2mk+1, x2nk+2) + d(x0

2mk+1, x
0
2nk+2)]

+(1� ↵)d(A,B) + d(x2nk+3, x2nk+1)]

=
1

2
[d(x0

2mk
, x0

2mk+2) + d(x0
2nk+3, x

0
2nk+1) + d(x2mk

, x2mk+2) + d(x2nk+3, x2nk+1)]

+
↵

2
[d(x2mk+1, x2nk+2) + d(x0

2mk+1, x
0
2nk+2)] + (1� ↵)d(A,B)

=
1

2
[d(x0

2mk
, x0

2mk+2) + d(x0
2nk+3, x

0
2nk+1) + d(x2mk

, x2mk+2) + d(x2nk+3, x2nk+1)]

+
↵

2
[d(F (x2mk

, x0
2mk

), G(x2nk+1, x
0
2nk+1)) + d(F (x0

2mk
, x2mk

), G(x0
2nk+1, x2nk+1))]

+(1� ↵)d(A,B)

 1

2
[d(x0

2mk
, x0

2mk+2) + d(x0
2nk+3, x

0
2nk+1) + d(x2mk

, x2mk+2) + d(x2nk+3, x2nk+1)]

+
↵

2


↵

2
[d(x2mk

, x2nk+1) + d(x0
2mk

, x0
2nk+1) + (1� ↵)d(A,B)]

+
↵

2
[d(x0

2mk
, x0

2nk+1) + d(x2mk
, x2nk+1) + (1� ↵)d(A,B)]

�

+(1� ↵)d(A,B)

=
1

2
[d(x0

2mk
, x0

2mk+2) + d(x0
2nk+3, x

0
2nk+1) + d(x2mk

, x2mk+2) + d(x2nk+3, x2nk+1)]

+
↵2

2
[d(x2mk

, x2nk+1) + d(x0
2mk

, x0
2nk+1)] + (1� ↵2)d(A,B).

Taking k ! 1, we get

d(A,B) + ✏0  ↵2[d(A,B) + ✏0] + (1� ↵2)d(A,B) = d(A,B) + ↵2✏0

which contradicts. Therefore, we can conclude that (5.2.27) holds.

Lemma 5.2.3.5. Let A and B be nonempty subsets of a metric space X, (A,B)

and (B,A) satisfy the property UC⇤. Let F : A ⇥ A ! B, G : B ⇥ B ! A and

(F,G) be a cyclic contraction. If (x0, x
0
0) 2 A⇥ A and define

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)



66

and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)

for all n 2 N [ {0}, then {x2n}, {x0
2n}, {x2n+1} and {x0

2n+1} are Cauchy sequences.

Proof. By Lemma 5.2.3.3, we have d(x2n, x2n+1) ! d(A,B) and d(x2n+1, x2n+2) !
d(A,B). Since (A,B) has a property UC⇤, we get d(x2n, x2n+2) ! 0. As (B,A) has

a property UC⇤, we also have d(x2n+1, x2n+3) ! 0.

We now show that for every ✏ > 0 there exists N such that

d(x2m, x2n+1)  d(A,B) + ✏ (5.2.29)

for all m > n � N .

Suppose (5.2.29) not, then there exists ✏ > 0 such that for all k 2 N there exists

m
k

> n
k

� k such that

d(x2mk
, x2nk+1) > d(A,B) + ✏. (5.2.30)

Now we have

d(A,B) + ✏ < d(x2mk
, x2nk+1)

 d(x2mk
, x2nk�1) + d(x2nk�1, x2nk+1)

 d(A,B) + ✏+ d(x2nk�1, x2nk+1)

Taking k ! 1, we have d(x2mk
, x2nk+1) ! d(A,B) + ✏.

By Lemma 5.2.3.4, there exists N 2 N such that

1

2
[d(x0

2mk
, x0

2nk+1) + d(x2mk
, x2nk+1)] < d(A,B) + ✏. (5.2.31)

for all m > n � N . By using the triangle inequality we get
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d(x2mk
, x2nk+1)

 d(x2mk
, x2mk+2) + d(x2mk+2, x2nk+3) + d(x2nk+3, x2nk+1)

= d(x2mk
, x2mk+2) + d(G(x2mk+1, x

0
2mk+1), F (x2nk+2, x

0
2nk+2)) + d(x2nk+3, x2nk+1)

 d(x2mk
, x2mk+2) +

↵

2
[d(x2mk+1, x2nk+2) + d(x0

2mk+1, x
0
2nk+2)] + (1� ↵)d(A,B)

+d(x2nk+3, x2nk+1)

=
↵

2
[d(F (x2mk

, x0
2mk

), G(x2nk+1, x
0
2nk+1)) + d(F (x0

2mk
, x2mk

), G(x0
2nk+1, x2nk+1))]

+(1� ↵)d(A,B) + d(x2mk
, x2mk+2) + d(x2nk+3, x2nk+1)

 ↵

2


↵

2
[d(x2mk

, x2nk+1) + d(x0
2mk

, x0
2nk+1) + (1� ↵)d(A,B)]

+
↵

2
[d(x0

2mk
, x0

2nk+1) + d(x2mk
, x2nk+1) + (1� ↵)d(A,B)]

�

+(1� ↵)d(A,B) + d(x2mk
, x2mk+2) + d(x2nk+3, x2nk+1)

= ↵21

2
[d(x2mk

, x2nk+1) + d(x0
2mk

, x0
2nk+1)] + (1� ↵2)d(A,B)

+d(x2mk
, x2mk+2) + d(x2nk+3, x2nk+1)

< ↵2(d(A,B) + ✏) + (1� ↵2)d(A,B) + d(x2mk
, x2mk+2) + d(x2nk+3, x2nk+1)

= d(A,B) + ↵2✏+ d(x2mk
, x2mk+2) + d(x2nk+3, x2nk+1)

Taking k ! 1, we get

d(A,B) + ✏  d(A,B) + ↵2✏

which contradicts. Therefore, condition (5.2.29) holds. Since (5.2.29) holds and

d(x2n, x2n+1) ! d(A,B), by using property UC⇤ of (A,B), we have d(x2n, x2m) ! 0.

Therefore {x2n} is a Cauchy sequence. In similar way, we can prove that {x0
2n},

{x2n+1} and {x0
2n+1} are Cauchy sequences.

Here we state the main results of this paper on the existence and convergence of

coupled best proximity points for cyclic contraction pairs on nonempty subsets of

metric spaces satisfying the property UC⇤.

Theorem 5.2.3.6. Let A and B be nonempty closed subsets of a complete metric

space X such that (A,B) and (B,A) satisfy the property UC⇤. Let F : A⇥A ! B,

G : B ⇥B ! A and (F,G) be a cyclic contraction. Let (x0, x
0
0) 2 A⇥A and define

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)
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and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)

for all n 2 N [ {0}. Then F has a coupled best proximity point (p, q) 2 A⇥ A and

G has a coupled best proximity point (p0, q0) 2 B ⇥ B such that

d(p, p0) + d(q, q0) = 2d(A,B).

Moreover, we have x2n ! p, x0
2n ! q, x2n+1 ! p0 and x0

2n+1 ! q0.

Proof. By Lemma 5.2.3.3, we get d(x2n, x2n+1) ! d(A,B). Using Lemma 5.2.3.5,

we have {x2n} and {x0
2n} are Cauchy sequences. Thus, there exists p, q 2 A such

that x2n ! p and x0
2n ! q. We obtain that

d(A,B)  d(p, x2n�1)  d(p, x2n) + d(x2n, x2n�1). (5.2.32)

Letting n ! 1 in (5.2.32), we have d(p, x2n�1) ! d(A,B). By a similar argument

we also have d(q, x0
2n�1) ! d(A,B). It follows that

d(x2n, F (p, q)) = d(G(x2n�1, x
0
2n�1), F (p, q))

 ↵

2
[d(x2n�1, p) + d(x0

2n�1, q)] + (1� ↵)d(A,B).

Taking n ! 1, we get d(p, F (p, q)) = d(A,B). Similarly, we can prove that

d(q, F (q, p)) = d(A,B). Therefore, we have (p, q) is a coupled best proximity point

of F .

In similar way, we can prove that there exists p0, q0 2 B such that x2n+1 ! p0 and

x0
2n+1 ! q0. Moreover, we also have d(p0, G(p0, q0)) = d(A,B) and d(q0, G(q0, p0)) =

d(A,B) and so (p0, q0) is a coupled best proximity point of G.

Finally, we show that d(p, p0) + d(q, q0) = 2d(A,B). For n 2 N [ {0}, we have

d(x2n, x2n+1) = d(G(x2n�1, x
0
2n�1), F (x2n, x

0
2n))

 ↵

2
[d(x2n�1, x2n) + d(x0

2n�1, x
0
2n)] + (1� ↵)d(A,B).

Letting n ! 1, we have

d(p, p0)  ↵

2
[d(p, p0) + d(q, q0)] + (1� ↵)d(A,B). (5.2.33)

For n 2 N [ {0}, we have

d(x0
2n, x

0
2n+1) = d(G(x0

2n�1, x2n�1), F (x0
2n, x2n))

 ↵

2
[d(x0

2n�1, x
0
2n) + d(x2n�1, x2n)] + (1� ↵)d(A,B).
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Letting n ! 1, we have

d(q, q0)  ↵

2
[d(q, q0) + d(p, p0)] + (1� ↵)d(A,B). (5.2.34)

It follows from (5.2.33) and (5.2.34) that

d(p, p0) + d(q, q0)  ↵[d(p, p0) + d(q, q0)] + 2(1� ↵)d(A,B),

which implies that

d(p, p0) + d(q, q0)  2d(A,B). (5.2.35)

Since d(A,B)  d(p, p0) and d(A,B)  d(q, q0), we have

2d(A,B)  d(p, p0) + d(q, q0). (5.2.36)

From (5.2.35) and (5.2.36), we get

d(p, p0) + d(q, q0) = 2d(A,B).

This complete the proof.

Note that every pair of nonempty closed subsets A,B of a uniformly convex

Banach space X such that A is convex satisfies the property UC⇤. Therefore, we

obtain the following corollary.

Corollary 5.2.3.7. Let A and B be nonempty closed convex subsets of a uniformly

convex Banach space X, F : A ⇥ A ! B, G : B ⇥ B ! A and (F,G) be a cyclic

contraction. Let (x0, x
0
0) 2 A⇥ A and define

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)

and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)

for all n 2 N [ {0}. Then F has a coupled best proximity point (p, q) 2 A⇥ A and

G has a coupled best proximity point (p0, q0) 2 B ⇥ B such that

d(p, p0) + d(q, q0) = 2d(A,B).

Moreover, we have x2n ! p, x0
2n ! q, x2n+1 ! p0 and x0

2n+1 ! q0.
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Example 10. Consider uniformly convex Banach space X = R with the usual

norm. Let A = [1, 2] and B = [�2,�1]. Thus d(A,B) = 2. Define F : A⇥ A ! B

and G : B ⇥ B ! A by

F (x, x0) =
�x� x0 � 2

4

and

G(x, x0) =
�x� x0 + 2

4
.

For arbitrary (x, x0) 2 A⇥ A and (y, y0) 2 B ⇥ B and fixed ↵ = 1
2 , we get

d(F (x, x0), G(y, y0)) =

����
�x� x0 � 2

4
� �y � y0 + 2

4

����

 |x� y|+ |x0 � y|
4

+ 1

=
↵

2
[d(x, y) + d(x0, y0)] + (1� ↵)d(A,B).

This implies that (F,G) is a cyclic contraction with ↵ = 1
2 . Since A and B are

convex, we have (A,B) and (B,A) satisfy the property UC⇤. Therefore, all hypoth-

esis of Corollary 5.2.3.7 hold. So F has a coupled best proximity point and G has

a coupled best proximity point. We note that a point (1, 1) 2 A ⇥ A is a unique

coupled best proximity point of F and a point (�1,�1) 2 B ⇥ B is a coupled best

proximity point of G. Furthermore, we get

d(1,�1) + d(1,�1) = 4 = 2d(A,B).

Theorem 5.2.3.8. Let A and B be nonempty compact subsets of a metric space

X, F : A ⇥ A ! B, G : B ⇥ B ! A and (F,G) be a cyclic contraction pair. If

(x0, x
0
0) 2 A⇥ A and define

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)

and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)

for all n 2 N[ {0}, then F has a coupled best proximity point (p, q) 2 A⇥A and G

has a coupled best proximity point (p0, q0) 2 B ⇥ B such that

d(p, p0) + d(q, q0) = 2d(A,B).
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Proof. Since x0, x
0
0 2 A and

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)

and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)

for all n 2 N[{0}, we have x2n, x
0
2n 2 A and x2n+1, x

0
2n+1 2 B for all n 2 N[{0}. As

A is compact, the sequence {x2n} and {x0
2n} have convergent subsequences {x2nk

}
and {x0

2nk
}, respectively, such that

x2nk
! p 2 A and x0

2nk
! q 2 A.

Now, we have

d(A,B)  d(p, x2nk�1)  d(p, x2nk
) + d(x2nk

, x2nk�1). (5.2.37)

By Lemma 5.2.3.3, we have d(x2nk
, x2nk�1) ! d(A,B). Taking k ! 1 in (5.3.1), we

get d(p, x2nk�1) ! d(A,B). By a similar argument we observe that d(q, x2nk�1) !
d(A,B). Note that

d(A,B)  d(x2nk
, F (p, q))

= d(G(x2nk�1, x
0
2nk�1), F (p, q))

 ↵

2
[d(x2nk�1, p) + d(x0

2nk�1, q)] + (1� ↵)d(A,B).

Taking k ! 1, we get d(p, F (p, q)) = d(A,B). Similarly, we can prove that

d(q, F (q, p)) = d(A,B). Thus F has a coupled best proximity (p, q) 2 A ⇥ A.

In similar way, since B is compact, we can also prove that G has a coupled best

proximity point in (p0, q0) 2 B ⇥ B. For d(p, p0) + d(q, q0) = 2d(A,B) similar to the

final step of the proof of Theorem 5.2.3.6. This complete the proof.

Theorem 5.2.3.9. Let A and B be nonempty closed subsets of a complete metric

space X, F : A ⇥ A ! B, G : B ⇥ B ! A and (F,G) be a cyclic contraction. Let

(x0, x
0
0) 2 A⇥ A and define

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)

and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)
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for all n 2 N [ {0}. If d(A,B) = 0, then F and G have a unique common coupled

fixed point (p, q) 2 A\B⇥A\B. Moreover, we have x2n ! p, x0
2n ! q, x2n+1 ! p

and x0
2n+1 ! q.

Proof. Since d(A,B) = 0, we get (A,B) and (B,A) have the property UC⇤. There-

fore, by Theorem 5.2.3.6 claim that F has a coupled best proximity point (p, q) 2
A⇥ A that is

d(p, F (p, q)) = d(A,B) and d(q, F (q, p)) = d(A,B) (5.2.38)

and G has a coupled best proximity point (p0, q0) 2 B ⇥ B that is

d(p0, G(p0, q0)) = d(A,B) and d(q0, G(q0, p0)) = d(A,B). (5.2.39)

Moreover, we have

d(p, p0) + d(q, q0) = 2d(A,B). (5.2.40)

From (5.2.38) and d(A,B) = 0, we conclude that

p = F (p, q) and q = F (q, p)

that is (p, q) is a coupled fixed point of F . It follows from (5.2.39) and d(A,B) = 0,

we get

p0 = G(p0, q0) and q0 = G(q0, p0)

that is (p0, q0) is a coupled fixed point ofG. Using (5.2.40) and the fact that d(A,B) =

0, we have

d(p, p0) + d(q, q0) = 0

which implies that p = p0 and q = q0. Therefore, we conclude that (p, q) 2 A \ B ⇥
A \ B is a common coupled fixed point of F and G.

Finally, we show the uniqueness of common coupled fixed point of F and G.

Let (p̂, q̂) be another common coupled fixed point of F and G. So p̂ = G(p̂, q̂) and

q̂ = G(q̂, p̂). Now, we obtain that

d(p, p̂) = d(F (p, q), G(p̂, q̂))  ↵

2
[d(p, p̂) + d(q, q̂)] (5.2.41)

and also

d(q, q̂) = d(F (q, p), G(q̂, p̂))  ↵

2
[d(q, q̂) + d(p, p̂)]. (5.2.42)
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It follows from (5.3.6) and (5.3.7) that

d(p, p̂) + d(q, q̂)  ↵[d(p, p̂) + d(q, q̂)],

which implies that d(p, p̂)+d(q, q̂) = 0 and so d(p, p̂) = 0 and d(q, q̂) = 0. Therefore,

(p, q) is the unique common coupled fixed point in A \ B ⇥ A \ B.

Example 11. Consider X = R with the usual metric, A = [�1, 0] and B = [0, 1].

Define F : A⇥A ! B by F (x, y) = �
x+ y

4
and G(x, y) = �

x+ y

8
. Then d(A,B) =

0 and (F,G) is a cyclic contraction with ↵ = 1
2 . Indeed,

d(F (x, x0), G(y, y0)) =

�����
x+ x0

4
+

y + y0

8

����


�����

x+ x0

4
+

2y + 2y0

8

����

=
1

4
(|x� y|+ |x0 � y0|)

=
↵

2
[d(x, y) + d(x0, y0)] + (1� ↵)d(A,B)

for all (x, x0) 2 A ⇥ A and (y, y0) 2 B ⇥ B. Therefore, all hypothesis of Theorem

5.2.3.9 hold. So F and G have a unique common coupled fixed point and this point

is (0, 0) 2 A \ B ⇥ A \ B.

If we take A = B in Theorem 5.2.3.9, then we get the following results.

Corollary 5.2.3.10. Let A be nonempty closed subsets of a complete metric space

X, F : A ⇥ A ! A and G : A ⇥ A ! A and let the order pair (F,G) is a cyclic

contraction. Let (x0, x
0
0) 2 A⇥ A and define

x2n+1 = F (x2n, x
0
2n), x

0
2n+1 = F (x0

2n, x2n)

and

x2n+2 = G(x2n+1, x
0
2n+1), x

0
2n+2 = G(x0

2n+1, x2n+1)

for all n 2 N [ {0}. Then F and G have a unique common coupled fixed point

(p, q) 2 A⇥ A. Moreover, we have x2n ! p, x0
2n ! q, x2n+1 ! p and x0

2n+1 ! q

We take F = G in Corollary 5.2.3.10, then we get the following results.
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Corollary 5.2.3.11. Let A be nonempty closed subsets of a complete metric space

X, F : A⇥ A ! A and

d(F (x, x0), F (y, y0))  ↵

2
[d(x, y) + d(x0, y0)] (5.2.43)

for all (x, x0), (y, y0) 2 A⇥A. Then F has a unique coupled fixed point (p, q) 2 A⇥A.

Example 12. Consider X = R with the usual metric and A = [0, 12 ]. Define

F : A⇥ A ! A by

F (x, y) =

8
>><

>>:

x2 � y2

4
; x � y

0 ; x < y.

We show that F satisfies (5.2.43) with ↵ = 1
2 . Let (x, x

0), (y, y0) 2 A⇥ A.

Case 1: If x < x0 and y < y0, then

d(F (x, x0), F (y, y0)) = 0  1

4
[|x� y|+ |x0 � y0|] = ↵

2
[d(x, y) + d(x0, y0)].

Case 2: If x < x0 and y � y0, then

d(F (x, x0), F (y, y0)) =

����0�
y2 � y02

4

����

 1

4
[|y � y0||y + y0|]

 1

4
|y � y0|

 1

4
[|x� x0|+ |y � y0|]

=
↵

2
[d(x, y) + d(x0, y0)].

Case 3: If x � x0 and y < y0. In this case we can prove by a similar argument as

in case 2.

Case 4: If x � x0 and y � y0, then

d(F (x, x0), F (y, y0)) =

����
x2 � x02

4
� y2 � y02

4

����

 1

4
[|x� x0||x+ x0|+ |y � y0||y + y0|]

 1

4
[|x� x0|+ |y � y0|]

=
↵

2
[d(x, y) + d(x0, y0)].

Thus condition (5.2.43) holds with ↵ = 1
2 . Therefore, by Corollary 5.2.3.11 F has

the unique coupled fixed point in A that is a point (0, 0).



5.3 OPTIMAL APPROXIMATE SOLUTION

5.3.1 The existence theorems of an optimal approximate solution for gen-

eralized proximal contraction mappings

Definition 5.3.1.1. Let A,B be nonempty subset of metric space (X, d), T : A ! B

and K : A ! [0, 1). A mapping T is said to be a generalized proximal contraction

of the first kind with respect to K if
8
<

:
d(a, Tx) = d(A,B),

d(b, Ty) = d(A,B)
=) d(a, b)  K(x)d(x, y)

for all a, b, x, y 2 A.

Example 13. Consider the metric space R2 with Euclidean metric. Let A = {(0, y) :
�1 < y < 1} and B = {(1, y) : �1 < y < 1}. Define a mapping T : A ! B as

follows:

T ((0, y)) =

✓
1,

y2

2

◆

for all (0, y) 2 A.

It easy to check that there is no ↵ 2 [0, 1) satisfies

d(a, Tx) = d(b, Ty) = d(A,B) =) d(a, b)  ↵d(x, y)

for all a, b, x, y 2 A. Therefore, T is not a proximal contractions of the first kind.

Consider a function K : A ! [0, 1) defined by

K((0, y)) =
|y|+ 1

2
.

Next, we claim that T is a generalized proximal contractions of the first kind with

respect to K.

If (0, y1), (0, y2) 2 A such that

d(a, T (0, y1)) = d(A,B) = 1 and d(b, T (0, y2)) = d(A,B) = 1
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for all a, b 2 A, then we have

a =

✓
0,

y21

2

◆
, b =

✓
0,

y22

2

◆
.

Therefore, it follows that

d(a, b) = d

✓✓
0,

y21

2

◆
,

✓
0,

y22

2

◆◆

=

����
y21

2
�

y22

2

����

=

✓ |y1 + y2|
2

◆
|y1 � y2|


✓ |y1|+ |y2|

2

◆
|y1 � y2|


✓ |y1|+ 1

2

◆
|y1 � y2|

= K((0, y1))d((0, y1), (0, y2)).

This implies that T is a generalized proximal contraction of the first kind with

respect to K.

Definition 5.3.1.2. Let A,B be nonempty subset of metric space (X, d), T : A ! B

and K : A ! [0, 1). A mapping T is said to be a generalized proximal contraction

of the second kind with respect to K if
8
<

:
d(a, Tx) = d(A,B),

d(b, Ty) = d(A,B)
=) d(a, b)  K(x)d(Tx, Ty)

for all a, b, x, y 2 A.

Theorem 5.3.1.3. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X such that A0 and B0 are nonempty. Suppose that T : A ! B,

g : A ! A, K : A ! [0, 1) are mappings satisfying the following conditions:

(a) T is a continuous generalized proximal contraction of first kind with respect

to K;

(b) T (A0) ✓ B0 and A0 ✓ g(A0);

(c) g is an isometry;

(d) K(x)  K(y), whenever d(gx, Ty) = d(A,B).

Then there exists a unique point x 2 A such that d(gx, Tx) = d(A,B).
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Proof. Let x0 be a fixed element in A0. From T (A0) ✓ B0 and A0 ✓ g(A0), it follows

that there exists a point x1 2 A0 such that

d(gx1, Tx0) = d(A,B). (5.3.1)

Again, since Tx1 2 T (A0) ✓ B0 and A0 ✓ g(A0), there exists a point x2 2 A0 such

that

d(gx2, Tx1) = d(A,B). (5.3.2)

Continuing this process, we can construct the sequence {x
n

} in A0 such that

d(gx
n

, Tx
n�1) = d(A,B) (5.3.3)

for all n 2 N. Since T is a generalized proximal contraction of the first kind with

respect to K, it follows that

d(gx
n+1, gxn

)  K(x
n

)d(x
n

, x
n�1) (5.3.4)

for all n 2 N. Also, since g is an isometry, we have

d(x
n+1, xn

)  K(x
n

)d(x
n

, x
n�1) (5.3.5)

for all n 2 N. By using (5.3.3) and (d), we have

d(x
n+1, xn

)  K(x
n

)d(x
n

, x
n�1)

 K(x
n�1)d(xn

, x
n�1)

 K(x
n�2)d(xn

, x
n�1)

...

 K(x0)d(xn

, x
n�1) (5.3.6)

for all n 2 N. By repeating (5.3.6), we get

d(x
n+1, xn

)  (K(x0))
nd(x1, x0) (5.3.7)

for all n 2 N. Now, we let k := K(x0) 2 [0, 1). For positive integers m and n with

n > m, it follows from (5.3.7) that

d(x
n

, x
m

)  d(x
n

, x
n�1) + d(x

n�1, xn�2) + · · ·+ d(x
m+1, xm

)

 kn�1d(x1, x0) + kn�2d(x1, x0) + · · ·+ kmd(x1, x0)


✓

km

1� k

◆
d(x1, x0). (5.3.8)
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Since k 2 [0, 1), we have

✓ km

1� k

◆
d(x1, x0) ! 0 as m ! 1, which implies that {x

n

}
is a Cauchy sequence in X. Since X is complete, it follows that the sequence {x

n

}
converges to point x 2 X. Since T and g are continuous, we get

d(gx, Tx) = lim
n!1

d(gx
n+1, Txn

) = d(A,B). (5.3.9)

Next, we suppose that x⇤ is another point in X such that

d(gx⇤, Tx⇤) = d(A,B). (5.3.10)

Since T is a generalized proximal contraction of the first kind with respect to K, by

using (5.3.9) and (5.3.10), we get

d(gx, gx⇤)  K(x)d(x, x⇤). (5.3.11)

Since g is an isometry, it follows that

d(x, x⇤)  K(x)d(x, x⇤), (5.3.12)

which implies that x = x⇤. This completes the proof.

Example 14. Consider the complete metric space R2 with Euclidean metric. Let

A = {(0, y) : �1  y  1} and B = {(1, y) : �1  y  1}. Define two mappings

T : A ! B and g : A ! A as follows:

T ((0, y)) =

✓
1,

y2

4

◆
, g((0, y)) = (0,�y)

for all (0, y) 2 A. Then it is easy to see that d(A,B) = 1, A0 = A, B0 = B and the

mapping g is an isometry.

Consider a function K : A ! [0, 1) defined by

K((0, y)) =
|y|+ 1

4
.

Next, we claim that T is a generalized proximal contractions of the first kind

with respect to K. If (0, y1), (0, y2) 2 A such that

d(a, T (0, y1)) = d(A,B) = 1 and d(b, T (0, y2)) = d(A,B) = 1
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for all a, b 2 A, then we have

a =

✓
0,

y21

4

◆
, b =

✓
0,

y22

4

◆
.

Therefore, it follows that

d(a, b) = d

✓✓
0,

y21

4

◆
,

✓
0,

y22

4

◆◆

=

����
y21

4
�

y22

4

����

=

✓ |y1 + y2|
4

◆
|y1 � y2|


✓ |y1|+ |y2|

4

◆
|y1 � y2|


✓ |y1|+ 1

4

◆
|y1 � y2|

= K((0, y1))d((0, y1), (0, y2)).

This implies that the non-self-mapping T is a generalized proximal contraction of the

first kind with respect to K. It easy to see that K(x)  K(y) whenever d(gx, Ty) =

d(A,B). Moreover, since T is continuous and g is an isometry, all the conditions of

Theorem 5.3.1.3 are satisfied and so T has an unique element (0, 0) 2 A such that

d(g(0, 0), T (0, 0)) = d(A,B).

Corollary 5.3.1.4. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X such that A0 and B0 are nonempty. Suppose that T : A ! B

and K : A ! [0, 1) are mappings satisfying the following conditions:

(a) T is a continuous generalized proximal contraction of first kind with respect

to K;

(b) T (A0) ✓ B0;

(c) K(x)  K(y), whenever d(x, Ty) = d(A,B).

Then T has a unique best proximity point in A.

Theorem 5.3.1.5. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X such that A is approximatively compact with respect to B. Sup-

pose that A0 and B0 are nonempty and T : A ! B, g : A ! A, K : A ! [0, 1) are

mappings satisfying the following conditions:
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(a) T is a continuous generalized proximal contraction of the second kind with

respect to K;

(b) T (A0) ✓ B0 and A0 ✓ g(A0);

(c) g is an isometry;

(d) T preserves isometric distance with respect to g;

(e) K(x)  K(y), whenever d(gx, Ty) = d(A,B).

Then there exists a point x 2 A such that d(gx, Tx) = d(A,B). Moreover, if x⇤ is

another point in A for which d(gx⇤, Tx⇤) = d(A,B), then Tx = Tx⇤.

Proof. As in the proof of Theorem 5.3.1.3, for fixed x0 2 A0, we can define a sequence

{x
n

} in A0 such that

d(gx
n

, Tx
n�1) = d(A,B) (5.3.13)

for all n 2 N. Since T is a generalized proximal contraction of the second kind with

respect to K, it follows that

d(Tgx
n+1, T gxn

)  K(x
n

)d(Tx
n

, Tx
n�1). (5.3.14)

Since T preserves isometric distance with respect to g, we have

d(Tx
n+1, Txn

)  K(x
n

)d(Tx
n

, Tx
n�1) (5.3.15)

for all n 2 N. By using (5.3.13) and (e), we have

d(Tx
n+1, Txn

)  K(x
n

)d(Tx
n

, Tx
n�1)

 K(x
n�1)d(Txn

, Tx
n�1)

 K(x
n�2)d(Txn

, Tx
n�1)

...

 K(x0)d(Txn

, Tx
n�1) (5.3.16)

for all n 2 N. By repeating (5.3.16), we get

d(Tx
n+1, Txn

)  (K(x0))
nd(Tx1, Tx0) (5.3.17)

for all n 2 N. Now, we let k := K(x0) 2 [0, 1). For positive integers m and n with
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n > m, it follows from (5.3.17) that

d(Tx
n

, Tx
m

)  d(Tx
n

, Tx
n�1) + d(Tx

n�1, Txn�2) + · · ·+ d(Tx
m+1, Txm

)

 kn�1d(Tx1, Tx0) + kn�2d(Tx1, Tx0) + · · ·+ kmd(Tx1, Tx0)


✓

km

1� k

◆
d(Tx1, Tx0). (5.3.18)

Since k 2 [0, 1), we have

✓ km

1� k

◆
d(Tx1, Tx0) ! 0 as m ! 1, which is implies that

{Tx
n

} is a Cauchy sequence in B. By completeness of B ✓ X, there exists a point

y 2 B such that Tx
n

! y as n ! 1. By (5.3.13) and the triangle inequality, we

have

d(y, A)  d(y, gx
n

)

 d(y, Tx
n�1) + d(Tx

n�1, gxn

)

= d(y, Tx
n�1) + d(A,B)

 d(y, Tx
n�1) + d(y, A). (5.3.19)

Letting n ! 1 in (3.19), we get d(y, gx
n

) ! d(y, A). Since A is approximatively

compact with respect to B, it follows that {gx
n

} has a convergence subsequence

{gx
nk
}, say gx

nk
! z 2 A as k ! 1. Thus we have

d(z, y) = lim
k!1

d(gx
nk
, Tx

nk�1) = d(A,B), (5.3.20)

which implies that z 2 A0. Since A0 ✓ g(A0), we have z = gx for some x 2 A0.

Therefore, gx
nk

! gx as k ! 1. Since g is an isometry, we get x
nk

! x as k ! 1.

By the continuity of T , we have Tx
nk

! Tx as k ! 1 and then y = Tx. From

(5.3.20), we can conclude that

d(gx, Tx) = d(A,B). (5.3.21)

Next, we suppose that x⇤ is another point in X such that

d(gx⇤, Tx⇤) = d(A,B). (5.3.22)

Since T is a generalized proximal contraction of the second kind with respect to K,

by the virtue of (5.3.21) and (5.3.22), we get

d(Tgx, Tgx⇤)  K(x)d(Tx, Tx⇤). (5.3.23)
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Since T preserve isometric distance with respect to g, it follows that

d(Tx, Tx⇤)  K(x)d(Tx, Tx⇤), (5.3.24)

which implies that Tx = Tx⇤. This completes the proof.

Corollary 5.3.1.6. Let (X, d) be a complete metric space and A, B be nonempty

closed subsets of X such that A is approximatively compact with respect to B. Sup-

pose that A0 and B0 are nonempty and T : A ! B and K : A ! [0, 1) are mappings

satisfying the following conditions:

(a) T is a continuous generalized proximal contraction of the second kind with

respect to K;

(b) T (A0) ✓ B0;

(c) K(x)  K(y), whenever d(x, Ty) = d(A,B).

Then T has a best proximity point. Moreover, if x⇤ is another best proximity point

of T , then Tx = Tx⇤.

Theorem 5.3.1.7. Let (X, d) be a complete metric space, A and B be nonempty

closed subsets of X and K : A [ B ! [0, 1). Suppose that S : A ! B is a mapping

satisfying

d(Sx, Sy)  K(x)d(x, y) (5.3.25)

for all x, y 2 A. Then the following holds:

(A) There exists a nonexpansive mapping T : B ! A such that (S, T ) satisfies the

min-max condition whenever S has a best proximity point.

(B) If there exists a nonexpansive mapping T : B ! A such that (S, T ) satisfies

the min-max condition and K(Sx)  K(x) and K(Tx)  K(x) for all x 2 A,

then S has a best proximity point.

(C) For two any best proximity points z and z⇤ of S, we have

d(z, z⇤)  � 2

1�K(z)

�
d(A,B).
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Proof. (A): Let S has a best proximity point a 2 A. We define a mapping T : B !
A by Ty = a for all y 2 B. Clearly, T is a nonexpansive mapping. It follows from

the definition of T that

d(Ty, STy) = d(a, Sa) = d(A,B) (5.3.26)

for all y 2 B. Thus we can conclude that min(Sx, Ty) = d(A,B) for all x 2 A and

y 2 B.

Next, we show that (S, T ) satisfies the min-max condition. Suppose that x 2 A

and y 2 B such that d(A,B) < d(x, y). Then we have

min(Sx, Ty) = d(A,B) < d(x, y)  max(Sx, Ty), (5.3.27)

which implies that the pair (S, T ) satisfies the min-max condition. Therefore, we

can find a nonexpansive mapping T : B ! A such that (S, T ) satisfies the min-max

condition.

(B): Fix x0 2 A and define a sequence {x
n

} in A [ B by

x2n�1 = Sx2n�2, x2n = Tx2n�1

for all n 2 N. Since T is nonexpansive, it follows from (5.3.25) that

d(x2n�2, x2n) = d(Tx2n�3, Tx2n�1)

 d(x2n�3, x2n�1)

= d(Sx2n�4, Sx2n�2)

 K(x2n�4)d(x2n�4, x2n�2)

= K(Tx2n�5)d(x2n�4, x2n�2)

 K(x2n�5)d(x2n�4, x2n�2)

= K(Sx2n�6)d(x2n�4, x2n�2)

 K(x2n�6)d(x2n�4, x2n�2)

...

 K(x0)d(x2n�4, x2n�2) (5.3.28)

for all n 2 N. By repeating the above argument, we have

d(x2n�2, x2n)  (K(x0))
n�1d(x0, x2) (5.3.29)
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for all n 2 N, which implies that the sequence {x2n} is a Cauchy sequence in X.

A similar argument asserts that the sequence {x2n�1} is a Cauchy sequence in X.

By the completeness of X, we conclude that {x2n} converges to a point a 2 A and

{x2n�1} converges to a point b 2 B. Since S is continuous, {Sx2n} converges to Sa,

which implies that {x2n�1} converges to Sa. Thus Sa = b.

Similarly, it easy to check that Tb = a. Therefore, we have

TSa = Tb = a, STb = Sa = b. (5.3.30)

Now, we can conclude that

min(Sa, T b) = d(a, b) = max(Sa, T b). (5.3.31)

By the virtue of the min-max condition of (S, T ), we get d(a, b)  d(A,B). Since

d(A,B)  d(a, b), we have d(a, b) = d(A,B). Therefore, we have

d(a, Sa) = d(a, b) = d(A,B), (5.3.32)

which implies that S has a best proximity point in A.

(C): let z and z⇤ are best proximity points of S. Then d(z, Sz) = d(A,B) and

d(z⇤, Sz⇤) = d(A,B). Using the triangle inequality and (5.3.25), we have

d(z, z⇤)  d(z, Sz) + d(Sz, Sz⇤) + d(Sz⇤, z⇤)

 K(z)d(z, z⇤) + 2d(A,B). (5.3.33)

This implies that d(z, z⇤)  �
2

1�K(z)

�
d(A,B). This completes the proof.

5.3.2 Some fixed point results for weakly isotone mappings in ordered

Banach spaces

Let E be a nonempty set and h : E ! E be a given mapping. For every x 2 E,

we denote by h�1(x) the subset of E defined by:

h�1(x) := {u 2 E |hu = x}.

Definition 5.3.2.1. Let E be an ordered Banach space and f, g, h : E ! E be

given mappings such that f(E) ✓ h(E) and g(E) ✓ h(E). We say that f and g are

weakly isotone increasing with respect to h if and only if for all x 2 E, we have:

f(x) � g(y), 8 y 2 h�1(f(x)) (5.3.34)
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and

g(x) � f(y), 8 y 2 h�1(g(x)). (5.3.35)

Similarly f and g are said to be weakly isotone decreasing with respect to h if

f(x) ⌫ g(y), 8 y 2 h�1(f(x)) (5.3.36)

and

g(x) ⌫ f(y), 8 y 2 h�1(g(x)). (5.3.37)

for all x 2 E. If f and g are either weakly isotone increasing with respect to h or

weakly isotone decreasing with respect to h, then it is said that f and g are weakly

isotone with respect to h.

Remark 5.3.2.2. If h : E ! E is the identity mapping (h(x) = x for all x 2 E,

shortly h = I
E

), then the fact that f and g are weakly isotone increasing with

respect to h implies that f and g are weakly isotone increasing mappings.

Example 15. Consider E = R+ endowed with the usual norm and

P = {z 2 R | z � 0}.

Let f, g, h : E ! E by

f(x) = 5 for all x 2 E, g(x) =

8
><

>:

x if x 2 [0, 5]

5 if x > 5

and

h(x) = x for all x 2 E.

Then, we obtain that h�1(f(x)) = {5} and h�1(g(x)) = {g(x) | x 2 E}. Since

f(E), g(E) ✓ h(E) and conditions (5.3.34) and (5.3.35) hold, we have f and g are

weakly isotone increasing with respect to h.

Example 16. Consider E = [0, 2] endowed with the usual norm and

P = {z 2 R | z � 0}.

Let f, g, h : E ! E by

f(x) =

8
><

>:

p
x if x 2 [0, 1)

0 if x 2 [1, 2],
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g(x) =

8
><

>:

x if x 2 [0, 1)

0 if x 2 [1, 2]

and

h(x) =

8
><

>:

x2 if x 2 [0, 1)

0 if x 2 [1, 2].

Now we show that the condition (5.3.34) holds. We discuss this in two cases.

Case 1: (x = 0 or x � 1) In this case, we get f(x) = 0. It is easy to see that

(5.3.34) holds.

Case 2: (x 2 (0, 1)) In this case, we get f(x) =
p
x. Let y 2 h�1(f(x)) and then

h(y) = f(x) =
p
x. By definition of mapping h, we have y = 4

p
x. Thus

f(x) =
p
x � 4

p
x = g( 4

p
x) = g(y).

Next, we will show that the condition (5.3.35) holds. We discuss this in two

cases.

Case 1: (x = 0 or x � 1) In this case, we get g(x) = 0. It obvious that (5.3.35)

holds.

Case 2: (x 2 (0, 1)) In this case, we get g(x) = x. Let y 2 h�1(g(x)) and then

h(y) = g(x) = x. By definition of mapping h, we have y =
p
x. Thus

g(x) = x � 4
p
x = f(

p
x) = f(y).

Moreover, we obtain that f(E) = g(E) ✓ h(E). Therefore, f and g are weakly

isotone increasing with respect to h.

Definition 5.3.2.3. Let X be subset of an ordered Banach space E and f, g, h :

X ! X. Two mappings f, g : X ! X are said to satisfy the weak-condition D
X

with respect to h if for any monotone sequence {h(x
n

)} and for any fixed a 2 X

the condition

{h(x1), h(x2), h(x3), ...} ✓ {a} [ f({x1, x2, x3, ...}) [ g({x1, x2, x3, ...})

implies {x
n

} is convergent.

Remark 5.3.2.4. If h : E ! E is the identity mapping, then the f and g are

weak-condition D
X

with respect to h implies that f and g are weak-condition D
X

.
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Let X be a closed subset of an ordered Banach space E and f, g, h : X ! X

be three mappings such that f and g are weakly isotone with respect to h. Given

x0 2 X we define a sequence {h(x
n

)} in X as follows:

h(x2n�1) = f(x2n�2), h(x2n) = g(x2n�1)

for all n 2 N. We say that {h(x
n

)} is an (f, g, h)�sequence with initial point x0. If

h is an identity mapping on X, then we write (f, g)�sequence with initial point x0.

Later on, we denote by C(f, g, h) the set of coincidence points of f, g and h, that is,

C(f, g, h) = {x 2 E : h(x) = f(x) = g(x)}.
Next, we give the coincidence point theorems for weakly isotone mappings under

the certain conditions.

Theorem 5.3.2.5. Let X be a closed subset of an ordered Banach space E and

f, g, h : X ! X be three continuous mappings. If f and g are weakly isotone with

respect to h and if f and g satisfy weak-condition D
X

with respect to h, then f, g

and h have a coincidence point. Moreover, for every x0 2 X, we have lim
n!1

h(x
n

) 2
C(f, g, h) for every (f, g, h)�sequence {h(x

n

)} with initial point x0.

Proof. Assume that f and g are weakly isotone increasing with respect to h.

By Definition 5.3.2.1, it follows that f(X) ✓ h(X) and g(X) ✓ h(X). Let x0

be an arbitrary point in X. Since f(X) ✓ h(X), there exists x1 2 X such that

h(x1) = f(x0). Since g(X) ✓ h(X), there exists x2 2 X such that h(x2) = g(x1).

Continuing this process, we can construct a sequence {h(x
n

)} in X defined by

h(x2n�1) = f(x2n�2), h(x2n) = g(x2n�1), 8 n 2 N. (5.3.38)

By the construction, we have x1 2 h�1(f(x0)) and x2 2 h�1(g(x1)), then using the

fact that f and g are weakly isotone increasing with respect to h, we get that

h(x1) = f(x0) � g(x1) = h(x2) � f(x2) = h(x3).

We continue this process to get

h(x1) � h(x2) � · · · � h(x2n�1) � h(x2n) � · · · (5.3.39)

for all n 2 N Now, we have

{h(x1), h(x2), h(x3), ...} = {h(x1)} [ {h(x3), h(x5), ...} [ {h(x2), h(x4), ...}
✓ {h(x1)} [ f({x1, x2, x3, ...}) [ g({x1, x2, x3, ...}).
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From the hypothesis that is f and g are weak-condition D
X

with respect to h, we

have the sequence {x
n

} converge to some x 2 X. Since f, g, h are continuous, we

get

h(x) = lim
n!1

h(x2n�1) = lim
n!1

f(x2n�2) = f(x)

and

h(x) = lim
n!1

h(x2n) = lim
n!1

g(x2n�1) = g(x)

It follows that f(x) = g(x) = h(x) and so x is a coincidence point of f, g and h. For

the case when f and g are weakly isotone decreasing with respect to h is similar.

Next theorem, we propose the weaken assumption of continuous of f and g in

Theorem 5.3.2.5 by monotone-continuous condition.

Theorem 5.3.2.6. Let X be a closed subset of an ordered Banach space E and let

f, g : X ! X be two monotone-continuous mappings. If f and g are weakly isotone

and if f and g satisfy weak-condition D
X

, then f and g have a common fixed point.

Moreover, for every x0 2 X, we have lim
n!1

x
n

2 F (f, g) for every (f, g)�sequence

{x
n

} with initial point x0, where F (f, g) is set of common fixed point of f and g.

Proof. With the same argument of Theorem 5.3.2.5 we can prove this theorem

if a mapping h is an identity mapping on X.

Since the condition D
X

implies the weak-condition D
X

, we get the following

result.

Theorem 5.3.2.7. Let X be a closed subset of an ordered Banach space E and let

f, g : X ! X be two monotone-continuous mappings. If f and g are weakly isotone

and if f and g satisfy condition D
X

, then f and g have a common fixed point.

Moreover, for every x0 2 X, we have lim
n!1

x
n

2 F (f, g) for every (f, g)�sequence

{x
n

} with initial point x0, where F (f, g) is set of common fixed point of f and g.

Since the continuous mapping implies the monotone-continuous mapping, we get

the Dhage et al.’s results in [30].

Corollary 5.3.2.8. [30, Theorem 2.1] Let X be a closed subset of an ordered Banach

space E and let f, g : X ! X be two continuous mappings. If f and g are weakly

isotone and if f and g satisfy condition D
X

, then f and g have a common fixed

point.
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Corollary 5.3.2.9. [30, Corollary 2.1] Let X be a closed subset of an ordered Ba-

nach space E and let f, g : X ! X be two continuous mappings. If f and g are

weakly isotone and if f and g are countably condensing, then f and g have a common

fixed point.

In this section, we give the coincidence and common fixed point results for single

valued and multivalued mapping. Let E be an ordered Banach space, P be a cone

in E and � is a partial ordering with respect to P . For X, Y 2 2E, we will write

X w Y mean that x � y for all x 2 X and y 2 Y . Moreover, X v Y mean that

Y w X.

Example 17. Consider E = R2
+ endowed with the usual norm and

P = {(z, z) 2 R2
+ | z � 0}.

Let

X := {(x, x) 2 E : k(x, x)k  1}

and

Y := {(y, y) 2 E : 9  k(y, y)k  16}.

Then, we have X w Y . Let E be a nonempty set and h : E ! E be a given

mapping. For every A ✓ E, we denote by h�1(A) the subset of E defined by:

h�1(A) := {x 2 E |h(x) 2 A}.

Definition 5.3.2.10. Let E be an ordered Banach space, F,G : E ! 2E and

h : E ! E be given mappings such that F (E) ✓ h(E) and G(E) ✓ h(E). We say

that F and G are weakly isotone increasing with respect to h if and only if for all

x 2 E, we have:

F (x) w G(y), 8 y 2 h�1(F (x)) (5.3.40)

and

G(x) w F (y), 8 y 2 h�1(G(x)). (5.3.41)

Similarly F and G are said to be weakly isotone decreasing with respect to h if

F (x) v G(y), 8 y 2 h�1(F (x)) (5.3.42)
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and

G(x) v F (y), 8 y 2 h�1(G(x)) (5.3.43)

for all x 2 E. We say that F and G are weakly isotone with respect to h if F and

G are weakly isotone increasing with respect to h or weakly isotone decreasing with

respect to h.

Remark 5.3.2.11. For h = I
E

, we obtain that F and G are weakly isotone with

respect to h implies that F and G are weakly isotone.

Definition 5.3.2.12. Let E be an ordered Banach space. A mapping F : E ! 2E

is said to be closed if for each sequence {x
n

} in E with lim
n!1

x
n

= x0 for some x0 2 E,

and for each sequence {y
n

} in E with y
n

2 F (x
n

) and lim
n!1

y
n

= y0 for some y0 2 E,

we have y0 2 F (x0).

Definition 5.3.2.13. Let E be an ordered Banach space. A mapping F : E ! 2E

is said to be monotone-closed if for each increasing or decreasing sequence {x
n

} in E

with lim
n!1

x
n

= x0 for some x0 2 E, and for each sequence {y
n

} in E with y
n

2 F (x
n

)

and lim
n!1

y
n

= y0 for some y0 2 E, we have y0 2 F (x0).

Definition 5.3.2.14. Let E be an ordered Banach space and X ✓ E. Two mul-

tivalued mappings F,G : X ! 2X are said to satisfy the condition D
X

if for any

countable set A of X and for any fixed a 2 X the condition

A ✓ {a} [ F (A) [G(A)

implies A is compact.

Definition 5.3.2.15. Let E be an ordered Banach space, X ✓ E. Two multivalued

mappings F,G : X ! 2X are said to satisfy the weak-condition D
X

if for any

monotone sequence {x
n

} and for any fixed a 2 X the condition

{x1, x2, x3, ...} ✓ {a} [ F ({x1, x2, x3, ...}) [G({x1, x2, x3, ...})

implies {x
n

} is convergent.

Remark 5.3.2.16. We obtain that condition D
X

implies weak-condition D
X

in

case of multivalued mappings.
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Definition 5.3.2.17. Let E be an ordered Banach space, X ✓ E and h : X ! X.

Two multivalued mappings F,G : X ! 2X are said to satisfy the weak-condition

D
X

with respect to h if for any monotone sequence {h(x
n

)} and for any fixed

a 2 X the condition

{h(x1), h(x2), h(x3), ...} ✓ {a} [ F ({x1, x2, x3, ...}) [G({x1, x2, x3, ...})

implies {x
n

} is convergent.

Remark 5.3.2.18. If we take h = I
E

, then F and G are weak-condition D
X

with

respect to h implies that F and G are weak-condition D
X

.

Let X be a closed subset of an ordered Banach space E and h : X ! X. Given

F,G : X ! 2X be two multivalued mappings such that F and G are weakly isotone

with respect to h and given x0 2 X we define a sequence {h(x
n

)} in X as follows:

h(x2n�1) 2 F (x2n�2), h(x2n) 2 G(x2n�1)

for all n 2 N. We say that {h(x
n

)} is a (F,G, h)�sequence with initial point x0.

If h is an identity mapping on X, then we write (F,G)�sequence with initial point

x0. Later on, we denote

CO(F,G, h) := {x 2 E |h(x) 2 F (x) and h(x) 2 G(x)}

and denote F(F,G) is set of all common fixed point of F and G, that is,

F(F,G) := {x 2 E | x 2 F (x) and x 2 G(x)}.

Now, we establish the coincidence point theorems for weakly isotone increasing

for single valued and multivalued mappings under certain conditions.

Theorem 5.3.2.19. Let X be a closed subset of an ordered Banach space E and let

F,G : X ! 2X be two closed mappings and h : X ! X be a continuous mapping.

If F and G are weakly isotone with respect to h and satisfy weak-condition D
X

with

respect to h, then there is a point z 2 X such that z 2 CO(F,G, h). Moreover,

for every x0 2 X, we have lim
n!1

h(x
n

) 2 CO(F,G, h) for every (F,G, h)�sequence

{h(x
n

)} with initial point x0.
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Proof. Assume that F and G are weakly isotone increasing with respect to h.

By Definition 5.3.2.10, we have F (X) ✓ h(X) and G(X) ✓ h(X). Let x0 be an

arbitrary point in X. Since F (X) ✓ h(X), we get F (x0) ✓ h(X) and so there exists

x1 2 X such that h(x1) 2 F (x0). It follows from G(X) ✓ h(X) that G(x1) ✓ h(X)

and then there exists x2 2 X such that h(x2) 2 G(x1). Continuing this process, we

can construct a sequence {h(x
n

)} in X defined by

h(x2n�1) 2 F (x2n�2), h(x2n) 2 G(x2n�1), 8 n 2 N. (5.3.44)

By construction, we have x1 2 h�1(F (x0)) and x2 2 h�1(G(x1)), then using the

hypothesis that F and G are weakly isotone increasing with respect to h, we have

F (x0) w G(x1) and G(x1) w F (x2). We continue this process to get

F (x0) w G(x1) w · · · w F (x2n�2) w G(x2n�1) w · · · (5.3.45)

for all n 2 N. From (5.3.44) and the definition of w, we get

h(x1) � h(x2) � · · · � h(x2n�1) � h(x2n) � · · · (5.3.46)

for all n 2 N. Now, we have

{h(x1), h(x2), h(x3), ...} = {h(x1)} [ {h(x3), h(x5), ...} [ {h(x2), h(x4), ...}
✓ {h(x1)} [ F ({x1, x2, x3, ...}) [G({x1, x2, x3, ...}).

From the hypothesis that is F and G are weak-condition D
X

with respect to h, we

get the sequence {x
n

} converge to some x 2 X. Since F,G are closed mappings and

h is continuous mapping, we get

h(x) = lim
n!1

h(x2n�1) 2 lim
n!1

F (x2n�2) = F (x)

and

h(x) = lim
n!1

h(x2n) 2 lim
n!1

G(x2n�1) = G(x).

Therefore, x 2 CO(F,G, h). For the case when F and G are weakly isotone de-

creasing with respect to h is similar. If we take the mapping h in Theorem 5.3.2.19

as the identity mapping on X, we get the following result for two monotone-closed

mappings.
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Theorem 5.3.2.20. Let X be a closed subset of an ordered Banach space E and let

F,G : X ! 2X be two monotone-closed mappings. If F and G are weakly isotone

and satisfy weak-condition D
X

, then F and G have a common fixed point. Moreover,

for every x0 2 X, we have lim
n!1

x
n

2 F(F,G) for every (F,G)�sequence with initial

point x0.

Since the condition D
X

implies the weak-condition D
X

, we can omit the proof

of the following result.

Theorem 5.3.2.21. Let X be a closed subset of an ordered Banach space E and let

F,G : X ! 2X be two monotone-closed mappings. If F and G are weakly isotone

and satisfy condition D
X

, then F and G have a common fixed point. Moreover, for

every x0 2 X, we have lim
n!1

x
n

2 F(F,G) for every (F,G)�sequence with initial

point x0.

From the fact that every closed mapping is a monotone-closed mapping, we get

the following results of Dhage et al. [30].

Corollary 5.3.2.22. [30, Theorem 3.1] Let X be a closed subset of an ordered

Banach space E and F,G : X ! C(X). If F and G are closed and weakly isotone

mappings satisfy condition D
X

, then F and G have a common fixed point.

Corollary 5.3.2.23. [30, Corollary 3.1] Let X be a closed subset of an ordered

Banach space E and F,G : X ! C(X). If F and G are closed, weakly isotone and

countably condensing mappings, then F and G have a common fixed point.

5.3.3 Coupled coincidence point and common coupled fixed point theo-

rems with lacking the mixed monotone property

Theorem 5.3.3.1. Let (X, d,�) be an ordered cone metric space over a solid cone P

and let g : X �! X and F : X ⇥X �! X. Suppose that the following hold:

(i) F (X ⇥X) ✓ g(X) and g(X) is a complete subspace of X;

(ii) g and F satisfy property;

(iii) there exist x0, y0 2 X such that gx0 ⇣ F (x0, y0) and gy0 ⇣ F (y0, x0);



94

(iv) there exists a
i

� 0, for i = 1, 2, . . . , 6 and
P6

i=1 ai < 1 such that for all

x, y, u, v 2 X satisfying gx ⇣ gu and gy ⇣ gv,

d(F (x, y), F (u, v)) 
P

a1d(gx, gu) + a2d(F (x, y), gx) + a3d(gy, gv)

+a4d(F (u, v), gu) + a5d(F (x, y), gu) + a6d(F (u, v), gx),

(5.3.47)

holds;

(v) if x
n

�! x when n �! 1 in X, then x
n

⇣ x for n su�ciently large.

Then there exist x, y 2 X such that

F (x, y) = gx and F (y, x) = gy,

that is, F and g have a coupled coincidence point (x, y) 2 X ⇥X.

Proof. Starting from x0, y0 (condition (iii)) and using the fact that F (X⇥X) ✓ g(X)

(condition (i)), we can construct sequences {gx
n

} and {gy
n

} in X such that

gx
n

= F (x
n�1, yn�1) and gy

n

= F (y
n�1, xn�1) (5.3.48)

for all n 2 N. By (iii), we get gx0 ⇣ F (x0, y0) = gx1 and by condition (ii) implies

that

gx1 = F (x0, y0) ⇣ F (x1, y1) = gx2.

Proceeding by induction we get that gx
n�1 ⇣ gx

n

and, similarly, gy
n�1 ⇣ gy

n

for all

n 2 N. Therefore, we can apply condition (5.3.47) to obtain

d(gx
n

, gx
n+1) = d(F (x

n�1, yn�1), F (x
n

, y
n

))


P

a1d(gxn�1, gxn

) + a2d(F (x
n�1, yn�1), gxn�1)

+ a3d(gyn�1, gyn) + a4d(F (x
n

, y
n

), gx
n

)

+ a5d(F (x
n�1, yn�1), gxn

) + a6d(F (x
n

, y
n

), gx
n�1)

= a1d(gxn�1, gxn

) + a2d(gxn

, gx
n�1) + a3d(gyn�1, gyn)

+ a4d(gxn+1, gxn

) + a5d(gxn

, gx
n

) + a6d(gxn+1, gxn�1)


P

a1d(gxn�1, gxn

) + a2d(gxn

, gx
n�1) + a3d(gyn�1, gyn)

+ a4d(gxn+1, gxn

) + a6[d(gxn�1, gxn

) + d(gx
n

, gx
n+1)]


P

(a1 + a2 + a6)d(gxn�1, gxn

) + a3d(gyn�1, gyn)

+ (a4 + a6)d(gxn

, gx
n+1)
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which implies that

(1�a4�a6)d(gxn

, gx
n+1) P

(a1+a2+a6)d(gxn�1, gxn

)+a3d(gyn�1, gyn). (5.3.49)

Similarly, starting with d(gy
n

, gy
n+1) = d(F (y

n

, x
n

), F (y
n�1, xn�1)) and using that

gx
n�1 ⇣ gx

n

and gy
n�1 ⇣ gy

n

for all n 2 N, we get

(1�a4�a6)d(gyn, gyn+1) P

(a1+a2+a6)d(gyn�1, gyn)+a3d(gxn�1, gxn

). (5.3.50)

Combine (5.3.49) and (5.3.50) we obtain that

(1� a4 � a6)[d(gxn

, gx
n+1) + d(gy

n

, gy
n+1)] (5.3.51)


P

(a1 + a2 + a3 + a6)[d(gxn�1, gxn

) + d(gy
n�1, gyn)].

Now, starting from d(gx
n+1, gxn

) = d(F (x
n

, y
n

), F (x
n�1, yn�1) and using that gx

n�1 ⇣
gx

n

and gy
n�1 ⇣ gy

n

for all n 2 N, we get that

(1� a2 � a5)d(gxn

, gx
n+1) P

(a1 + a4 + a5)d(gxn�1, gxn

) + a3d(gyn�1, gyn).

Similarly, starting from d(gy
n+1, gyn) = d(F (y

n

, x
n

), F (y
n�1, xn�1)) and using that

gx
n�1 ⇣ gx

n

and gy
n�1 ⇣ gy

n

for all n 2 N, we get that

(1� a2 � a5)d(gyn, gyn+1) P

(a1 + a4 + a5)d(gyn�1, gyn) + a3d(gxn�1, gxn

).

Again adding up, we obtain that

(1� a2 � a5)[d(gxn

, gx
n+1) + d(gy

n

, gy
n+1)] (5.3.52)


P

(a1 + a3 + a4 + a5)[d(gxn�1, gxn

) + d(gy
n�1, gyn)].

Finally, adding up (5.3.51) and (5.3.52), it follows that

d(gx
n

, gx
n+1) + d(gy

n

, gy
n+1) P

�[d(gx
n�1, gxn

) + d(gy
n�1, gyn)], (5.3.53)

with

0  � =
2a1 + a2 + 2a3 + a4 + a5 + a6

2� a2 � a4 � a5 � a6
< 1, (5.3.54)

since
P

n

i=1 ai < 1.

From the relation (5.3.53), we have

d(gx
n

, gx
n+1) + d(gy

n

, gy
n+1) P

�[d(gx
n�1, gxn

) + d(gy
n�1, gyn)]


P

�2[d(gx
n�2, gxn�1) + d(gy

n�2, gyn�1)]

...


P

�n[d(gx0, gx1) + d(gy0, gy1)].
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If d(gx0, gx1) + d(gy0, gy1) = 0
E

then (x0, y0) is a coupled coincidence point of F

and g. So let 0
E

<
P

d(gx0, gx1) + d(gy0, gy1).

For any m > n � 1, repeated use of triangle inequality gives

d(gx
n

, gx
m

) + d(gy
n

, gy
m

)


P

d(gx
n

, gx
n+1) + d(gx

n+1, gxn+2) + · · ·+ d(gx
m�1, gxm

)

+ d(gy
n

, gy
n+1) + d(gy

n+1, gyn+2) + · · ·+ d(gy
m�1, gym)


P

[�n + �n+1 + · · ·+ �m�1][d(gx0, gx1) + d(gy0, gy1)]


P

�n

1� �
[d(gx0, gx1) + d(gy0, gy1)].

Since �

n

1��

! 0 as n ! 1, we get �

n

1��

[d(gx0, gx1) + d(gy0, gy1)] ! 0
E

as n ! 1.

From (p4), we have for 0
E

⌧ c and large n:

�n

1� �
[d(gx0, gx1) + d(gy0, gy1)] ⌧ c.

By (p3), we get

d(gx
n

, gx
m

) + d(gy
n

, gy
m

) ⌧ c.

Since

d(gx
n

, gx
m

) 
P

d(gx
n

, gx
m

) + d(gy
n

, gy
m

)

and

d(gy
n

, gy
m

) 
P

d(gx
n

, gx
m

) + d(gy
n

, gy
m

)

then by (p3), we get d(gx
n

, gx
m

) ⌧ c and d(gy
n

, gy
m

) ⌧ c for n large enough.

Therefore, we get {gx
n

} and {gy
n

} are Cauchy sequences in g(X). By completeness

of g(X), there exists gx, gy 2 g(X) such that gx
n

�! gx and gy
n

�! gy as

n �! 1.

By (v), we have gx
n

⇣ gx and gy ⇣ gy
n

for all n � 0. Now we prove that

F (x, y) = gx and F (y, x) = gy.
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If gx
n

= gx and gy
n

= gy for some n � 0. From (5.3.47), we have

d(F (x, y), gx) 
P

d(F (x, y), gx
n+1) + d(gx

n+1, gx)

= d(F (x, y), F (x
n

, y
n

)) + d(gx
n+1, gx)


P

a1d(gx, gxn

) + a2d(F (x, y), gx) + a3d(gy, gyn)

+ a4d(F (x
n

, y
n

), gx
n

) + a5d(F (x, y), gx
n

)

+ a6d(F (x
n

, y
n

), gx) + d(gx
n+1, gx)


P

a1d(gx, gxn

) + a2d(F (x, y), gx) + a3d(gy, gyn)

+ a4d(gxn+1, gx) + a4d(gx, gxn

) + a5d(F (x, y), gx) + a5d(gx, gxn

)

+ a6d(gxn+1, gx) + d(gx
n+1, gx)

= a2d(F (x, y), gx) + a4d(gxn+1, gx) + a5d(F (x, y), gx)

+ a6d(gxn+1, gx) + d(gx
n+1, gx),

which further implies that

d(F (x, y), gx) 
P

1 + a4 + a6
1� a2 � a5

d(gx
n+1, gx).

Since gx
n

�! gx then for 0
E

⌧ c there exists N 2 N such that

d(gx
n+1, gx) ⌧ (1� a2 � a5)c

1 + a4 + a6
,

for all n � N . Therefore, ,

d(F (x, y), gx) ⌧ c.

Now, according to (p2) it follows that d(F (x, y), gx) = 0
E

, and F (x, y) = gx. Simi-

larly, we can prove that F (y, x) = gy. Hence (x, y) is coupled coincidence point of

mappings F and g.
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So we suppose that (gx
n

, gy
n

) 6= (gx, gy) for all n � 0. Using (5.3.47), we get

d(F (x, y), gx) 
P

d(F (x, y), gx
n+1) + d(gx

n+1, gx)

= d(F (x, y), F (x
n

, y
n

)) + d(gx
n+1, gx)


P

a1d(gx, gxn

) + a2d(F (x, y), gx) + a3d(gy, gyn)

+ a4d(F (x
n

, y
n

), gx
n

) + a5d(F (x, y), gx
n

)

+ a6d(F (x
n

, y
n

), gx) + d(gx
n+1, gx)


P

a1d(gx, gxn

) + a2d(F (x, y), gx) + a3d(gy, gyn)

+ a4d(gxn+1, gx) + a4d(gx, gxn

) + a5d(F (x, y), gx) + a5d(gx, gxn

)

+ a6d(gxn+1, gx) + d(gx
n+1, gx),

which further implies that

d(F (x, y), gx)


P

a1 + a4 + a5
1� a2 � a5

d(gx, gx
n

) +
1 + a4 + a6
1� a2 � a5

d(gx
n+1, gx) +

a3
1� a2 � a5

d(gy, gy
n

).

Since gx
n

�! gx and gy
n

�! gy then for 0
E

⌧ c there exists N 2 N such that

d(gx
n

, gx) ⌧ (1�a2�a5)c
3(a1+a4+a5)

, d(gx
n+1, gx) ⌧ (1�a2�a5)c

3(1+a4+a6)
, and d(gy

n

, gy) ⌧ (1�a2�a5)c
3a3

, for

all n � N . Thus,

d(F (x, y), gx) ⌧ c

3
+

c

3
+

c

3
= c.

Now, according to (p2) it follows that d(F (x, y), gx) = 0
E

, and F (x, y) = gx. Sim-

ilarly, F (y, x) = gy. Hence (x, y) is coupled coincidence point of mappings F and

g.

Remark 5.3.3.2. In Theorem 5.3.3.1, condition (ii) is a substitution for the mixed

g-monotone property that was used in most of the coupled coincidence point theo-

rems so far. Therefore, Theorem improve results of Nashine et al. [22]. Moreover,

it is an ordered version extension of the results of Abbas et al. [21].

Corollary 5.3.3.3. Let (X, d,�) be an ordered cone metric space over a solid cone P

and let g : X �! X and F : X ⇥X �! X. Suppose that the following hold:

(i) F (X ⇥X) ✓ g(X) and g(X) is a complete subspace of X;

(ii) g and F satisfy property;
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(iii) there exist x0, y0 2 X such that gx0 ⇣ F (x0, y0) and gy0 ⇣ F (y0, x0);

(iv) there exists ↵, �, � � 0 and ↵ + � + � < 1 such that for all x, y, u, v 2 X

satisfying gx ⇣ gu and gy ⇣ gv,

d(F (x, y), F (u, v)) 
P

↵d(gx, gu) + �d(gy, gv) + �d(F (x, y), gu), (5.3.55)

holds;

(v) if x
n

�! x when n �! 1 in X, then x
n

⇣ x for n su�ciently large.

Then there exist x, y 2 X such that

F (x, y) = gx and F (y, x) = gy,

that is, F and g have a coupled coincidence point (x, y) 2 X ⇥X.

Putting g = I
X

, where I
X

is the identity mapping from X into X in Theorem

5.3.3.1 we get the following corollary.

Corollary 5.3.3.4. Let (X, d,�) be an ordered cone metric space over a solid cone P

and let F : X ⇥X �! X. Suppose that the following hold:

(i) X is a complete;

(ii) g and F satisfy property;

(iii) there exist x0, y0 2 X such that x0 ⇣ F (x0, y0) and y0 ⇣ F (y0, x0);

(iv) there exists a
i

� 0, for i = 1, 2, . . . , 6 and
P6

i=1 ai < 1 such that for all

x, y, u, v 2 X satisfying x ⇣ u and y ⇣ v,

d(F (x, y), F (u, v)) 
P

a1d(x, u) + a2d(F (x, y), x) + a3d(y, v)

+a4d(F (u, v), u) + a5d(F (x, y), u) + a6d(F (u, v), x),

(5.3.56)

holds;

(v) if x
n

�! x when n �! 1 in X, then x
n

⇣ x for n su�ciently large.
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Then there exist x, y 2 X such that

F (x, y) = x and F (y, x) = y,

that is, F has a coupled fixed point (x, y) 2 X ⇥X.

Our second main result is the following

Theorem 5.3.3.5. Let (X, d,�) be an ordered cone metric space over a solid

cone P . Let F : X ⇥ X �! X and g : X �! X be mappings. Suppose that

the following hold:

(i) F (X ⇥X) ✓ g(X) and g(X) is a complete subspace of X;

(ii) g and F satisfy property;

(iii) there exist x0, y0 2 X such that gx0 ⇣ F (x0, y0) and gy0 ⇣ F (y0, x0);

(iv) there is some h 2 [0, 1/2) such that for all x, y, u, v 2 X satisfying gx ⇣ gu

and gy ⇣ gv, there exists

⇥
x,y,u,v

2 {d(gx, gu), d(gy, gv), d(F (x, y), gu)}

such that

d(F (x, y), F (u, v)) 
P

h⇥
x,y,u,v

.

(v) if x
n

�! x when n �! 1 in X, then x
n

⇣ x for n su�ciently large.

Then there exist x, y 2 X such that

F (x, y) = gx and F (y, x) = gy,

that is, F and g have a coupled coincidence point (x, y) 2 X ⇥X.

Proof. Since F (X⇥X) ✓ g(X) (condition (i)), we can starting from x0, y0 (condition

(iii)) and construct sequences {gx
n

} and {gy
n

} in X such that

gx
n

= F (x
n�1, yn�1) and gy

n

= F (y
n�1, xn�1) (5.3.57)

for all n 2 N. From (iii), we get gx0 ⇣ F (x0, y0) = gx1 and by condition (ii) implies

that

gx1 = F (x0, y0) ⇣ F (x1, y1) = gx2.
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By repeating this process, we have gx
n�1 ⇣ gx

n

. Similarly, we can prove that

gy
n�1 ⇣ gy

n

for all n 2 N.

Since gx
n�1 ⇣ gx

n

and gy
n�1 ⇣ gy

n

for all n 2 N, from (iv), we have that there

exists h 2 [0, 1/2) and

⇥1 2 {d(gx
n�1, gxn

), d(gy
n�1, gyn), d(F (x

n�1, yn�1), gxn

)}
= {d(gx

n�1, gxn

), d(gy
n�1, gyn), 0E}

such that

d(gx
n

, gx
n+1) = d(F (x

n�1, yn�1), F (x
n

, y
n

)) 
P

h⇥1.

Similarly, one can show that there exists

⇥2 2 {d(gx
n�1, gxn

), d(gy
n�1, gyn), 0E)}

such that

d(gy
n

, gy
n+1) = d(F (y

n�1, xn�1), F (y
n

, x
n

)) 
P

h⇥2.

Now, denote �
n

= d(gx
n

, gx
n+1) + d(gy

n

, gy
n+1). Since the cases ⇥1 = 0

E

and

⇥2 = 0
E

are trivial, we have to consider the following four possibilities.

Case 1. d(gx
n

, gx
n+1) 

P

hd(gx
n�1, gxn

) and d(gy
n

, gy
n+1) 

P

hd(gy
n�1, gyn).

Adding up, we get that

�
n


P

h�
n�1 P

2h�
n�1.

Case 2. d(gx
n

, gx
n+1) 

P

hd(gx
n�1, gxn

) and d(gy
n

, gy
n+1) 

P

hd(gx
n�1, gxn

).

Then

�
n


P

2hd(gx
n�1, gxn

) 
P

2hd(gx
n�1, gxn

) + 2hd(gy
n�1, gyn) = 2h�

n�1.

Case 3. d(gx
n

, gx
n+1) 

P

hd(gy
n�1, gyn) and d(gy

n

, gy
n+1) 

P

hd(gx
n�1, gxn

).

This case is treated analogously to Case 1.

Case 4. d(gx
n

, gx
n+1) 

P

hd(gy
n�1, gyn) and d(gy

n

, gy
n+1) 

P

hd(gy
n�1, gyn).

This case is treated analogously to Case 2.

Thus, in all case, we get �
n


P

2h�
n�1 for all n 2 N, where 0  2h < 1.

Therefore,

�
n


P

2h�
n�1 P

(2h)2�
n�2 P

· · · 
P

(2h)n�0,
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and by the same argument as in Theorem it is proved that {gx
n

} and {gy
n

} are

Cauchy sequences in g(X). By the completeness of g(X), there exists gx, gy 2 g(X)

such that gx
n

�! gx and gy
n

�! gy.

From (v), we get gx
n

⇣ gx and gy ⇣ gy
n

for all n � 0. Now we prove that

F (x, y) = gx and F (y, x) = gy.

If gx
n

= gx and gy
n

= gy for some n � 0. From (iv), we have

d(F (x, y), gx) 
P

d(F (x, y), gx
n+1) + d(gx

n+1, gx)

= d(F (x, y), F (x
n

, y
n

)) + d(gx
n+1, gx)


P

h⇥
x,y,xn,yn + d(gx

n+1, gx),

where ⇥
x,y,xn,yn 2 {d(gx, gx

n

), d(gy, gy
n

), d(F (x, y), gx
n

)}. Let c 2 int (P ) be fixed.

If ⇥
x,y,xn,yn = d(gx, gx

n

) = 0
E

or ⇥
x,y,xn,yn = d(gy, gy

n

) = 0
E

, then for n su�ciently

large we have that

d(F (x, y), gx) ⌧ c.

By property (p2), it follows that F (x, y) = gx. If ⇥
x,y,xn,yn = d(F (x, y), gx

n

), then

we get that

d(F (x, y), gx) 
P

hd(F (x, y), gx
n

) + d(gx
n+1, gx)


P

hd(F (x, y), gx) + hd(gx, gx
n

) + d(gx
n+1, gx)

= hd(F (x, y), gx) + d(gx
n+1, gx).

Now it follows that for n su�ciently large,

d(F (x, y), gx) 
P

1

1� h
d(gx

n+1, gx)


P

1

1� h
(1� h)c

= c.

Therefore, again by property (p2), we get that F (x, y) = gx. Similarly, we can prove

that F (y, x) = gy. Hence (x, y) is a coupled point of coincidence of F and g.

Then, we suppose that (gx
n

, gy
n

) 6= (gx, gy) for all n � 0. For this, consider

d(F (x, y), gx) 
P

d(F (x, y), gx
n+1) + d(gx

n+1, gx)

= d(F (x, y), F (x
n

, y
n

)) + d(gx
n+1, gx)


P

h⇥
x,y,xn,yn + d(gx

n+1, gx),
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where ⇥
x,y,xn,yn 2 {d(gx, gx

n

), d(gy, gy
n

), d(F (x, y), gx
n

)}. Let c 2 int (P ) be fixed.

If ⇥
x,y,xn,yn = d(gx, gx

n

) or ⇥
x,y,xn,yn = d(gy, gy

n

), then for n su�ciently large we

have that

d(F (x, y), gx) ⌧ h · c

2h
+

c

2
= c.

By property (p2), it follows that F (x, y) = gx. If ⇥
x,y,xn,yn = d(F (x, y), gx

n

), then

we get that

d(F (x, y), gx) 
P

hd(F (x, y), gx
n

) + d(gx
n+1, gx)


P

hd(F (x, y), gx) + hd(gx, gx
n

) + d(gx
n+1, gx).

Now it follows that for n su�ciently large,

d(F (x, y), gx) 
P

h

1� h
d(gx, gx

n

) +
1

1� h
d(gx

n+1, gx)

⌧ h

1� h
· 1� h

h
· c
2
+

1

1� h
(1� h)

c

2
= c.

Thus, again by property (p2), we get that F (x, y) = gx.

Similarly, F (y, x) = gy is obtained. Hence (x, y) is a coupled point of coincidence

of the mappings F and g.

Remark 5.3.3.6. It would be interesting to relate our Theorem 5.3.3.5 with The-

orem 2.1 of Long et al. [23].

Putting g = I
X

, where I
X

is the identity mapping from X into X in Theorem

5.3.3.5 we get the following corollary.

Corollary 5.3.3.7. Let (X, d,�) be an ordered cone metric space over a solid

cone P . Let F : X ⇥X �! X be mappings. Suppose that the following hold:

(i) X is complete;

(ii) F satisfy property;

(iii) there exist x0, y0 2 X such that x0 ⇣ F (x0, y0) and y0 ⇣ F (y0, x0);

(iv) there is some h 2 [0, 1/2) such that for all x, y, u, v 2 X satisfying x ⇣ u and

y ⇣ v, there exists

⇥
x,y,u,v

2 {d(x, u), d(y, v), d(F (x, y), u)}
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such that

d(F (x, y), F (u, v)) 
P

h⇥
x,y,u,v

.

(v) if x
n

�! x when n �! 1 in X, then x
n

⇣ x for n su�ciently large.

Then there exist x, y 2 X such that

F (x, y) = x and F (y, x) = y,

that is, F has a coupled fixed point (x, y) 2 X ⇥X.

For the given partial order � on the set X, we shall denote also by � the order

on X ⇥X given by

(x1, y1) � (x2, y2) () x1 � x2 and y1 ⌫ y2. (5.3.58)

Theorem 5.3.3.8. In addition to the hypotheses of Theorem 5.3.3.1, suppose that

for every (x, y), (x⇤, y⇤) 2 X ⇥X there exists (u, v) 2 X ⇥X such that

(F (u, v), F (v, u)) ⇣ (F (x, y), F (y, x))

and

(F (u, v), F (v, u)) ⇣ (F (x⇤, y⇤), F (y⇤, x⇤)).

If F and g are w⇤-compatible, then F and g have a unique common coupled fixed

point, that is, there exists a unique (bu, bv) 2 X ⇥X such that

bu = gbu = F (bu, bv) and bv = gbv = F (bv, bu).

Proof. From Theorem 5.3.3.1, the set of coupled coincidence points of F and g is

nonempty. Suppose (x, y) and (x⇤, y⇤) are coupled coincidence points of F , that is,

gx = F (x, y), gy = F (y, x), gx⇤ = F (x⇤, y⇤) and gy⇤ = F (y⇤, x⇤). We will prove

that

gx = gx⇤ and gy = gy⇤. (5.3.59)

By assumption, there exists (u, v) 2 X ⇥X such that

(F (u, v), F (v, u)) ⇣ (F (x, y), F (y, x))

and

(F (u, v), F (v, u)) ⇣ (F (x⇤, y⇤), F (y⇤, x⇤))
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Put u0 = u, v0 = v, and choose u1, v1 2 X so that gu1 = F (u0, v0) and gv1 =

F (v0, u0). Then, similarly as in the proof of Theorem, we can inductively define

sequences {gu
n

}, {gv
n

} with

gu
n+1 = F (u

n

, v
n

) and gv
n+1 = F (v

n

, u
n

)

for all n. Further, set x0 = x, y0 = y, x⇤
0 = x⇤, y⇤0 = y⇤ and, in a similar way, define

the sequences {gx
n

}, {gy
n

} and {gx⇤
n

}, {gy⇤
n

}. Then it is easy to show that

gx
n

! F (x, y), gy
n

! F (y, x)

and

gx⇤
n

! F (x⇤, y⇤), gy⇤
n

! F (y⇤, x⇤)

as n �! 1.

Since

(gx, gy) = (gx1, gy1) = (F (x, y), F (y, x)) ⇣ (F (u, v), F (v, u)) = (gu1, gv1),

we have gx ⇣ gu1 and gy ⇣ gv1. It is easy to show that, similarly,

(gx, gy) ⇣ (gu
n

, gv
n

),

for all n � 1, that is, gx ⇣ gu
n

and gy ⇣ gv
n

for all n � 1. Thus from (5.3.47), we

have

d(gu
n+1, gx) = d(F (u

n

, v
n

), F (x, y))


P

a1d(gun

, gx) + a2d(F (u
n

, v
n

), gu
n

) + a3d(gvn, gy)

+ a4d(F (x, y), gx) + a5d(F (u
n

, v
n

), gx) + a6d(F (x, y), gu
n

)

= a1d(gun

, gx) + a2d(gun+1, gun

) + a3d(gvn, gy)

+ a4d(gx, gx) + a5d(gun+1, gx) + a6d(gx, gun

)


P

a1d(gun

, gx) + a2[d(gun+1, gx) + d(gx, gu
n

)] + a3d(gvn, gy)

+ a5d(gun+1, gx) + a6d(gx, gun

),

that is,

(1� a2 � a5)d(gun+1, gx) P

(a1 + a2 + a6)d(gun

, gx) + a3d(gvn, gy).
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In the same way, starting from d(gv
n+1, gy), we can show that

(1� a2 � a5)d(gvn+1, gy) P

(a1 + a2 + a6)d(gvn, gy) + a3d(gun

, gx).

Thus

(1�a2�a5)[d(gun+1, gx)+d(gv
n+1, gy)] P

(a1+a2+a3+a6)[d(gun

, gx)+d(gv
n

, gy)]

(5.3.60)

In a similar way, starting from d(gx, gu
n+1), resp. d(gy, gvn+1), and adding up the

obtained inequalities, one gets that

(1�a4�a6)[d(gx, gun+1)+d(gy, gv
n+1)] P

(a1+a3+a4+a5)[d(gx, gun

)+d(gy, gv
n

)].

(5.3.61)

Finally, adding up (5.3.60) and (5.3.61), we obtain that

d(gu
n+1, gx) + d(gv

n+1, gy) P

�[d(gu
n

, gx) + d(gv
n

, gy)], (5.3.62)

where � is determined as in (5.3.54), and hence 0  � < 1.

By inequality (5.3.62) n time, we have

d(gu
n

, gx) + d(gv
n

, gy) 
P

�[d(gu
n�1, gx) + d(gv

n�1, gy)]


P

�2[d(gu
n�2, gx) + d(gv

n�2, gy)]

...


P

�n[d(gu0, gx) + d(gv0, gy)]

It follows from �n[d(gu0, gx) + d(gv0, gy)] ! 0
E

as n ! 1 that

d(gu
n

, gx) + d(gv
n

, gy) ⌧ c

for all c 2 int (P ) and large n. Since

0
E


P

d(gu
n

, gx) 
P

d(gu
n

, gx) + d(gv
n

, gy),

it follows by (p3) that d(gun

, gx) ⌧ c for large n and so gu
n

�! gx when n �! 1.

Similarly, gv
n

�! gy when n �! 1. By the same procedure one can show that

gu
n

�! gx⇤ and gv
n

�! gy⇤ as n �! 1. By the uniqueness of the limit, we get

gx = gx⇤ and gy = gy⇤, i.e., (5.3.59) is proved. Therefore, (gx, gy) is the unique

coupled point of coincidence of F and g.
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Note that if (gx, gy) is a coupled point of coincidence of F and g, then (gy, gx)

is also a coupled points of coincidence of F and g. Then gx = gy and therefore

(gx, gx) is the unique coupled point of coincidence of F and g.

Next, we show that F and g have a common coupled fixed point. Let bu := gx.

Then we have bu = gx = F (x, x). Sine F and g are w⇤-compatible, we have

gbu = ggx = gF (x, x) = F (gx, gx) = F (bu, bu).

Thus (gbu, gbu) is a coupled point of coincidence of F and g. By the uniqueness of a

coupled point of coincidence of F and g, we get gbu = gx. Therefore bu = gbu = F (bu, bu)

that is (bu, bu) is a common coupled fixed point of F and g.

Finally, we show that the uniqueness of a common coupled fixed point of F and

g. Let (eu, eu) 2 X ⇥X is a another common coupled fixed point of F and g. So

eu = geu = F (eu, eu).

Then (gbu, gbu) and (geu, geu) are two common coupled points of coincidence of F and

g and, as was previously proved, it must be gbu = geu, and so bu = gbu = geu = eu. This

complete the prove.

Example 18. Let X = R be ordered by the following relation

x � y () x � y

Let E = C1
R[0, 1] with kfk = kfk1 + kf 0k1 for all f 2 E and

P = {f 2 E : f(t) � 0 for t 2 [0, 1] }.

It is well known that the cone P is not normal. Let

d(x, y) = |x� y|'

for all x, y 2 X, for a fixed ' 2 P (e.g., '(t) = et for t 2 [0, 1]). Then (X, d) is a

complete ordered cone metric space over a nonnormal solid cone.

Let g : X �! X and F : X ⇥X �! X be defined by

gx =
x2

2
and F (x, y) =

x2 + y2

8
.

Consider y1 = 2 and y2 = 1, we have for x = 3, we get y1 = 2 � 1 = y2 but

F (x, y1) =
13

8
� 10

8
= F (x, y2).
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So the mapping F does not satisfy the mixed g-monotone property. Therefore,

Theorem of Nashine et al.cannot be used to reach this conclusion.

Now, we show that Theorem can be used for this case.

Take a1 = a3 = 1
4 and a2 = a4 = a5 = a6 = 0. We will check that condition

(5.3.47) in Theorem is holds.

For x, y, u, v 2 X satisfying gu ⇣ gx and gv ⇣ gy, we have

d(F (x, y), F (u, v)) =

����
x2 + y2

8
� u2 + v2

8

����'


P

1

4

����
x2

2
� u2

2

����'+
1

4

����
y2

2
� v2

2

����'

=
1

4
d(gx, gu) +

1

4
d(gy, gv)

= a1d(gx, gu) + a3d(gy, gv).

Next, we show that F and g are w⇤-compatible. We note that if gx = F (x, x)

then we get only one case is x = 0 and hence

gF (x, x) = gF (0, 0) = g0 = 0 = F (0, 0) = F (g0, g0) = F (gx, gx).

Therefore, F and g are w⇤-compatible.

Moreover, others condition in Theorem 5.3.3.8 are also satisfied. Now, we can

apply Theorems 5.3.3.8 to conclude that the existence of unique common coupled

fixed point of F and g that is a point (0, 0).

Theorem 5.3.3.9. In addition to the hypotheses of Theorem 5.3.3.8, suppose that

for every (x, y), (x⇤, y⇤) 2 X ⇥X there exists (u, v) 2 X ⇥X such that

(F (u, v), F (v, u)) ⇣ (F (x, y), F (y, x))

and

(F (u, v), F (v, u)) ⇣ (F (x⇤, y⇤), F (y⇤, x⇤)).

If F and g are w⇤-compatible, then F and g have a unique coupled common fixed

point, that is, there exists a unique (bu, bv) 2 X ⇥X such that

bu = gbu = F (bu, bv) and bv = gbv = F (bv, bu).

5.3.4 On P -contractions in ordered metric space
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Theorem 5.3.4.1. Let (X,v, d) be a complete partially ordered metric space and

f : X ! X be a continuous and nondecreasing P-contraction of type (A) w.r.t. v.

If there exists x0 2 X with x0 v fx0, then {fnx0}+1
n=1 converges to a fixed point of

f in X.

Proof For the existence of the fixed point, we choose x0 2 X such that x0 v fx0.

If fx0 = x0, then the proof is finished. Suppose that fx0 6= x0. We define a sequence

{x
n

}+1
n=1 such that x

n

= fnx0. Since x0 v fx0 and f is nondecreasing w.r.t. v, we

obtain

x0 v x1 v x2 v · · · v x
n

v x
n+1 v · · · .

If there exists n0 2 N such that %(x
n0 , xn0+1) = d(x

n0 , xn0+1), then by the notion

of P-contractivity, the proof is finished. Therefore, we assume that %(x
n

, x
n+1) <

d(x
n

, x
n+1) for all n 2 N. Also, assume that %(x

n

, x
n+1) 6= 0 for all n 2 N, otherwise

we can find n0 2 N with x
n0 = x

n0+1, that is xn0 = fx
n0 and the proof is finished.

Hence, we consider only in the case of which 0 < %(x
n

, x
n+1) < d(x

n

, x
n+1) for all

n 2 N.

Since x
n

v x
n+1 for all n 2 N, we have

d(x
n

, x
n+1) = d(fx

n�1, fxn

)

 d(x
n�1, xn

)� %(x
n�1, xn

)

 d(x
n�1, xn

)

for all n 2 N. Therefore, we have {d(x
n

, x
n+1)}+1

n=1 nonincreasing. Since {d(xn

, x
n+1)}+1

n=1

is bounded, there exists l � 0 such that lim
n!+1 d(x

n

, x
n+1) = l. Thus, there exists

q � 0 such that lim
n!+1 %(x

n

, x
n+1) = q.

Assume that l > 0. Then, by the P-contractivity of f , we have

l  l � q.

Hence q = 0, which implies that l = 0, a contradiction. Therefore, we have

lim
n!+1

d(x
n

, x
n+1) = 0. (5.3.63)

Now we show that {x
n

}+1
n=1 is a Cauchy sequence in X. Assume the contrary.

Then, there exists ✏0 > 0 for which we can define subsequences {x
mk

}+1
k=1 and
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{x
nk
}+1
k=1 of {x

n

}+1
n=1 such that n

k

is minimal in the sense that n
k

> m
k

> k and

d(x
mk

, x
nk
) � ✏0. Therefore, d(xmk

, x
nk�1) < ✏0. Observe that

✏0  d(x
mk

, x
nk
)

 d(x
mk

, x
nk�1) + d(x

nk�1, xnk
)

< ✏0 + d(x
nk�1, xnk

).

Letting k ! +1, we obtain ✏0  lim
k!+1 d(x

mk
, x

nk
)  ✏0 and so that

lim
k!+1

d(x
mk

, x
nk
) = ✏0. (5.3.64)

By the two following inequalities:

d(x
mk

, x
nk
)  d(x

mk
, x

mk�1) + d(x
mk�1, xnk�1) + d(x

nk�1, xnk
)

and

d(x
mk�1, xnk�1)  d(x

mk�1, xmk
) + d(x

mk
, x

nk
) + d(x

nk
, x

nk�1),

we can apply (5.3.63) and (5.3.64) to obtain

lim
k!+1

d(x
mk�1, xnk�1) = ✏0. (5.3.65)

Furthermore, we deduce that the limit lim
k!+1 %(x

mk�1, xnk�1) also exists. Now,

by the P-contractivity, we have

d(x
mk

, x
nk
)  d(x

mk�1, xnk�1)� %(x
mk�1, xnk�1).

From (5.3.64) and (5.3.65), we may find that

0  � lim
k!+1

%(x
mk�1, xnk�1),

which further implies that lim
k!+1 %(x

mk�1, xnk�1) = 0. Notice that x
mk�1 v x

nk�1

at each k 2 N. Consequently, we obtain that lim
k!+1 d(x

mk�1, xnk�1) = 0, which

is a contradiction. So, {x
n

}+1
n=1 is a Cauchy sequence. Since X is complete, there

exists x⇤ such that x
n

= fnx0 ! x⇤ as n ! +1. Finally the continuity of f and

ffnx0 = fn+1x0 ! x⇤ imply that fx⇤ = x⇤. Therefore, x⇤ is a fixed point of f .

Next, we drop the continuity of f in the Theorem 5.3.4.1, and find out that we

can still guarantee a fixed point if we strengthen the condition of a partially ordered

set to a sequentially ordered set.
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Theorem 5.3.4.2. Let (X,v, d) be a complete sequentially ordered metric space

and f : X ! X be a nondecreasing P-contraction of type (A) w.r.t. v. If there

exists x0 2 X with x0 v fx0, then {fnx0}+1
n=1 converges to a fixed point of f in X.

Proof If we take x
n

= fnx0 in the proof of Theorem 5.3.4.1, then we conclude

that {x
n

}+1
n=1 converges to a point x⇤ in X.

Next, we prove that x⇤ is a fixed point of f in X. Indeed, suppose that x⇤ is not

a fixed point of f , i.e., d(x⇤, fx⇤) 6= 0. Since x⇤ is comparable with x
n

for all n 2 N,

we have

d(x⇤, fx⇤)  d(x⇤, fx
n

) + d(fx⇤, fx
n

)

 d(x⇤, fx
n

) + d(x⇤, x
n

)� %(x⇤, x
n

)

 d(x⇤, fx
n

) + d(x⇤, x
n

)

= d(x⇤, x
n+1) + d(x⇤, x

n

)

for all n 2 N. By the definition of a convergent sequence, we have for any ✏ > 0,

there exists N 2 N such that d(x
n

, x⇤) < ✏

2 for all n 2 N with n � N . Therefore, we

have

d(x⇤, fx⇤) <
✏

2
+
✏

2

< ✏.

As easily seen, d(x⇤, fx⇤) is less than any nonnegative real number, so d(x⇤, fx⇤) = 0,

which is a contradiction. Hence, x⇤ is a fixed point of f .

Corollary 5.3.4.3. Let (X,v, d) be a complete totally ordered metric space and

f : X ! X be a nondecreasing P-contraction of type (A) w.r.t. v. If there exists

x0 2 X with x0 v fx0, then {fnx0}+1
n=1 converges to a unique fixed point of f in X.

Proof Take x
n

= fnx0 as in the proof of Theorem 5.3.4.1. Since the total ordering

implies the partial ordering, we conclude that {x
n

}+1
n=1 converges to a fixed point.

Next, we show that the fixed point of f is unique. Assume that u and v are two

distinct fixed points of f , i.e., d(u, v) 6= 0. Since X is totally ordered, u and v are

comparable. Thus, we have

d(u, v) = d(fu, fv)

 d(u, v)� %(u, v), (5.3.66)
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which is a contradiction. Therefore, u = v and the fixed point of f is unique.

We can still guarantee the uniqueness of a fixed point by weaken the total or-

dering condition as stated and proved in the next theorem.

Theorem 5.3.4.4. Let (X,v, d) be a complete partially ordered metric space and

f : X ! X be a continuous and nondecreasing P-contraction of type (A) w.r.t. v.

Suppose that for each x, y 2 X, there exists w 2 X which is comparable to both x

and y. If there exists x0 2 X with x0 v fx0, then {fnx0}+1
n=1 converges to a unique

fixed point of f in X.

Proof If we take x
n

= fnx0 in the proof of Theorem 5.3.4.1, then we conclude

that x
n

converges to a fixed point of f in X.

Next, we show that the fixed point of f is unique. Assume that u and v be

two distinct fixed points of f , i.e., d(u, v) 6= 0. We will prove this part by showing

that the sequence {w
n

}+1
n=1 given by w

n

= fnw converges to both u and v. Since

u, v 2 X, there exists w 2 X such that w is comparable to both u and v. Therefore,

we have

d(u, fnw)  d(u, fn�1w)� %(u, fn�1w)

 d(u, fn�1w). (5.3.67)

If we define a sequence y
n

= d(u, fnw) and z
n

= %(u, fnw), we may obtain from

(5.3.67) that {y
n

}+1
n=1 is nonincreasing and there exists l, q � 0 such that lim

n!+1 y
n

=

l and lim
n!+1 z

n

= q.

Assume that l > 0. Then by the P-contractivity of f , we have

l  l � q,

which is a contradiction. Hence, lim
n!+1 y

n

= 0. In the same way, we can also

show that lim
n!+1 d(v, fnw) = 0. That is, {w

n

}+1
n=1 converges to both u and v.

Since the limit of a convergent sequence in a metric space is unique, we conclude

that u = v. Hence, this yields the uniqueness of the fixed point.

Theorem 5.3.4.5. Let (X,v, d) be a complete sequentially ordered metric space

and f : X ! X be a nondecreasing P-contraction of type (A) w.r.t. v. Suppose

that for each x, y 2 X, there exists w 2 X which is comparable to both x and y. If
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there exists x0 2 X with x0 v fx0, then {fnx0}+1
n=1 converges to a unique fixed point

of f in X.

Proof If we take x
n

= fnx0 in the proof of Theorem 5.3.4.1, then we conclude

that x
n

converges to a fixed point of f in X. The rest of the proof is similar to the

proof of Theorem 5.3.4.4.

In this section, we drop the monotonicity conditions of f and finds out that we

still can apply our results to confirm the existence and uniqueness of fixed point of

f .

Theorem 5.3.4.6. Let (X,v, d) be a complete partially ordered metric space and

f : X ! X be a continuous P-contraction of type (A) w.r.t. v such that the

comparability of x, y 2 X implies the comparability of fx, fy 2 fX. If there exists

x0 2 X such that x0 and fx0 are comparable, then {fnx0}+1
n=1 converges to a fixed

point of f in X.

Proof For the existence of the fixed point, we choose x0 2 X such that x0 and fx0

are comparable. If fx0 = x0, then the proof is finished. Suppose that fx0 6= x0. We

define a sequence {x
n

}+1
n=1 such that x

n

= fnx0. Since x0 and fx0 are comparable,

we have x
n

and x
n+1 comparable for all n 2 N.

If there exists n0 2 N such that %(x
n0 , xn0+1) = d(x

n0 , xn0+1), then by the notion

of P-contractivity, the proof is finished. Therefore, we assume that %(x
n

, x
n+1) <

d(x
n

, x
n+1) for all n 2 N. Also, assume that %(x

n

, x
n+1) 6= 0 for all n 2 N, otherwise

we can find n0 2 N with x
n0 = x

n0+1, that is xn0 = fx
n0 and the proof is finished.

Hence, we consider only in the case of which 0 < %(x
n

, x
n+1) < d(x

n

, x
n+1) for all

n 2 N.

Since x
n

and x
n+1 are comparable for all n 2 N, we have

d(x
n

, x
n+1) = d(fx

n�1, fxn

)

 d(x
n�1, xn

)� %(x
n�1, xn

)

 d(x
n�1, xn

)

for all n 2 N. Therefore, we have {d(x
n

, x
n+1)}+1

n=1 nonincreasing. Since {d(xn

, x
n+1)}+1

n=1

is bounded, there exists l � 0 such that lim
n!+1 d(x

n

, x
n+1) = l. Thus, there exists

q � 0 such that lim
n!+1 %(x

n

, x
n+1) = q.
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Assume that l > 0. Then, by the P-contractivity of f , we have

l  l � q.

Hence q = 0, which implies that l = 0, a contradiction. Hence, lim
n!+1 d(x

n

, x
n+1) =

0.

Now we show that {x
n

}+1
n=1 is a Cauchy sequence in X. Assume the contrary.

Then, there exists ✏0 > 0 for which we can define subsequences {x
mk

}+1
k=1 and

{x
nk
}+1
k=1 of {x

n

}+1
n=1 such that n

k

is minimal in the sense that n
k

> m
k

> k and

d(x
mk

, x
nk
) � ✏0. Therefore, d(xmk

, x
nk�1) < ✏0. Observe that

✏0  d(x
mk

, x
nk
)

 d(x
mk

, x
nk�1) + d(x

nk�1, xnk
)

< ✏0 + d(x
nk�1, xnk

).

Letting k ! +1, we obtain ✏0  lim
k!+1 d(x

mk
, x

nk
)  ✏0 and so that

lim
k!+1

d(x
mk

, x
nk
) = ✏0. (5.3.68)

By the two following inequalities:

d(x
mk

, x
nk
)  d(x

mk
, x

mk�1) + d(x
mk�1, xnk�1) + d(x

nk�1, xnk
)

and

d(x
mk�1, xnk�1)  d(x

mk�1, xmk
) + d(x

mk
, x

nk
) + d(x

nk
, x

nk�1),

we can apply the fact that lim
n!+1 d(x

n

, x
n+1) = 0 and (5.3.68) to obtain

lim
k!+1

d(x
mk�1, xnk�1) = ✏0. (5.3.69)

Furthermore, we deduce that the limit lim
k!+1 %(x

mk�1, xnk�1) also exists. Now,

by the P-contractivity, we have

d(x
mk

, x
nk
)  d(x

mk�1, xnk�1)� %(x
mk�1, xnk�1).

From (5.3.68) and (5.3.69), we may find that

0  � lim
k!+1

%(x
mk�1, xnk�1),
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which further implies that lim
k!+1 %(x

mk�1, xnk�1) = 0. Notice that x
mk�1 v x

nk�1

at each k 2 N. Consequently, we obtain that lim
k!+1 d(x

mk�1, xnk�1) = 0, which

is a contradiction. So, {x
n

}+1
n=1 is a Cauchy sequence. Since X is complete, there

exists x⇤ such that x
n

= fnx0 ! x⇤ as n ! +1. Finally the continuity of f and

ffnx0 = fn+1x0 ! x⇤ imply that fx⇤ = x⇤. Therefore, x⇤ is a fixed point of f .

Further results can be proved using the same plots of the earlier theorems in this

paper, so we are omitting them.

Theorem 5.3.4.7. Let (X,v, d) be a complete sequentially ordered metric space

and f : X ! X be a P-contraction of type (A) w.r.t. v such that the comparability

of x, y 2 X implies the comparability of fx, fy 2 fX. If there exists x0 2 X such

that x0 and fx0 are comparable, then {fnx0}+1
n=1 converges to a fixed point of f in

X.

Corollary 5.3.4.8. Let (X,v, d) be a complete totally ordered metric space with

and f : X ! X be a P-contraction of type (A) w.r.t. v such that the comparability

of x, y 2 X implies the comparability of fx, fy 2 fX. If there exists x0 2 X such

that x0 and fx0 are comparable, then {fnx0}+1
n=1 converges to a unique fixed point of

f in X.

Theorem 5.3.4.9. Let (X,v, d) be a complete partially ordered metric space and

f : X ! X be a continuous P-contraction of type (A) w.r.t. v such that the

comparability of x, y 2 X implies the comparability of fx, fy 2 fX. Suppose that

each x, y 2 X, there exists w 2 X which is comparable to both x and y. If there

exists x0 2 X such that x0 and fx0 are comparable, then {fnx0}+1
n=1 converges to a

unique fixed point of f in X.

Theorem 5.3.4.10. Let (X,v, d) be a complete sequentially ordered metric space

and f : X ! X be a P-contraction of type (A) w.r.t. v such that the comparability

of x, y 2 X implies the comparability of fx, fy 2 fX. Suppose that each x, y 2 X,

there exists w 2 X which is comparable to both x and y. If there exists x0 2 X such

that x0 and fx0 are comparable, then {fnx0}+1
n=1 converges to a unique fixed point of

f in X.

We give an example to ensure the applicability of our theorems.
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Example 19. Let X = [0, 1] ⇥ [0, 1] and suppose that we write x = (x1, x2) and

y = (y1, y2) for x, y 2 X.

Define d, % : X ⇥X ! R by

d(x, y) =

8
<

:
0 if x = y,

2max{x1 + y1, x2 + y2} otherwise

and

%(x, y) =

8
<

:
0 if x = y,

max{x1, x2 + y2} otherwise
.

Let v be an ordering in X such that for x, y 2 X, x v y if and only if x1 = y1 and

x2  y2. Then, (X,v, d) is a partially ordered metric space with % as a P-function

of type (A) w.r.t. v in X.

Now, let f be a self mapping on X defined by fx = f((x1, x2)) = (0, x
2
2
2 ) for all

x 2 X. It is obvious that f is continuous and nondecreasing w.r.t. v.

Let x, y 2 X be comparable w.r.t v. If x = y, then they clearly satisfy the

inequality. On another hand, if x 6= y, we have

d(fx, fy) = d
�
f((x1, x2)), f((y1, y2))

�

= d
�
(0,

x2
2

2
), (0,

y22
2
)
�

= 2max

⇢
0,

x2
2

2
+

y22
2

�

= x2
2 + y22

 x2 + y2

 max{2x1, x2 + y2}
= 2max{2x1, x2 + y2}�max{2x1, x2 + y2}
 2max{2x1, x2 + y2}�max{x1, x2 + y2}
= d(x, y)� %(x, y).

Therefore, the inequality is satisfied for every comparable x, y 2 X. So, f is a

continuous and nondecreasing P-contraction of type (A) w.r.t. v. Let x0 = (0, 0),

so we have x0 v fx0. Now, applying Theorem 5.3.4.1, we conclude that f has a

fixed point in X which is the point (0, 0).

5.3.5 Existence and uniqueness of best proximity points for generalized

almost contractions
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In this section, we introduce the new class of the generalized Banach contraction

for non-self mappings so called generalized almost (', ✓)
↵

contraction and we also

sutdy the best proximity theorems for this classes. First, we recall the notion of

(', ✓) contraction defined by Samet [33] as follow:

Definition 5.3.5.1. ([31]) Let A and B be nonempty subsets of metric space X.

A mapping T : A ! B is said to be a almost (', ✓) contraction if and only if there

exist ' 2  and ✓ 2 ⇥ such that, for all x, y 2 A,

d(Tx, Ty)  '
�
d(x, y)) + ✓(d(y, Tx)� d(A,B), d(x, Ty)� d(A,B),

d(x, Tx)� d(A,B), d(y, Ty)� d(A,B)
�
,

(5.3.70)

The existence

Definition 5.3.5.2. Let A and B be nonempty subsets of metric space X. A

mapping T : A ! B is said to be a generalized almost (', ✓)
↵

contraction if and

only if

↵(x, y)d(Tx, Ty)  '
�
M(x, y)) + ✓(d(y, Tx)� d(A,B), d(x, Ty)� d(A,B),

d(x, Tx)� d(A,B), d(y, Ty)� d(A,B)
�
,

(5.3.71)

for all x, y 2 A, where ↵ : A⇥ A ! [0,1), ' 2  ✓ 2 ⇥ and

M(x, y) = max{d(x, y), d(x, Tx)� d(A,B), d(y, Ty)� d(A,B),

1
2 [d(x, Ty) + d(y, Tx)]� d(A,B)}.

Clearly, if we take ↵(x, y) = 1 for all x, y 2 A and M(x, y) = d(x, y), the

generalized almost (', ✓)
↵

contraction reduce to almost (', ✓) contraction.

Theorem 5.3.5.3. Let A and B be nonempty closed subsets of a complete metric

space X such that A0 is nonempty and the pair (A,B) has the P� property. Let

T : A ! B satisfy the following conditions:

(a) T are ↵-proximal admissible and generalized almost (', ✓)
↵

�contraction;

(b) T is continuous;

(c) there exist element x0 and x1 in A0 such that d(x1, Tx0) = d(A,B) and

↵(x0, x1) � 1;

(d) T (A0) ✓ B0.
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Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Txn

) = d(A,B),

converges to the element x.

Proof. By the hypothesis (c), there exist x0 and x1 in A0 such that

d(x1, Tx0) = d(A,B) and ↵(x0, x1) � 1. (5.3.72)

From the fact that T (A0) ✓ B0, there exists an element x2 2 A0 such that

d(x2, Tx1) = d(A,B). (5.3.73)

By (5.3.72), (5.3.73) and the ↵-proximal admissible, we get

↵(x1, x2) � 1.

Since T (A0) ✓ B0, we can find an element x3 2 A0 such that

d(x3, Tx2) = d(A,B). (5.3.74)

Again, by (5.3.73), (5.3.74) and the ↵-proximal admissible, we have

↵(x2, x3) � 1

By similar fashion, we can find x
n

in A0. Having chosen x
n

, one can determine

an element x
n+1 2 A0 such that

d(x
n+1, Txn

) = d(A,B) and ↵(x
n

, x
n+1) � 1. (5.3.75)

In view the facts that, the pair (A,B) has P� property and generalized almost
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(', ✓)
↵

�contraction of T , we have

d(x1, x2) = d(Tx0, Tx1)

 ↵(x0, x1)d(Tx0, Tx1)

 '(M(x0, x1))

+✓(d(x1, Tx0)� d(A,B), d(x0, Tx1)� d(A,B),

d(x0, Tx0)� d(A,B), d(x1, Tx1)� d(A,B))

= '(M(x0, x1))

+✓(0, d(x0, Tx1)� d(A,B), d(x0, Tx0)� d(A,B), d(x1, Tx1)� d(A,B))

= '(M(x0, x1)).

(5.3.76)

Since

M(x0, x1) = max{d(x0, x1), d(x0, Tx0)� d(A,B), d(x1, Tx1)� d(A,B),

1
2 [d(x0, Tx1) + d(x1, Tx0)]� d(A,B)}

 max{d(x0, x1), d(x0, x1) + d(x1, Tx0)� d(A,B), d(x1, x2)

+d(x2, Tx1)� d(A,B), 1
2 [d(x0, x1) + d(x1, x2) + d(x2, Tx1)

+d(A,B)]� d(A,B)}
= max{d(x0, x1), d(x1, x2),

1
2 [d(x0, x1) + d(x1, x2)

+d(A,B) + d(A,B)]� d(A,B)}
= max{d(x0, x1), d(x1, x2),

1
2 [d(x0, x1) + d(x1, x2)]}

= max{d(x0, x1), d(x1, x2)}.
(5.3.77)

By (5.3.76) and (5.3.77), we get

d(x1, x2)  '(max{d(x0, x1), d(x1, x2)}). (5.3.78)

If there exist n0 2 N [ {0} such that x
n0+1 = x

n0 , by (5.3.75) we obtain the best

proximity point. Suppose that x
n+1 6= x

n

for all n 2 N [ {0}, then d(x
n

, x
n+1) > 0

for all n 2 N[{0}. If max{d(x0, x1), d(x1, x2)} = d(x1, x2), by the property '(t) < t

for all t > 0 , we get

d(x1, x2)  '(max{d(x0, x1), d(x1, x2)}) < d(x1, x2)

which is a contradiction and hence max{d(x0, x1), d(x1, x2)} = d(x0, x1). That is

d(x1, x2)  '(d(x0, x1)). (5.3.79)
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Again, since the pair (A,B) has P� property, ↵-proximal admissible and generalized

almost (', ✓)
↵

�contraction of T , we have

d(x2, x3) = d(Tx1, Tx2)

 ↵(x1, x2)d(Tx1, Tx2)

 '(M(x1, x2))

+✓(d(x2, Tx1)� d(A,B), d(x1, Tx2)� d(A,B),

d(x1, Tx1)� d(A,B), d(x2, Tx2)� d(A,B))

= '(M(x1, x2))

+✓(0, d(x1, Tx2)� d(A,B), d(x1, Tx1)� d(A,B),

d(x2, Tx2)� d(A,B))

= '(M(x1, x2))

(5.3.80)

and since

M(x1, x2) = max{d(x1, x2), d(x1, Tx1)� d(A,B), d(x2, Tx2)� d(A,B),

1
2 [d(x1, Tx2) + d(x2, Tx1)]� d(A,B)}

 max{d(x1, x2), d(x1, x2) + d(x2, Tx1)� d(A,B),

d(x2, x3) + d(x3, Tx2)� d(A,B), 12 [d(x1, x2) + d(x2, x3) + d(x3, Tx2)

+d(A,B)]� d(A,B)}
= max{d(x1, x2), d(x2, x3),

1
2 [d(x1, x2) + d(x2, x3) + d(A,B) + d(A,B)]

�d(A,B)}
= max{d(x1, x2), d(x2, x3),

1
2 [d(x1, x2) + d(x2, x3)]}

= max{d(x1, x2), d(x2, x3)}.
(5.3.81)

By (5.3.76) and (5.3.77), we get

d(x2, x3)  '(max{d(x1, x2), d(x2, x3)}). (5.3.82)

By similar argument as above, we can conclude that, max{d(x1, x2), d(x2, x3)} =

d(x1, x2) and thus

d(x2, x3)  '(d(x1, x2)). (5.3.83)

Using (5.3.79) and (5.3.83) and the nondecreasing of ', we get

d(x2, x3)  '2(d(x0, x1)).
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Continuing this process, by induction we have that

d(x
n

, x
n+1)  'n(d(x0, x1)) (5.3.84)

for all n 2 N [ {0}. Fix " > 0 and let h = h(") be a positive integer such that

X

n�h

'n(d(x0, x1)) < ". (5.3.85)

Let m > n > h, using the triangular inequality, (5.3.84) and (5.3.85), we obtain

d(x
n

, x
m

) 
m�1X

k=n

d(x
k

, x
k+1) 

m�1X

k=n

'k(d(x0, x1)) 
X

n�h

'n(d(x0, x1)) < ".

This show that {x
n

} is a Cauchy sequence. Since A is a closed subset of complete

metric spaces X, then there exists x 2 A such that

lim
n!1

d(x
n

, x) = 0. (5.3.86)

By (5.3.75), (5.3.86) and the continuity of T , we get

d(x, Tx) = lim
n!1

d(x
n+1, Txn

) = d(A,B)

and the proof is completes.

Next, we remove condition T is continuous in Theorem 5.3.5.3, by assuming the

following condition which was defined by Jleli et al. [32] for proving the new best

proximity point theorem.

(H) : If {x
n

} is a sequence in A such that ↵(x
n

, x
n+1) � 1 for all n and x

n

! x

for some x 2 A as n ! 1, then there exists a subsequence {x
nk
} of {x

n

} such that

↵(x
nk
, x) � 1 for all k

Theorem 5.3.5.4. Let A and B be nonempty closed subsets of a complete metric

space X such that A0 is nonempty and the pair (A,B) has the P� property. Let

T : A ! B satisfy the following conditions:

(a) T are ↵-proximal admissible and generalized almost (', ✓)
↵

�contraction

(b) A satisfies condition (H)

(c) there exist element x0 and x1 in A0 such that d(x1, Tx0) = d(A,B) and

↵((x0, x1)) � 1;
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(d) T (A0) ✓ B0.

Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Txn

) = d(A,B),

converges to the element x.

Proof. As in the proof of Theorem 5.3.5.3, we have

d(x
n+1, Txn

) = d(A,B)

for all n � 0 . Moreover, {x
n

} is a Cauchy sequence and converges to some point

x 2 A. By the P� property and (5.3.84), we have

d(Tx
n�1, Txn

) = d(x
n

, x
n+1)  'n(d(x0, x1)) (5.3.87)

for all n 2 N [ {0}. That is lim
n!1 d(Tx

n�1, Txn

) = 0 and by the same argument

as proof of Theorem 5.3.5.3, we obtain that {Tx
n

} is a Cauchy sequence. Since B

is a closed subset of the complete metric space (X, d), there exists x
?

2 B such that

Tx
n

converges to x
?

. Therefore

d(x, x
?

) = lim
n!1

d(x
n+1, Txn

) = d(A,B) (5.3.88)

On the other hand, from the condition (H) of T , then there exists a subsequence

{x
nk
} of {x

n

} such that ↵(x
nk
, x) � 1 for all k. the pair (A,B) has P� property

and property of mapping T , we get

d(x
nk+1, x) = d(Tx

nk
, Tx)

 ↵(x
nk
, x)d(Tx

nk
, Tx)

 '(M(x
nk
, x))

+✓(d(x
nk
, Tx)� d(A,B), d(x, Tx

nk
)� d(A,B),

d(x, Tx)� d(A,B), d(x
nk
, Tx

nk
)� d(A,B))

(5.3.89)
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Indeed,

M(x
nk
, x) = max{d(x

nk
, x), d(x

nk
, Tx

nk
)� d(A,B), d(x, Tx)� d(A,B),

1
2 [d(xnk

, Tx) + d(x, Tx
nk
)]� d(A,B)}

 max{d(x
nk
, x), d(x

nk
, x

nk+1) + d(x
nk+1, Txnk

)� d(A,B), d(x, Tx)

�d(A,B), 12 [d(xnk
, x) + d(x, Tx) + d(x, x

nk+1) + d(x
nk+1, Txnk

)]

�d(A,B)}
 max{d(x

nk
, x), d(x

nk
, x

nk+1), d(x, Tx)� d(A,B),

1
2 [d(xnk

, x) + d(x, Tx) + d(x, x
nk+1) + d(A,B)]� d(A,B)}

:= M(x
nk
, x).

(5.3.90)

From the definition of M(x
nk
, x), we get

lim
k!1 M(x

nk
, x) = d(x, Tx)� d(A,B). (5.3.91)

Since

d(x, Tx)  d(x, x
nk+1) + d(x

nk+1, Txnk
) + d(Tx

nk
, Tx)

 d(x, x
nk+1) + d(A,B) + d(Tx

nk
, Tx)

it follows that

d(x, Tx)� d(x, x
nk+1)� d(A,B)  d(Tx

nk
, Tx)

 ↵(x
nk
, x)d(Tx

nk
, Tx)

 '(M(x
nk
, x))

+✓(d(x
nk
, Tx)� d(A,B), d(x, Tx

nk
)� d(A,B),

d(x, Tx)� d(A,B), d(x
nk
, Tx

nk
)� d(A,B))

 '(M(x
nk
, x))

+✓(d(x
nk
, Tx)� d(A,B), d(x, Tx

nk
)� d(A,B),

d(x, Tx)� d(A,B), d(x
nk
, Tx

nk
)� d(A,B))

(5.3.92)

Suppose that,

d(x, Tx)� d(A,B) > 0,

then for k large enough, we have M(x
nk
, x) > 0. Using the property '(t) < t for all
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t > 0 , we get

d(x, Tx)� d(x, x
nk+1)� d(A,B) < M(x

nk
, x)

+✓(d(x
nk
, Tx)� d(A,B), d(x, Tx

nk
)� d(A,B),

d(x, Tx)� d(A,B), d(x
nk
, Tx

nk
)� d(A,B))

(5.3.93)

Combining (5.3.88), (5.3.91) with (5.3.93) and the proprety of ✓, we obtain that

d(x, Tx)� d(A,B) = lim
k!1 d(x, Tx)� d(x, x

nk+1)� d(A,B)

< lim
k!1 M(x

nk
, x)

+ lim
k!1 ✓(d(x

nk
, Tx)� d(A,B), d(x, Tx

nk
)� d(A,B),

d(x, Tx)� d(A,B), d(x
nk
, Tx

nk
)� d(A,B))

= lim
k!1 M(x

nk
, x)

= d(x, Tx)� d(A,B)

which is a contradiction and thus d(x, Tx)�d(A,B) = 0. Hence, d(x, Tx) = d(A,B)

and the proof is complete.

The uniqueness Next, we present an example where it can be appreciated that

hypotheses in Theorems 5.3.5.3 and 5.3.5.4 do not guarantee uniqueness of the best

proximity point.

Example 20. Let X = R2 with the Euclidean metric. Consider A := {(2, 0), (0, 2)}
andB := {(�2, 0), (0,�2)}. Obviously, (A,B) satisfies the P -property and d(A,B) =

2
p
2, furthermore A0 = A and B0 = B. Define T : A ! B by T (x, y) = (�y

2 , �x

2 ) for

all x, y 2 A, clearly T is continuous. Let ↵ : A⇥ A �! [0,1) define by

↵(x, y) =

8
<

:
2 ; x = y,

1
2 ; x 6= y

(5.3.94)

We can show that T are ↵-proximal admissible and generalized almost (', ✓)
↵

�contraction

with '(t) = t/2 for all t � 0 and for all ✓ 2 ⇥. Furthermore,

d((2, 0), T (2, 0)) = d((2, 0), (0,�2)) = d((0, 2), (�2, 0)) = d((0, 2), T (0, 2)) = d(A,B) = 2
p
2.

Therefore, (2, 0) and (0, 2) are a best proximity point of mapping T ,

Now, we need a su�cient condition for give uniqueness of the best proximity

point as follows :
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Definition 5.3.5.5. ([32]) Let T : A ! B be a non-self mapping and ↵ : A⇥A !
[0,1). We say that T is (↵, d)�regular if for all (x, y) 2 ↵�1([0, 1)), there exists

z 2 A0 such that

↵((x, z)) � 1 and ↵(y, z) � 1.

Theorem 5.3.5.6. Adding condition (↵, d)�regular of T to the hypotheses of The-

orem 5.3.5.3, then we obtain the uniqueness of the best proximity point of T .

Proof. We shall only proof the part of uniqueness. Suppose that there exist x and

x⇤ in A which are distinct best proximity points, that is

d(x, Tx) = d(A,B) and d(x⇤, Tx⇤) = d(A,B).

Using the pair (A,B) has P� property, we have

d(x, x⇤) = d(Tx, Tx⇤). (5.3.95)

Case I If ↵(x, x⇤) � 1. By (5.3.95) and generalized almost (', ✓)
↵

�contraction of

T , we have

d(x, x⇤) = d(Tx, Tx⇤)

 ↵(x, x⇤)d(Tx, Tx⇤)

 '(M(x, x⇤))

+✓(d(x⇤, Tx)� d(A,B), d(x, Tx⇤)� d(A,B),

d(x, Tx)� d(A,B), d(x⇤, Tx⇤)� d(A,B))

= '(M(x, x⇤))

+✓(d(x⇤, Tx)� d(A,B), d(x, Tx⇤)� d(A,B), 0, 0)

= '(M(x, x⇤))

(5.3.96)

and since

M(x, x⇤) = max{d(x, x⇤), d(x, Tx)� d(A,B), d(x⇤, Tx⇤)� d(A,B),

1
2 [d(x, Tx

⇤) + d(x⇤, Tx)]� d(A,B)}
= max{d(x, x⇤), 0, 0, 12 [d(x, Tx

⇤) + d(x⇤, Tx)]� d(A,B)}
 max{d(x, x⇤), 12 [d(x, x

⇤) + d(x⇤, Tx⇤) + d(x⇤, x) + d(x, Tx)]� d(A,B)}
= max{d(x, x⇤), 12 [d(x, x

⇤) + d(x⇤, x)]}
= d(x, x⇤).

(5.3.97)
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Combining (5.3.96) with (5.3.97) and using the property '(t) < t for all t > 0 , we

get

d(x, x⇤)  '(M(x, x⇤)) = '(d(x, x⇤)) < d(x, x⇤)

which is a contradiction and hence x = x⇤.

Case II If ↵(x, x⇤) < 1. By the (↵, d)�regular of T , there exists z 2 A0 such that

↵((x, z)) � 1 and ↵(x⇤, z) � 1.

Since T (A0) ✓ B0, there exists a point v0 2 A0 such that

d(v0, T z) = d(A,B).

From ↵((x, z)) � 1, d(x, Tx) = d(A,B) and d(v0, T z) = d(A,B) and by the ↵-

proximal admissible, we have

↵(x, v0) � 1.

Since T (A0) ✓ B0, there exists a point v1 2 A0 such that

d(v1, T v0) = d(A,B).

By similar argument as above, we can conclude that ↵(x, v1) � 1. One can proceed

further in a similar fashion to find v
n

in A0 with v
n+1 2 A0 such that

d(v
n+1, T vn) = d(A,B) and ↵(x, v

n

) � 1. (5.3.98)

for all n 2 N. By (5.3.98), the pair (A,B) has P� property and property of mapping

T , we get

d(x, v
n+1) = d(Tx, Tv

n

). (5.3.99)

Using the property of mapping T , we get

d(x, v
n+1) = d(Tx, Tv

n

)

 ↵(x, v
n

)d(Tx, Tv
n

)

 '(M(x, v
n

))

+✓(d(v
n

, Tx)� d(A,B), d(x, Tv
n

)� d(A,B),

d(x, Tx)� d(A,B), d(v
n

, T v
n

)� d(A,B))

= '(M(x, v
n

))

+✓(d(v
n

, Tx)� d(A,B), d(x, Tv
n

)� d(A,B),

0, d(v
n

, T v
n

)� d(A,B))

= '(M(x, v
n

))
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and since

M(x, v
n

) = max{d(x, v
n

), d(x, Tx)� d(A,B), d(v
n

, T v
n

)� d(A,B),

1
2 [d(x, Tvn) + d(v

n

, Tx)]� d(A,B)}
= max{d(x, v

n

), 0, 0, 12 [d(x, Tvn) + d(v
n

, Tx)]� d(A,B)}
 max{d(x, v

n

), 12 [d(x, vn+1) + d(v
n+1, T vn) + d(v

n

, x) + d(x, Tx)]� d(A,B)}
= max{d(x, v

n

), 12 [d(x, vn+1) + d(v
n

, x)]}
= max{d(x, v

n

), d(x, v
n+1)}.

Thus

d(x, v
n+1)  '(M(x, v

n

))  '(max{d(x, v
n

), d(x, v
n+1)}).

If v
N

= x, for some N 2 N. By (5.3.99), we get

d(x, v
N+1) = d(Tx, Tv

N

) = 0

which implies that v
N+1 = x. Moreover, we obtain v

n

= x for all n � N and thus

v
n

! x as n ! 1. Suppose that v
n

6= x for all n 2 N, then d(v
n

, x) > 0 for all n.

If max{d(x, v
n

), d(x, v
n+1)} = d(x, v

n+1), by the property '(t) < t for all t > 0 , we

get

d(x, v
n+1)  '(M(x, v

n

)) = '(d(x, v
n+1)) < d(x, v

n+1)

which is a contradiction and hence max{d(x, v
n

), d(x, v
n+1)} = d(x, v

n

). That is

d(x, v
n+1)  '(M(x, v

n

)) = '(d(x, v
n

)) (5.3.100)

for all n � N . By induction of (5.3.100), we have

d(x, v
n+1)  'n(d(x, v1)).

Taking n ! 1, we obtain that v
n

! x as n ! 1. So, in all cases, we have v
n

! x

as n ! 1. Similarly, we can prove that v
n

! x⇤ as n ! 1. By the uniqueness of

limit, we conclude that x = x⇤ and this completes the proof.

beginthm Adding condition (↵, d)�regular of T to the hypotheses of Theorem

5.3.5.4, then we obtain the uniqueness of the best proximity point of T .

Proof. Combine the proofs of Theorem 5.3.5.6 and Theorem 5.3.5.4.
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Best proximity points Theorems If we take '(t) = kt, where 0  k < 1 and

✓(t1, t2, t3, t4) = Lmin{t1, t2, t3, t4}, then Theorem 5.3.72 and Theorem 5.3.75, we

get the following.

Theorem 5.3.5.7. Let A and B be nonempty closed subsets of a complete metric

space X such that A0 is nonempty and the pair (A,B) has the P� property. Let

T : A ! B satisfy the following conditions:

(a) T is ↵-proximal admissible and

↵(x, y)d(Tx, Ty)  kM(x, y) + Lmin{d(x, Ty)� d(A,B), d(y, Tx)� d(A,B)

d(x, Tx)� d(A,B), d(y, Ty)� d(A,B)}
for all x, y 2 A.

(b) T is continuous (or A satisfies condition (H) );

(c) there exist element x0 and x1 in A0 such that d(x1, Tx0) = d(A,B) and

↵((x0, x1)) � 1;

(d) T (A0) ✓ B0.

Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Txn

) = d(A,B),

converges to the element x.

If we add the condition that T is (↵, d)�regular in Theorem 5.3.5.7, therefore

we can obtain the uniqueness of the best proximity point.

If we take ↵(x, y) = 1, for all x, y 2 A in Theorem 5.3.5.3 and Theorem 5.3.5.4,

we get the following Theorems.

Theorem 5.3.5.8. Let A and B be nonempty closed subsets of a complete metric

space X such that A0 is nonempty and the pair (A,B)has the P� property. Let

T : A ! B satisfy the following conditions:

(a)

d(Tx, Ty)  '(M(x, y)) + ✓(d(x, Ty)� d(A,B), d(y, Tx)� d(A,B)

d(x, Tx)� d(A,B), d(y, Ty)� d(A,B))
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for all x, y 2 A.

(b) T is continuous (or A satisfies condition (H) );

(c) T (A0) ✓ B0.

Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Txn

) = d(A,B),

converges to the element x.

If M(x, y) = d(x, y), then Theorem 5.3.5.8, include the following.

Theorem 5.3.5.9. Let A and B be nonempty closed subsets of a complete metric

space X such that A0 is nonempty and the pair (A,B)has the P� property. Let

T : A ! B satisfy the following conditions:

(a)

d(Tx, Ty)  '(d(x, y)) + ✓(d(x, Ty)� d(A,B), d(y, Tx)� d(A,B)

d(x, Tx)� d(A,B), d(y, Ty)� d(A,B))

for all x, y 2 A.

(b) T is continuous (or A satisfies condition (H) );

(c) T (A0) ✓ B0.

Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Txn

) = d(A,B),

converges to the element x.

If we take '(t) = kt and ✓(t1, t2, t3, t4) = Lmin{t1, t2, t3, t4}, for all x, y 2 A in

Theorem 5.3.5.9, we obtain the following theorem.
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Theorem 5.3.5.10. Let A and B be nonempty closed subsets of a complete metric

space X such that A0 is nonempty and the pair (A,B)has the P� property. Let

T : A ! B satisfy the following conditions:

(a)

d(Tx, Ty)  kM(x, y) + Lmin{d(x, Ty)� d(A,B), d(y, Tx)� d(A,B)

d(x, Tx)� d(A,B), d(y, Ty)� d(A,B)}

for all x, y 2 A.

(b) T is continuous (or A satisfies condition (H) );

(c) T (A0) ✓ B0.

Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Txn

) = d(A,B),

converges to the element x.

If M(x, y) = d(x, y) and putting L = 0 in Theorem 5.3.5.10, we obtain the

following.

Theorem 5.3.5.11. Let A and B be nonempty closed subsets of a complete metric

space X such that A0 is nonempty and the pair (A,B)has the P� property. Let

T : A ! B satisfy the following conditions:

(a)

d(Tx, Ty)  kd(x, y)

for all x, y 2 A.

(b) T is continuous (or A satisfies condition (H) );

(c) there exist element x0 and x1 in A0 such that d(x1, Tx0) = d(A,B);

(d) T (A0) ✓ B0.

Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).
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Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Txn

) = d(A,B),

converges to the element x.

If M(x, y) =
k

2
[d(x, Ty) + d(y, Tx)] � d(A,B) and putting L = 0 in Theorem

5.3.5.10, we obtain the following theorem:

Theorem 5.3.5.12. Let A and B be nonempty closed subsets of a complete metric

space X such that A0 is nonempty and the pair (A,B)has the P� property. Let

T : A ! B satisfy the following conditions:

(a)

d(Tx, Ty) 
k

2
[d(x, Ty) + d(y, Tx)]� d(A,B)

for all x, y 2 A.

(b) T is continuous(or A satisfies condition (H) );

(c) there exist element x0 and x1 in A0 such that d(x1, Tx0) = d(A,B);

(d) T (A0) ✓ B0.

Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).

Moreover, for any fixed x0 2 A0, the sequence {x
n

}, defined by

d(x
n+1, Txn

) = d(A,B),

converges to the element x.

Fixed points Theorem It is easy to observe that for self-mappings, our results

includes the following:

Theorem 5.3.5.13. Let A be nonempty closed subsets of a complete metric space

X and T : A ! A such that

d(Tx, Ty)  '(M(x, y)) + ✓({d(x, Ty), d(y, Tx), d(x, Tx), d(y, Ty)}),

for all x, y 2 A, where ' 2  ✓ 2 ⇥. Then T has a unique fixed point x 2 A.

Moreover, for any fixed x0 2 A, the sequence {x
n

}, defined by x
n+1 = Tx

n

converges

to the element x.
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Theorem 5.3.5.14. Let A be nonempty closed subsets of a complete metric space

X and T : A ! A such that

d(Tx, Ty)  kM(x, y) + Lmin{d(x, Ty), d(y, Tx), d(x, Tx), d(y, Ty)}.

Then T has a unique fixed point x 2 A. Moreover, for any fixed x0 2 A, the sequence

{x
n

}, defined by x
n+1 = Tx

n

converges to the element x.

Theorem 5.3.5.15. Let A be nonempty closed subsets of a complete metric space

X and T : A ! A such that

d(Tx, Ty)  kd(x, y) + Lmin{d(x, Ty), d(y, Tx), d(x, Tx), d(y, Ty)}

for all x, y 2 A. Then T has a unique fixed point x 2 A. Moreover, for any fixed

x0 2 A, the sequence {x
n

}, defined by x
n+1 = Tx

n

converges to the element x.

We recall some preliminaries from (see, [33] also) as follows:

Let (X, d) be a metric space and R be a binary relation over X. Denote

S = R [R�1

this is the symmetric relation attached to R. Clearly,

x, y 2 X, xSy () xRy or yRx.

Definition 5.3.5.16. ([32]) A mapping T : A ! B is said to be proximal compar-

ative if and only if

x1Sx2

d(u1, Tx1) = d(A,B)

d(u2, Tx2) = d(A,B)

9
>>>=

>>>;
=) u1Su2.

Corollary 5.3.5.17. Let (X, d) be a complete metric space, R be a binary relation

over X, and A and B be two non-empty, closed subsets of X such that A0 are non-

empty and the pair (A,B) has the P� property. Let T : A �! B such that the

following conditions holds:

(a) T is a continuous proximal comparative mapping;
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(b) there exist element x0 and x1 in A0 such that d(x1, Tx0) = d(A,B) and

x0Sx1;

(c) there exist ' 2  and ✓ 2 ⇥ such that x, y 2 A, xSy implies that

d(Tx, Ty)  '
�
M(x, y)) + ✓(d(y, Tx)� d(A,B), d(x, Ty)

�d(A,B), d(x, Tx)� d(A,B), d(y, Ty)� d(A,B)
�

(d) T (A0) ✓ B0.

Then there exists an element x 2 A such that

d(x, Tx) = d(A,B).

Proof. Define the mapping ↵ : A⇥ A �! [0,1) by

↵(x, y) =

8
<

:
1 ; xSy,
0 ; otherwise.

(5.3.101)

Since T is proximal comparative, we have

xSy
d(u, Tx) = d(A,B)

d(v, Ty) = d(A,B)

9
>>>=

>>>;
=) uSv,

for all u, v, x, y 2 A. Using the definition of ↵, we get

↵(x, y) � 1,

d(u, Tx) = d(A,B),

d(v, Ty) = d(A,B)

9
>>>=

>>>;
=) ↵(u, v) � 1,

for all u, v, x, y 2 A and hence T is ↵-proximal admissible. By the condition (b)

implies that d(x1, Tx0) = d(A,B) and ↵(x0, x1) � 1. By the condition (c), we get

↵(x, y)d(Tx, Ty)  '
�
M(x, y)) + ✓(d(y, Tx)� d(A,B), d(x, Ty)� d(A,B)

, d(x, Tx)� d(A,B), d(y, Ty)� d(A,B)
�
,

that is, T is, generalized almost (', ✓)
↵

�contraction. Therefore, all hypothesisses of

Theorem 5.3.72 are satisfied, and the desired result follows immediately.

Next, below we give an example to illustrate the main result Theorem 5.3.72.
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Example 21. Consider X = R4 with the metric defined by

d((x1, x2, x3, x4), (y1, y2, y3, y4)) = |x1 � y1|+ |x2 � y2|+ |x3 � y3|+ |x4 � y4|

for all (x1, x2, x3, x4), (y1, y2, y3, y4) 2 R4. Let A,B ⇢ X defined by

A :=

⇢✓
0, 0,

1

n
,
�1

n

◆�
[ {(0, 0, 0, 0)},

B :=

⇢✓
1,�1,

1

n
,
�1

n

◆�
[ {(1,�1, 0, 0)}.

Then A and B are nonempty closed subsets of X and d(A,B) = 2. Moreover A0 = A

and B0 = B. Suppose

d((0, 0, x1, x2), (1,�1, y1, y2)) = d(A,B) = 2

and

d((0, 0, x0
1, x

0
2), (1,�1, y01, y

0
2)) = d(A,B) = 2,

then we get x1 = y1, x2 = y2 and x0
1 = y01, x

0
2 = y02. Hence, the pair (A,B) has the

P -property. Let T : A ! B be a mapping defined as

T
�
0, 0, x, y

�
=

�
0, 0,

x

2
,
y

2

�

for all
�
0, 0, x, y

� 2 A. We define the mapping ↵ : A⇥ A ! [0,1) by

↵(x, y) = 1 for all x, y 2 A.

We can see that T is generalized almost (', ✓)
↵

�contraction with ' 2  is given

by '(t) = t/2 for all t � 0 and for all ✓ 2 ⇥. Furthermore, (0, 0, 0, 0) 2 A is a best

proximity point of mapping T .
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6. Conclusions and Discussions        

 We find necessary and sufficient conditions which are established for a non-self-
contraction mapping to have the best proximity point, a common best proximity point and 
a couple best proximity points for pairs of contractive non-self-mappings and for pairs of 
contraction non-self-mappings, yielding common optimal approximate solutions of certain 
fixed point  equations. We introduced a new type of a contractive condition defined 
on an ordered  space, namely a P -contraction, which generalizes the weak contraction. 
We also proved  some fixed-point theorems for such a condition in ordered metric 
spaces. We establishing the existence of common best proximity points; iterative 
algorithms are also furnished to determine such optimal approximate solutions. In 
addition to exploring the existence of the best proximity point for generalized 
contractions, an iterative algorithm is also presented to determine such an optimal 
approximate solution. We study the new class of an asymptotic proximal pointwise 
weaker Meir–Keeler-type w-contraction and prove the existence of  solutions for the 
minimization problem in a uniformly convex Banach space. We generalized the notion of 
proximal contractions of the first and the second kinds and established the best 
proximity point theorems for these classes. We extend the notion of weakly C-
contraction mappings to the case of non-self mappings and establish the best proximity 
point theorems for this class.  We provide sufficient conditions, which warrant the 
existence and uniqueness of thebest proximity point for two new types of contractions in 
the setting of metric spaces. The presented results extend, generalize and improve 
some known results from bestproximity point theory and fixed-point theory. We also give 
some  examples to illustrate and validate our definitions and results. We show that the 
mixed g-monotone property in common coupled fixed point theorems in ordered cone 
metric spaces can be replaced by another property. We also extend the notion of weakly 
isotone mappings in an orderedBanach space in the case of single valued and 
 multivalued mappings and obtain the coincidence and common fixed-point 
theorems in an ordered Banach space. Moreover, we also obtain the existence theorem 
for a common solution of two integral equations. 
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Abstract In this paper, we prove new common best proximity point theorems for a
proximity commuting mapping in a complete metric space. Our results generalized a
recent result of Sadiq Basha [Common best proximity points: global minimization of
multi-objective functions, J. Glob. Optim., (2011)] and some results in the literature.
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1 Introduction

Best proximity point theorems provide sufficient conditions that ensure the existence
of approximate solutions which are optimal as well. In fact, if there is no solution
to the fixed point equation T x = x for a non-self mapping T : A → B, then it
is desirable to determine an approximate solution x such that the error d(x, T x) is
minimum. A classical best approximation theorem was introduced by Fan [8], that is,
if A is a non-empty compact convex subset of a Hausdorff locally convex topological
vector space B and T : A → B is a continuous mapping, then there exists an ele-
ment x ∈ A such that d(x, T x) = d(T x, A). Afterward, several authors, including
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1826 C. Mongkolkeha, P. Kumam

Prolla [14], Reich [15], Sehgal and Singh [23,24], have derived extensions of Fan’s
theorem in many directions. Other works of of the existence of a best proximity point
for contractions can be seen in [1,4,7,10]. In 2005, Anthony Eldred et al. [5] have
obtained best proximity point theorems for relatively non-expansive mappings. Best
proximity point theorems for several types of contractions have been established in
[2,3,11–13,17–19,25–29].

Recently, Sadiq Basha in [20] gave necessary and sufficient to claimed that the
existence of best proximity point for proximal contraction of first kind and the sec-
ond kind which are non-self mapping analogues of contraction self-mappings and
also established some best proximity and convergence theorems and very recently, he
gave common best proximity point theorems for proximity commuting mapping of
multi-objective function as follows.

Theorem 1.1 [21, Theorem 3.1] Let A and B be non-empty closed subsets of a com-
plete metric space X such that A is approximatively compact with respect to B. Also,
assume that A0 and B0 are non-empty. Let the non-self mapping S : A → B, T :
A → B satisfy the following conditions.

(a) There is a non-negative real number α < 1 such that

d(Sx1, Sx2) ≤ αd(T x1, T x2)

for all x1, x2 ∈ A.

(b) T is continuous.
(c) S and T commute proximally.
(d) S and T can be swapped proximally.
(e) S(A0) ⊆ B0 and S(A0) ⊆ T (A0).

Then, there exists an element x ∈ A such that

d(x, T x) = d(A, B) and d(x, Sx) = d(A, B).

Further, if x∗ is another common best proximity point of the mappings S and T , then
it is necessary that

d(x, x∗) ≤ 2d(A, B).

The aim of this paper is to generalizes the condition of Theorem 1.1 above for obtain
the existence of a best proximity theorem and we also give an illustrative example for
support our main result. The result of this paper are extension and generalization of
the result of Sadiq Basha in [21] and some results in the literature.

2 Preliminaries

Let A and B be non-empty subsets of a metric space (X, d), we recall the following
notations and notions that will be used in what follows.
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d(A, B) := inf{d(x, y) : x ∈ A and y ∈ B},
A0 := {x ∈ A : d(x, y) = d(A, B) for some y ∈ B},
B0 := {y ∈ B : d(x, y) = d(A, B) for some x ∈ A}.

If A ∩ B �= ∅, then A0 and B0 are non-empty. Further, it is interesting to notice
that A0 and B0 are contained in the boundaries of A and B respectively, provided A
and B are closed subsets of a normed linear space such that d(A, B) > 0 (see [18]).

Definition 2.1 A mapping T : X → X is said to be contraction , if for each x, y ∈ X ,
there exists a constant k ∈ [0, 1) such that

d(T x, T y) ≤ k(dx, y). (1)

Definition 2.2 A mapping T : X → X is said to be weak contraction, if for each
x, y ∈ X ,

d(T x, T y) ≤ d(x, y) − ϕ(d(x, y)), (2)

where ϕ : [0,∞) → [0,∞) is a continuous and nondecreasing function such that
ϕ(t) = 0 if and only if t = 0.

In fact, if we take ϕ(t) = (1 − k)t for all t ≥ 0, where 0 ≤ k < 1 then we have (2)
become (1).

Definition 2.3 A point x ∈ A is said to be a best proximity point of the mapping
S : A → B if it satisfies the following condition

d(x, Sx) = d(A, B).

It can be observed that a best proximity reduces to a fixed point if the underlying
mapping is a self-mapping.

Definition 2.4 Let S : A → B and T : A → B. An element x∗ ∈ A is said to be a
common best proximity point if it satisfies the following condition:

d(x∗, Sx∗) = d(x∗, T x∗) = d(A, B).

Observed that a common best proximity point is an element at which the multi-
objective functions x → d(x, Sx) and x → d(x, T x) attain common global mini-
mum, since d(x, Sx) ≥ d(A, B) and d(x, T x) ≥ d(A, B) for all x .

Definition 2.5 [21, Definition 2.3] A mapping S : A → B and T : A → B is said to
be a commute proximally if they satisfy the following condition:

[d(u, Sx) = d(v, T x) = d(A, B)] �⇒ Sv = T u

for all u, v, x,∈ A.
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1828 C. Mongkolkeha, P. Kumam

It is easy to see that proximal commutativity of self-mappings become commuta-
tivity of the mappings.

Definition 2.6 [21, Definition 2.4] A mapping S : A → B and T : A → B is said to
be a swapped proximally if they satisfy the following condition

[d(y, u) = d(y, v) = d(A, B) and Su = T v] �⇒ Sv = T u

for all u, v,∈ A and y ∈ B.

Definition 2.7 A is said to be approximatively compact with respect to B if every
sequence {xn} in A satisfies the condition that d(y, xn) → d(y, A) for some y ∈ B
has a convergent subsequence.

We observe that every set is approximatively compact with respect to itself. Also,
every compact set is approximatively compact with respect to any set. Moreover, A0
and B0 are non-empty set if A is compact and B is approximatively compact with
respect to A.

3 Main result

Theorem 3.1 Let A and B be non-empty closed subsets of a complete metric space
X such that A is approximatively compact with respect to B. Also, assume that A0
and B0 are non-empty. Let the non-self mapping S : A → B, T : A → B satisfy the
following conditions:

(a) For each x and y are elements in A,

d(Sx, Sy) ≤ d(T x, T y) − ϕ(d(T x, T y)),

where, ϕ : [0,∞) → [0,∞) is a continuous and nondecreasing function such
that ϕ(t) = 0 if and only if t = 0.

(b) T is continuous.
(c) S and T commute proximally.
(d) S and T can be swapped proximally.
(e) S(A0) ⊆ B0 and S(A0) ⊆ T (A0).

Then, there exists an element x ∈ A such that

d(x, T x) = d(A, B) and d(x, Sx) = d(A, B).

Moreover, if x∗ is another common best proximity point of the mappings S and T , then
it is necessary that

d(x, x∗) ≤ 2d(A, B).
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Proof Let x0 a fixed element in A0. In view of the fact that S(A0) ⊆ T (A0) it is
ascertained that there exists an element x1 ∈ A0 such that Sx0 = T x1. Again, since
S(A0) ⊆ T (A0), there exists an element x2 ∈ A0 such that Sx1 = T x2. By similar
fashion we can find xn in A0 such that

Sxn−1 = T xn, (3)

for all n ∈ N. It follows that

d(Sxn, Sxn+1) ≤ d(T xn, T xn+1) − ϕ(d(T xn, T xn+1))

≤ d(Sxn−1, Sxn) − ϕ(d(Sxn−1, Sxn))

≤ d(Sxn−1, Sxn) (4)

this mean that the sequence {d(Sxn−1, Sxn)} is non-increasing and bounded below.
Hence there exists r ≥ 0 such that

lim
n→∞ d(Sxn−1, Sxn) = r. (5)

If r > 0, then

d(Sxn, Sxn+1) ≤ d(Sxn−1, Sxn) − ϕ(d(Sxn−1, Sxn)). (6)

Taking n → ∞, in inequality (6), by the continuities of ϕ, we get r ≤ r − ϕ(r) < r ,
which is a contradiction unless r = 0. Therefore

lim
n→∞ d(Sxn−1, Sxn) = 0. (7)

Next, we will prove that {Sxn} is a Cauchy sequence. We distinguish two cases.

Case I Suppose there exits n ∈ N such that Sxn = Sxn+1, we observe that

d(Sxn+1, Sxn+2) ≤ d(T xn+1, T xn+2) − ϕ(d(T xn+1, T xn+2))

≤ d(Sxn, Sxn+1) − ϕ(d(Sxn, Sxn+1))

= 0,

which implies that Sxn+1 = Sxn+2. So, for every m > n, we conclude that Sxm = Sxn .
Hence {Sxn} is a Cauchy sequence in B.

Case II The successive terms of {Sxn} are different. Suppose that {Sxn} is not a Cau-
chy sequence. Then there exists ε > 0 and subsequence {Sxmk }, {Sxnk } of {Sxn} with
nk > mk ≥ k such that

d(Sxmk , Sxnk ) ≥ ε and d(Sxmk , Sxnk−1) < ε. (8)
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By using (8) and triangular inequality, we get

ε ≤ d(Sxmk , Sxnk )

≤ d(Sxmk , Sxnk−1) + d(Sxnk−1, Sxnk )

≤ ε + d(Sxnk−1, Sxnk ). (9)

Using (9) and (7), we have

d(Sxmk , Sxnk ) → ε as k → ∞. (10)

Again, by the triangular inequality, we get

d(Sxmk , Sxnk ) ≤ d(Sxmk , Sxmk+1) + d(Sxmk+1, Sxnk+1) + d(Sxnk+1, Sxnk ) (11)

and

d(Sxmk+1, Sxnk+1) ≤ d(Sxmk+1, Sxmk ) + d(Sxmk , Sxnk ) + d(Sxnk , Sxnk+1). (12)

From, (7), (10), (11) and (12), we obtain that

d(Sxmk+1, Sxnk+1) → ε as k → ∞. (13)

In view of the fact that

d(Sxmk+1, Sxnk+1) ≤ d(T xmk+1, T xnk+1) − ϕ(d(T xmk+1, T xnk+1))

≤ d(Sxmk , Sxnk ) − ϕ(d(Sxmk , Sxnk )).
(14)

Letting, k → ∞, in inequality (14), we obtain

ε ≤ ε − ϕ(ε),

which is a contradiction, by a property of ϕ. Then, we deduce that {Sxn} is a Cauchy
sequence in B. Since B is closed subset a complete metric space X , then there exists
y ∈ B such that Sxn → y as n → ∞. Consequently, we have that the sequence {T xn}
also converges to y. From S(A0) ⊆ B0, there exists an element un ∈ A such that

d(Sxn, un) = d(A, B), (15)

for all n ∈ N. So, it follows from (3) and (15) that

d(T xn, un−1) = d(Sxn−1, un−1) = d(A, B), (16)

for all n ∈ N. By (15), (16) and the fact that the mappings S and T are commuting
proximally, we obtain

T un = Sun−1 (17)
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for all n ∈ N. Moreover, we have

d(y, A) ≤ d(y, un)

≤ d(y, Sxn) + d(Sxn, un)

= d(y, Sxn) + d(A, B)

≤ d(y, Sxn) + d(y, A). (18)

Therefore d(y, un) → d(y, A) as n → ∞. Since A is approximatively compact
with respect to B, then there exists subsequence {unk } of sequence {un} such that
converging to some element u ∈ A. Further, since d(y, unk−1) → d(y, A) and A is
approximatively compact with respect to B, then there exists subsequence {unk j −1}
of sequence {unk−1} such that converging to some element v ∈ A. By the continuity
of the mappings S and T , we have

T u = lim
j→∞T unk j

= lim
k→∞Sunk j −1 = Sv (19)

and

d(y, u) = lim
k→∞d(Sxnk , unk ) = d(A, B),

d(y, v) = lim
j→∞d(T xnk j

, unk j −1) = d(A, B).
(20)

Because S and T can be swapped proximally, we get

T v = Su. (21)

Next, we will prove that Su = Sv, suppose the contrary, by (19), (20), (21) and
property of ϕ, we have

d(Su, Sv) ≤ d(T u, T v) − ϕ(d(T u, T v))

≤ d(Sv, Su) − ϕ(d(Sv, Su))

< d(Sv, Su)

which is a contradiction. Thus Su = Sv and also T u = Su. Since S(A0) is contained
in B0, there exists an element x in A such that

d(x, T u) = d(A, B) and d(x, Su) = d(A, B).

By the commuting proximally of S and T, Sx = T x . Consequently, we have

d(Su, Sx) ≤ d(T u, T x) − ϕ(d(T u, T x))

≤ d(Su, Sx) − ϕ(d(Su, Sx)). (22)

In inequality (22), if Su �= Sx , then d(Su, Sx) ≤ d(Su, Sx) − ϕ(d(Su, Sx)) <

d(Su, Sx), it is impossible, So, we have Su = Sx and hence T u = T x . It follows
that
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d(x, T x) = d(x, T u) = d(A, B)

and

d(x, Sx) = d(x, Su) = d(A, B).

Therefore, x is a common best proximity point of S and T . Suppose that x∗ is
another common best proximity point of the mappings S and T , so that

d(x∗, T x∗) = d(A, B)

and

d(x∗, Sx∗) = d(A, B).

By the commuting proximally of S and T , we get Sx = T x and Sx∗ = T x∗.
Consequently, we have

d(Sx∗, Sx) ≤ d(T x∗, T x) − ϕ(d(T x∗, T x))

≤ d(Sx∗, Sx) − ϕ(d(Sx∗, Sx)).
(23)

In inequality (23) , if Sx∗ �= Sx , then

d(Sx∗, Sx) ≤ d(Sx∗, Sx) − ϕ(d(Sx∗, Sx)) < d(Sx∗, Sx),

it is impossible. So, we have Sx = Sx∗. Moreover, it can be concluded that

d(x, x∗) ≤ d(x, Sx) + d(Sx, Sx∗) + d(Sx∗, x∗)
= d(A, B) + d(A, B)

= 2d(A, B)

and the proof is completes. ��
If we take ϕ(t) = (1 − α)t , where 0 ≤ α < 1 in Theorem 3.1, we obtain following

corollary.

Corollary 3.1 [21, Theorem 3.1] Let A and B be non-empty closed subsets of a com-
plete metric space X such that A is approximatively compact with respect to B. Also,
assume that A0 and B0 are non-empty. Let the non-self mapping S : A → B, T :
A → B satisfy the following conditions.

(a) There is a non-negative real number α < 1 such that

d(Sx1, Sx2) ≤ αd(T x1, T x2)

for all x1, x2 ∈ A.

(b) T is continuous.
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(c) S and T commute proximally.
(d) S and T can be swapped proximally.
(e) S(A0) ⊆ B0 and S(A0) ⊆ T (A0). Then, there exists an element x ∈ A such that

d(x, T x) = d(A, B) and d(x, Sx) = d(A, B).

Further, if x∗ is another common best proximity point of the mappings S and T , then
it is necessary that

d(x, x∗) ≤ 2d(A, B).

4 An example

Now, below we give an example to illustrate Theorem 3.1.

Example 4.1 Consider the complete metric space R
2 with Euclidean metric. Let

A = {(x, 1) : 0 ≤ x ≤ 1}

and

B = {(x,−1) : 0 ≤ x ≤ 1}.

Define two mappings S : A → B, T : A → B as follows:

S(x, 1) =
(

x − x2

2
,−1

)

and

T ((x, 1)) = (x,−1).

It is easy to see that d(A, B) = 2, A0 = A and B0 = B. Further, S and T are contin-
uous and A is approximatively compact with respect to B.
First, we will show that S and T are satisfy the condition (a) of of Theorem 3.1 with

ϕ : [0,∞) → [0,∞) defined by ϕ(t) = t2

2
, for all t ∈ [0,∞).

Let (x, 1), (y, 1) ∈ A, without loss generality we can take that x > y, then, we have

d(S(x, 1), S(y, 1)) =
∣∣∣∣∣
(

x − x2

2

)
−

(
y − y2

2

)∣∣∣∣∣
= (x − y) − 1

2
(x2 − y2)

= (x − y) − 1

2
((x − y)(x + y))
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≤ (x − y) − 1

2
(x − y)2

= d(T (x, 1), T (y, 1)) − ϕ(d(T (x, 1), T (y, 1))).

Next, we will show that S and T commute proximally. Let (u, 1), (v, 1), (x, 1) ∈ A
are satisfying

d((u, 1), S(x, 1)) = d(A, B) = 2 and d((v, 1), T (x, 1)) = d(A, B) = 2.

It follows that

u = x − x2

2
and v = x,

and hence

S(v, 1) =
(

v − v2

2
,−1

)
=

(
x − x2

2
,−1

)
= (u,−1) = T (u, 1).

Finally, we will show that S and T swapped proximally. If it is true that

d((u, 1), (y,−1)) = d((v, 1), (y,−1)) = d(A, B) = 2 and S(u, 1) = T (v, 1),

for some (u, 1), (v, 1) ∈ A and (y,−1) ∈ B, then we get u = v = 0 and thus

S(v, 1) = T (u, 1).

Therefore, all hypothesis of Theorem 3.1 are satisfied.
Furthermore, (0, 1) ∈ A is a common best proximity point of S and T , because

d((0, 1), S(0, 1)) = d((0, 1), (0,−1)) = d((0, 1), T ((0, 1)) = d(A, B).

On the other hand, suppose that there exists k ∈ [0, 1) such that

d(S(x, 1), S(y, 1)) ≤ kd(T (x, 1), T (y, 1)),

that is
∣∣∣∣∣
(

x − x2

2

)
−

(
y − y2

2

)∣∣∣∣∣ ≤ k|x − y|.

Putting y = 0 and x ≥ 0, it follows that

1 = lim
x→0+

∣∣∣∣∣
(

1 − x

2

)∣∣∣∣∣ ≤ k < 1,
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which is a contradiction. Therefore, the results of Sadiq Basha in [21] cannot be applied
to this example and our main result Theorem 3.1.

5 Conclusions and remarks

Our main result, Theorem 3.1, extended and improved the condition (a) of Theo-
rem 1.1 by using the concept of weak contraction and k-contraction maps which are
more weaker than contractive maps with the function ϕ(t) = (1 − k)t . In fact, the
class of weakly contractive maps lies between the classes of contraction mappings
and contractive mappings. (d(T x, T y) < d(x, y) for all x, y ∈ X with x �= y, when
T is self-mapping on X ). Mostly, the generalization and the extension of Banach’s
contraction principle focus on weakening the contractive condition of the operator or
weakening the completeness of the metric space; see for examples [6,9,16,22,30] and
references therein.
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Abstract
In this article the concept of coupled best proximity point and cyclic contraction pair
are introduced and then we study the existence and convergence of these points in
metric spaces. We also establish new results on the existence and convergence in a
uniformly convex Banach spaces. Furthermore, we give new results of coupled fixed
points in metric spaces and give some illustrative examples. An open problems are
also given at the end for further investigation.

1 Introduction
The Banach contraction principle [1] states that if (X, d) is a complete metric space
and T : X ® X is a contraction mapping (i.e., d(Tx, Ty) ≤ ad(x, y) for all x, y Î X,
where a is a non-negative number such that a <1), then T has a unique fixed point.
This principle has been generalized in many ways over the years [2-15].
One of the most interesting is the study of the extension of Banach contraction prin-

ciple to the case of non-self mappings. In fact, given nonempty closed subsets A and B
of a complete metric space (X, d), a contraction non-self-mapping T : A ® B does not
necessarily has a fixed point.
Eventually, it is quite natural to find an element x such that d(x, Tx) is minimum for

a given problem which implies that x and Tx are in close proximity to each other.
A point x in A for which d(x, Tx) = d(A, B) is call a best proximity point of T.

Whenever a non-self-mapping T has no fixed point, a best proximity point represent
an optimal approximate solution to the equation Tx = x. Since a best proximity point
reduces to a fixed point if the underlying mapping is assumed to be self-mappings, the
best proximity point theorems are natural generalizations of the Banach contraction
principle.
In 1969, Fan [16] introduced and established a classical best approximation theorem,

that is, if A is a nonempty compact convex subset of a Hausdorff locally convex topo-
logical vector space B and T : A ® B is a continuous mapping, then there exists an
element x Î A such that d(x, Tx) = d(Tx, A). Afterward, many authors have derived
extensions of Fan’s Theorem and the best approximation theorem in many directions
such as Prolla [17], Reich [18], Sehgal and Singh [19,20], Wlodarczyk and Plebaniak
[21-24], Vetrivel et al. [25], Eldred and Veeramani [26], Mongkolkeha and Kumam [27]
and Sadiq Basha and Veeramani [28-31].
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On the other hand, Bhaskar and Lakshmikantham [32] introduced the notions of a
mixed monotone mapping and proved some coupled fixed point theorems for map-
pings satisfying the mixed monotone property. They have observation that their theo-
rem can be used to investigate a large class of problems and discussed the existence
and uniqueness of a solution for a periodic boundary value problem. For several
improvements and generalizations see in [33-36] and reference therein.
The purpose of this article is to first introduce the notion of coupled best proxi-

mity point and cyclic contraction pair. We also establish the existence and conver-
gence theorem of coupled best proximity points in metric spaces. Moreover, we
apply this results in uniformly convex Banach space. We also study some results on
the existence and convergence of coupled fixed point in metric spaces and give illus-
trative examples of our theorems. An open problem are also given at the end for
further investigations.

2 Preliminaries
In this section, we give some basic definitions and concepts related to the main results
of this article. Throughout this article we denote by N the set of all positive integers
and by ℝ the set of all real numbers. For nonempty subsets A and B of a metric space
(X, d), we let

d(A, B) := inf{d(x, y) : x ∈ A and y ∈ B}

stands for the distance between A and B.
A Banach space X is said to be
(1) strictly convex if the following implication holds for all x, y Î X:

‖x‖ =
∥∥y

∥∥ = 1 and x #= y ⇒
∥∥∥

x + y
2

∥∥∥ < 1.

(2) uniformly convex if for each ε with 0 < ε ≤ 2, there exists δ > 0 such that the fol-
lowing implication holds for all x, y Î X:

||x|| ≤ 1, ||y|| ≤ 1 and ||x − y|| ≥ ε ⇒
∥∥∥

x + y
2

∥∥∥ < 1 − δ.

It easily to see that a uniformly convex Banach space X is strictly convex but the
converse is not true.
Definition 2.1. [37] Let A and B be nonempty subsets of a metric space (X, d). The

ordered pair (A, B) satisfies the property UC if the following holds:
If {xn} and {zn} are sequences in A and {yn} is a sequence in B such that d(xn, yn) ®

d(A, B) and d(zn, yn) ® d(A, B), then d(xn, zn) ® 0.
Example 2.2. [37]The following are examples of a pair of nonempty subsets (A, B)

satisfying the property UC.
(1) Every pair of nonempty subsets A, B of a metric space (X, d) such that d(A, B) = 0.
(2) Every pair of nonempty subsets A, B of a uniformly convex Banach space X such

that A is convex.
(3) Every pair of nonempty subsets A, B of a strictly convex Banach space which A is

convex and relatively compact and the closure of B is weakly compact.
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Definition 2.3. Let A and B be nonempty subsets of a metric space (X, d) and T : A ® B
be a mapping. A point x Î A is said to be a best proximity point of T if it satisfies the con-
dition that

d(x, Tx) = d(A, B).

It can be observed that a best proximity point reduces to a fixed point if the underly-
ing mapping is a self-mapping.
Definition 2.4. [32] Let A be a nonempty subset of a metric space X and F : A X A ® A.

A point (x, x’) Î A × A is called a coupled fixed point of F if

x = F(x, x′) and x′ = F(x′, x).

3 Coupled best proximity point theorem
In this section, we study the existence and convergence of coupled best proximity
points for cyclic contraction pairs. We begin by introducing the notion of property
UC* and a coupled best proximity point.
Definition 3.1. Let A and B be nonempty subsets of a metric space (X, d). The

ordered pair (A, B) satisfies the property UC* if (A, B) has property UC and the follow-
ing condition holds:
If {xn} and {zn} are sequences in A and {yn} is a sequence in B satisfying:
(1) d(zn, yn) ® d(A, B).
(2) For every ε > 0 there exists N Î N such that

d(xm, yn) ≤ d(A, B) + ε

for all m >n ≥ N,
then, for every ε > 0 there exists N1 Î N such that

d(xm, zn) ≤ d(A, B) + ε

for all m >n ≥ N1.
Example 3.2. The following are examples of a pair of nonempty subsets (A, B) satisfy-

ing the property UC*.
(1) Every pair of nonempty subsets A, B of a metric space (X, d) such that d(A, B) = 0.
(2) Every pair of nonempty closed subsets A, B of a uniformly convex Banach space X

such that A is convex [[38], Lemma 3.7].
Definition 3.3. Let A and B be nonempty subsets of a metric space X and F : A × A ® B.

A point (x, x’) Î A × A is called a coupled best proximity point of F if

d(x, F(x, x′)) = d(x′, F(x′, x)) = d(A, B).

It is easy to see that if A = B in Definition 3.3, then a coupled best proximity point
reduces to a coupled fixed point.
Next, we introduce the notion of a cyclic contraction for a pair of two binary

mappings.
Definition 3.4. Let A and B be nonempty subsets of a metric space X, F : A × A ® B

and G : B × B ® A. The ordered pair (F, G) is said to be a cyclic contraction if there
exists a non-negative number a <1 such that
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d(F(x, x′), G(y, y′)) ≤ α

2
[d(x, y) + d(x′, y′)] + (1 − α)d(A, B)

for all (x, x’) Î A × A and (y, y’) Î B × B.
Note that if (F, G) is a cyclic contraction, then (G, F ) is also a cyclic contraction.
Example 3.5. Let X = ℝ with the usual metric d(x, y) = |x - y| and let A = [2,4] and B =

[-4, -2]. It easy to see that d(A, B) = 4. Define F : A × A ® B and G : B × B ® A by

F(x, x′) =
−x − x′ − 4

4

and

G(x, x′) =
−x − x′ + 4

4
.

For arbitrary (x, x’) Î A × A and (y, y’) Î B × B and fixed α = 1
2, we get

d(F(x, x′), G(y, y′)) =
∣∣∣∣
−x − x′ − 4

4
− −y − y′ + 4

4

∣∣∣∣

≤ |x − y| + |x′ − y′|
4

+ 2

=
α

2
[d(x, y) + d(x′, y′)] + (1 − α)d(A, B).

This implies that (F, G) is a cyclic contraction with α = 1
2.

Example 3.6. Let X = ℝ2 with the metric d((x, y), (x’, y’)) = max{|x - x’|, |y - y’|} and
let A = {(x, 0): 0 ≤ x ≤ 1} and B = {(x, 1): 0 ≤ x ≤ 1}. It easy to prove that d(A, B) = 1.
Define F : A × A ® B and G : B × B ® A by

F((x, 0), (x′, 0)) =
(

x + x′

2
, 1

)

and

G((x, 1), (x′, 1)) = (
x + x′

2
, 0).

We obtain that

d(F((x, 0), (x′, 0)), G((y, 1), (y′, 1))) = d((
x + x′

2
, 1), (

y + y′

2
, 0)) = 1

Also for all a > 0, we get

α

2
[d((x, 0), (y, 1)) + d((x′, 0), (y′, 1))] + (1 − α)d(A, B)

=
α

2
[max{|x − y|, 1} + max{|x′ − y′|, 1}] + (1 − α)d(A, B)

=
α

2
× 2 + (1 − α)

= 1.
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This implies that (F, G) is cyclic contraction.
The following lemma plays an important role in our main results.
Lemma 3.7. Let A and B be nonempty subsets of a metric space X, F : A × A ® B, G

: B × B ® A and (F, G) be a cyclic contraction. If (x0, x′
0) ∈ A × A and we define

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}, then d(x2n, x2n+1) → d(A, B), d(x2n+1, x2n+2) → d(A, B),
d(x′

2n, x′
2n+1) → d(A, B) and d(x′

2n+1, x′
2n+2) → d(A, B).

Proof. For each n Î N ∪ {0}, we have

d(x2n, x2n+1) = d(x2n, F(x2n, x′
2n))

= d(G(x2n−1, x′
2n−1), F(G(x2n−1, x′

2n−1), G(x′
2n−1, x2n−1)))

≤ α

2
[d(x2n−1, G(x2n−1, x′

2n−1)) + d(x′
2n−1, G(x′

2n−1, x2n−1))] + (1 − α)d(A, B)

=
α

2
[
d(F(x2n−2, x′

2n−2), G(F(x2n−2, x′
2n−2), F(x′

2n−2, x2n−2)))

+d(F(x′
2n−2, x2n−2), G(F(x′

2n−2, x2n−2), F(x2n−2, x′
2n−2)))

]
+ (1 − α)d(A, B)

≤ α

2

[α

2
[d(x2n−2, F(x2n−2, x′

2n−2)) + d(x′
2n−2, F(x′

2n−2, x2n−2)) + (1 − α)d(A, B)]

+
α

2
[d(x′

2n−2, F(x′
2n−2, x2n−2)) + d(x2n−2, F(x2n−2, x′

2n−2)) + (1 − α)d(A, B)
]

+ (1 − α)d(A, B)

=
α2

2
[d(x2n−2, F(x2n−2, x′

2n−2)) + d(x′
2n−2, F(x′

2n−2, x2n−2))] + (1 − α2)d(A, B).

By induction, we see that

d(x2n, x2n+1) ≤ α2n

2
[d(x0, F(x0, x′

0)) + d(x′
0, F(x′

0, x0))] + (1 − α2n)d(A, B).

Taking n ® ∞, we obtain

d(x2n, x2n+1) → d(A, B). (3:1)

For each n Î N ∪ {0}, we have

d(x2n+1, x2n+2) = d(x2n+1, G(x2n+1, x′
2n+1))

= d(F(x2n, x′
2n), G(F(x2n, x′

2n), F(x′
2n, x2n)))

≤ α

2
[d(x2n, F(x2n, x′

2n)) + d(x′
2n, F(x′

2n, x2n))] + (1 − α)d(A, B)

=
α

2
[
d(G(x2n−1, x′

2n−1), F(G(x2n−1, x′
2n−1), G(x′

2n−1, x2n−1)))

+d(G(x′
2n−1, x2n−1), F(G(x′

2n−1, x2n−1), G(x2n−1, x′
2n−1)))

]
+ (1 − α)d(A, B)

≤ α

2

[α

2
[d(x2n−1, G(x2n−1, x′

2n−1)) + d(x′
2n−1, G(x′

2n−1, x2n−1)) + (1 − α)d(A, B)]

+
α

2
[d(x′

2n−1, G(x′
2n−1, x2n−1)) + d(x2n−1, G(x2n−1, x′

2n−1)) + (1 − α)d(A, B)
]

+ (1 − α)d(A, B)

=
α2

2
[d(x2n−1, G(x2n−1, x′

2n−2)) + d(x′
2n−1, G(x′

2n−1, x2n−1))] + (1 − α2)d(A, B).
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By induction, we see that

d(x2n+1, x2n+2) ≤ α2n

2
[d(x1, G(x1, x′

1)) + d(x′
1, G(x′

1, x1))] + (1 − α2n)d(A, B).

Setting n ® ∞, we obtain

d(x2n+1, x2n+2) → d(A, B). (3:2)

By similar argument, we also have d(x′
2n, x′

2n+1) → d(A, B) and
d(x′

2n+1, x′
2n+2) → d(A, B) for all n Î N ∪ {0}. □

Lemma 3.8. Let A and B be nonempty subsets of a metric space X such that (A, B)
and (B, A) have a property UC, F : A × A ® B, G : B × B ® A and let the ordered
pair (F, G) is a cyclic contraction. If (x0, x′

0) ∈ A × A and define

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}, then for ε > 0, there exists a positive integer N0 such that for all
m >n ≥ N0,

1
2

[d(x′
2m, x′

2n+1) + d(x2m, x2n+1)] < d(A, B) + ε. (3:3)

Proof. By Lemma 3.7, we have d(x2n, x2n+1) ® d(A, B) and d(x2n+1, x2n+2) ® d(A, B).
Since (A, B) has a property UC, we get d(x2n, x2n+2) ® 0. A similar argument shows
that d(x′

2n, x′
2n+2) → 0. As (B, A) has a property UC, we also have d(x2n+1, x2n+3) ® 0

and d(x′
2n+1, x′

2n+3) → 0. Suppose that (3.3) does not hold. Then there exists ε’ > 0
such that for all k Î N, there is mk >nk ≥ k satisfying

1
2

[d(x′
2mk

, x′
2nk+1) + d(x2mk , x2nk+1)] ≥ d(A, B) + ε′.

and

1
2

[d(x′
2mk−2, x′

2nk+1) + d(x2mk−2, x2nk+1)] < d(A, B) + ε′.

Therefore, we get

d(A, B) + ε′ ≤ 1
2

[d(x′
2mk , x′

2nk+1) + d(x2mk , x2nk+1)]

≤ 1
2

[d(x′
2mk , x′

2mk−2) + d(x′
2mk−2, x′

2nk+1) + d(x2mk , x2mk−2) + d(x2mk−2, x2nk+1)]

<
1
2

[d(x′
2mk , x′

2mk−2) + d(x2mk , x2mk−2)] + d(A, B) + ε′.

Letting k ® ∞, we obtain to see that

1
2

[d(x′
2mk

, x′
2nk+1) + d(x2mk , x2nk+1)] → d(A, B) + ε′. (3:4)
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By using the triangle inequality we get

1
2 [d(x′

2mk , x′
2nk+1) + d(x2mk , x2nk+1)]

≤ 1
2

[d(x′
2mk , x′

2mk+2) + d(x′
2mk+2, x′

2nk+3) + d(x′
2nk+3, x′

2nk+1)

+d(x2mk−2, x2mk+2) + d(x2mk+2, x2nk+3) + d(x2nk+3, x2nk+1)
]

=
1
2

[d(x′
2mk , x′

2mk+2) + d(G(x′
2mk+1, x2mk+1), F(x′

2nk+2, x2nk+2)) + d(x′
2nk+3, x′

2nk+1)

+ d(x2mk , x2mk+2) + d(G(x2mk+1, x2mk+1), F(x2nk+2, x′
2mk+2) + d(x2nk+3, x2nk+1)]

≤ 1
2

[d(x′
2mk , x′

2mk+2) +
α

2
[d(x′

2mk+1, x′
2nk+2) + d(x2mk+1, x2nk+2)]

+ (1 − α)d(A, B) + d(x′
2nk+3, x′

2nk+1)

+ d(x2mk−2, x2mk+2) +
α

2
[d(x2mk+1, x2nk+2) + d(x′

2mk+1, x′
2nk+2)]

+(1 − α)d(A, B) + d(x2nk+3, x2nk+1)
]

=
1
2

[d(x′
2mk , x′

2mk+2) + d(x′
2nk+3, x′

2nk+1) + d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)]

+
α

2
[d(x2mk+1, x2nk+2) + d(x′

2mk+1, x′
2nk+2)] + (1 − α)d(A, B)

=
1
2

[d(x′
2mk , x′

2mk+2) + d(x′
2nk+3, x′

2nk+1) + d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)]

+
α

2
[d(F(x2mk , x′

2mk ), G(x2nk+1, x′
2nk+1)) + d(F(x′

2mk , x2mk ), G(x′
2nk+1, x2nk+1))]

+ (1 − α)d(A, B)

≤ 1
2

[d(x′
2mk , x′

2mk+2) + d(x′
2nk+3, x′

2nk+1) + d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)]

+
α

2

[α

2
[d(x2mk , x2nk+1) + d(x′

2mk+1, x′
2nk+1) + (1 − α)d(A, B)]

+
α

2
[d(x′

2mk , x′
2nk+1) + d(x2mk+1, x2nk+1) + (1 − α)d(A, B)]

]

+ (1 − α)d(A, B)

=
1
2

[d(x′
2mk , x′

2mk+2) + d(x′
2nk+3, x′

2nk+1) + d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)]

+
α2

2
[d(x2mk , x2nk+1) + d(x′

2mk , x′
2nk+1)] + (1 − α2)d(A, B).

Taking k ® ∞, we get

d(A, B) + ε′ ≤ α2[d(A, B) + ε′] + (1 − α2)d(A, B) = d(A, B) + α2ε′

which contradicts. Therefore, we can conclude that (3.3) holds. □
Lemma 3.9. Let A and B be nonempty subsets of a metric space X, (A, B) and (B, A)

satisfy the property UC*. Let F : A × A ® B, G : B × B ® A and (F, G) be a cyclic con-
traction. If (x0, x′

0) ∈ A × A and define

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}, then {x2n}, {x′
2n}, {x2n+1} and {x′

2n+1} are Cauchy sequences.
Proof. By Lemma 3.7, we have d(x2n, x2n+1) ® d(A, B) and d(x2n+1, x2n+2) ® d(A, B).

Since (A, B) has a property UC*, we get d(x2n, x2n+2) ® 0. As (B, A) has a property
UC*, we also have d(x2n+1, x2n+3) ® 0.
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We now show that for every ε > 0 there exists N such that

d(x2m, x2n+1) ≤ d(A, B) + ε (3:5)

for all m >n ≥ N.
Suppose (3.5) not, then there exists ε > 0 such that for all k Î N there exists mk >nk

≥ k such that

d(x2mk , x2nk+1) > d(A, B) + ε. (3:6)

Now we have

d(A, B) + ε < d(x2mk , x2nk+1)

≤ d(x2mk , x2nk−1) + d(x2nk−1, x2nk+1)

≤ d(A, B) + ε + d(x2nk−1, x2nk+1)

Taking k ® ∞, we have d(x2mk , x2nk+1) → d(A, B) + ε.
By Lemma 3.8, there exists N Î N such that

1
2

[d(x′
2mk

, x′
2nk+1) + d(x2mk , x2nk+1)] < d(A, B) + ε (3:7)

for all m >n ≥ N. By using the triangle inequality we get

d(x2mk , x2nk+1)

≤ d(x2mk , x2mk+2) + d(x2mk+2, x2nk+3) + d(x2nk+3, x2nk+1)

= d(x2mk , x2mk+2) + d(G(x2mk+1, x′
2mk

+ 1), F(x2nk+2, x′
2nk

+ 2)) + d(x2nk+3, x2nk+1)

≤ d(x2mk , x2mk+2) +
α

2
[d(x2mk+1, x2nk+2) + d(x′

2mk
+ 1, x′

2nk
+ 2)] + (1 − α)d(A, B)

+ d(x2nk+3, x2nk+1)

=
α

2
[d(F(x2mk , x′

2mk
), G(x2nk+1, x′

2nk
+ 1)) + d(F(x′

2mk
, x2mk ), G(x′

2nk
+ 1, x2nk+1))]

+ (1 − α)d(A, B) + d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)

≤ α

2

[α

2
[d(x2mk , x2nk+1) + d(x′

2mk
, x′

2nk
+ 1) + (1 − α)d(A, B)]

+
α

2
[d(x′

2mk
, x′

2nk
+ 1) + d(x2mk , x2nk+1) + (1 − α)d(A, B)]

]

+ (1 − α)d(A, B) + d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)

= α2 1
2

[d(x2mk , x2nk+1) + d(x′
2mk

, x′
2nk

+ 1)] + (1 − α2)d(A, B)

+ d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)

< α2(d(A, B) + ε) + (1 − α2)d(A, B) + d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)

= d(A, B) + α2ε + d(x2mk , x2mk+2) + d(x2nk+3, x2nk+1)

Taking k ® ∞, we get

d(A, B) + ε ≤ d(A, B) + α2ε

which contradicts. Therefore, condition (3.5) holds. Since (3.5) holds and d(x2n, x2n
+1) ® d(A, B), by using property UC* of (A, B), we have {x2n} is a Cauchy sequence. In
similar way, we can prove that {x′

2n}, {x2n+1} and {x′
2n+1} are Cauchy sequences. □

Here we state the main results of this article on the existence and convergence of
coupled best proximity points for cyclic contraction pairs on nonempty subsets of
metric spaces satisfying the property UC*.
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Theorem 3.10. Let A and B be nonempty closed subsets of a complete metric space X
such that (A, B) and (B, A) satisfy the property UC*. Let F : A × A ® B, G : B × B ®
A and (F, G) be a cyclic contraction. Let (x0, x′

0) ∈ A × A and define

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}. Then F has a coupled best proximity point (p, q) Î A × A and G
has a coupled best proximity point (p’, q’) Î B × B such that

d(p, p′) + d(q, q′) = 2d(A, B).

Moreover, we have x2n® p, x′
2n → q , x2n+1 ® p’ and x′

2n+1 → q′.
Proof. By Lemma 3.7, we get d(x2n, x2n+1) ® d(A, B). Using Lemma 3.9, we have

{x2n} and {x′
2n} are Cauchy sequences. Thus, there exists p, q Î A such that x2n® p

and x′
2n → q. We obtain that

d(A, B) ≤ d(p, x2n−1) ≤ d(p, x2n) + d(x2n, x2n−1). (3:8)

Letting n ® ∞ in (3.8), we have d(p, x2n-1) ® d(A, B). By a similar argument we also
have d(q, x′

2n−1) → d(A, B). It follows that

d(x2n, F(p, q) = d(G(x2n−1, x′
2n−1), F(p, q))

≤ α

2
[d(x2n−1, p) + d(x′

2n−1, q)] + (1 − α)d(A, B).

Taking n ® ∞, we get d(p, F (p, q)) = d(A, B). Similarly, we can prove that d(q, F (q,
p)) = d(A, B). Therefore, we have (p, q) is a coupled best proximity point of F.
In similar way, we can prove that there exists p’, q’ Î B such that x2n+1 ® p’ and

x′
2n+1 → q′. Moreover, we also have d(p’, G(p’, q’)) = d(A, B) and d(q’, G(q’, p’)) = d(A,
B) and so (p’, q’) is a coupled best proximity point of G.
Finally, we show that d(p, p’) + d(q, q’) = 2d(A, B). For n Î N ∪ {0}, we have

d(x2n, x2n+1) = d(G(x2n−1, x′
2n−1), F(x2n, x′

2n))

≤ α

2
[d(x2n−1, x2n) + d(x′

2n−1, x′
2n)] + (1 − α)d(A, B).

Letting n ® ∞, we have

d(p, p′) ≤ α

2
[d(p, p′) + d(q, q′)] + (1 − α)d(A, B). (3:9)

For n Î N ∪ {0}, we have

d(x′
2n, x′

2n+1) = d(G(x′
2n−1, x2n−1), F(x′

2n, x2n))

≤ α

2
[d(x′

2n−1, x′
2n) + d(x2n−1, x2n)] + (1 − α)d(A, B).

Letting n ® ∞, we have

d(q, q′) ≤ α

2
[d(q, q′) + d(p, p′)] + (1 − α)d(A, B). (3:10)
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It follows from (3.9) and (3.10) that

d(p, p′) + d(q, q′) ≤ α[d(p, p′) + d(q, q′)] + 2(1 − α)d(A, B).

which implies that

d(p, p′) + d(q, q′) ≤ 2d(A, B). (3:11)

Since d(A, B) ≤ d(p, p’) and d(A, B) ≤ d(q, q’), we have

2d(A, B) ≤ d(p, p′) + d(q, q′). (3:12)

From (3.11) and (3.12), we get

d(p, p′) + d(q, q′) = 2d(A, B).

This complete the proof. □
Note that every pair of nonempty closed subsets A, B of a uniformly convex Banach

space X such that A is convex satisfies the property UC*. Therefore, we obtain the fol-
lowing corollary.
Corollary 3.11. Let A and B be nonempty closed convex subsets of a uniformly convex

Banach space X, F : A × A ® B, G : B × B ® A and (F, G) be a cyclic contraction. Let
(x0, x′

0) ∈ A × A and define

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}. Then F has a coupled best proximity point (p, q) Î A × A and G
has a coupled best proximity point (p’, q’) Î B × B such that

d(p, p′) + d(q, q′) = 2d(A, B).

Moreover, we have x2n® p, x′
2n → q , x2n+1 ® p’ and x′

2n+1 → q′.
Next, we give some illustrative example of Corollary 3.11.
Example 3.12. Consider uniformly convex Banach space X = ℝ with the usual norm.

Let A = [1,2] and B = [-2, -1]. Thus d(A, B) = 2. Define F : A × A ® B and G : B × B
® A by

F(x, x′) =
−x − x′ − 2

4

and

G(x, x′) =
−x − x′ + 2

4
.

For arbitrary (x, x’) Î A × A and (y, y’) Î B × B and fixed α = 1
2 , we get

d(F(x, x′), G(y, y′) =
∣∣∣∣
−x − x′ − 2

4
− −y − y′ + 2

4

∣∣∣∣

≤ |x − y| + |x′ − y′|
4

+ 1

=
α

2
[d(x, y) + d(x′, y′)] + 1(1 − α)d(A, B).
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This implies that (F, G) is a cyclic contraction with α = 1
2. Since A and B are convex,

we have (A, B) and (B, A) satisfy the property UC*. Therefore, all hypothesis of Corol-
lary 3.11 hold. So F has a coupled best proximity point and G has a coupled best proxi-
mity point. We note that a point (1, 1) Î A × A is a unique coupled best proximity
point of F and a point (-1, -1) Î B × B is a unique coupled best proximity point of G.
Furthermore, we get

d(1, −1) + d(1, −1) = 4 = 2d(A, B).

Theorem 3.13. Let A and B be nonempty compact subsets of a metric space X, F :
A×A ® B, G : B × B ® A and (F, G) be a cyclic contraction pair. If (x0, x′

0) ∈ A × A
and define

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}, then F has a coupled best proximity point (p, q) Î A × A and G
has a coupled best proximity point (p’, q’) Î B × B such that

d(p, p′) + d(q, q′) = 2d(A, B).

Proof. Since x0, x′
0 ∈ A and

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}, we have x2n, x′
2n ∈ A and x2n+1, x′

2n+1 ∈ B for all n Î N ∪ {0}. As
A is compact, the sequence {x2n} and {x′

2n} have convergent subsequences {x2nk} and
{x′

2nk
}, respectively, such that

x2nk → p ∈ A and x′
2nk

→ q ∈ A.

Now, we have

d(A, B) ≤ d(p, x2nk−1) ≤ d(p, x2nk ) + d(x2nk , x2nk−1). (3:13)

By Lemma 3.7, we have d(x2nk , x2nk−1) → d(A, B). Taking k ® ∞ in (3.13), we get
d(p, x2nk−1) → d(A, B). By a similar argument we observe that d(q, x2nk−1) → d(A, B).
Note that

d(A, B) ≤ d((x2nk , F(p, q))

= d(G(x2nk−1, x′
2nk−1), F(p, q))

≤ α

2
[d(x2nk−1, p) + d(x′

2nk−1, q)] + (1 − α)d(A, B).

Taking k ® ∞, we get d(p, F (p, q)) = d(A, B). Similarly, we can prove that d(q, F(q, p)) =
d(A, B). Thus F has a coupled best proximity (p, q) Î A × A. In similar way, since B is
compact, we can also prove that G has a coupled best proximity point in (p’, q’) Î B × B.
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For d(p, p’) + d(q, q’) = 2d(A, B) similar to the final step of the proof of Theorem 3.10.
This complete the proof. □

4 Coupled fixed point theorem
In this section, we give the new coupled fixed point theorem for a cyclic contraction
pair.
Theorem 4.1. Let A and B be nonempty closed subsets of a complete metric space X,

F : A × A ® B, G : B × B ® A and (F, G) be a cyclic contraction. Let (x0, x′
0) ∈ A × A

and define

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}. If d(A, B) = 0, then F and G have a unique common coupled
fixed point (p, q) Î A ∩ B × A ∩ B. Moreover, we have x2n® p, x′

2n → q, x2n+1 ® p
and x′

2n+1 → q.
Proof. Since d(A, B) = 0, we get (A, B) and (B, A) have the property UC*. Therefore,

by Theorem 3.10 claim that F has a coupled best proximity point (p, q) Î A × A that
is

d(p, F(p, q)) = d(q, F(q, p)) = d(A, B) (4:1)

and G has a coupled best proximity point (p’, q’) Î B × B that is

d(p′, G(p′, q′)) = d(q′, G(q′, p′)) = d(A, B). (4:2)

Moreover, we have

d(p, p′) + d(q, q′) = 2d(A, B). (4:3)

From (4.1) and d(A, B) = 0, we conclude that

p = F(p, q) and q = F(q, p)

that is (p, q) is a coupled fixed point of F . It follows from (4.2) and d(A, B) = 0, we
get

p′ = G(p′, q′) and q′ = G(q′, p′)

that is (p’, q’) is a coupled fixed point of G. Using (4.3) and the fact that d(A, B) = 0,
we have

d(p, p′) + d(q, q′) = 0

which implies that p = p’ and q = q’. Therefore, we conclude that (p, q) Î A ∩ B × A
∩ B is a common coupled fixed point of F and G.
Finally, we show the uniqueness of common coupled fixed point of F and G. Let

(p̂, q̂) be another common coupled fixed point of F and G. So p̂ = G(p̂, q̂) and

q̂ = G(q̂, p̂). Now, we obtain that

d(p, p̂) = d(F(p, q), G(p̂, q̂)) ≤ α

2
[d(p, p̂) + d(q, q̂)] (4:4)
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and also

d(q, q̂) = d(F(q, p), G(q̂, p̂)) ≤ α

2
[d(q, q̂) + d(p, p̂)]. (4:5)

It follows from (4.4) and (4.5) that

d(p, p̂) + d(q, q̂) ≤ α[d(p, p̂) + d(q, q̂)],

which implies that d(p̂, q̂) + d(q, q̂) = 0 and so d(p, p̂) = 0 and d(q, q̂) = 0 . Therefore,

(p, q) is a unique common coupled fixed point in A ∩ B × A ∩ B. □
Example 4.2. Consider X = ℝ with the usual metric, A = [-1, 0] and B = [0,1] .

Define F : A × A ® B by F(x, y) = −x + y
4

and G(x, y) = −x + y
8

. Then d(A, B) = 0 and

(F, G) is a cyclic contraction with α = 1
2. Indeed, for arbitrary (x, x’) Î A × A and (y, y’)

Î B × B, we have

d(F(x, x′), G(y, y′)) =
∣∣∣∣−

x + x′

4
+

y + y′

4

∣∣∣∣

≤
∣∣∣∣−

x + x′

4
+

2y + 2y′

8

∣∣∣∣

=
1
4

(|x − y| + |x′ − y′|)

=
α

2
[d(x, y) + d(x′, y′)] + (1 − α)d(A, B).

Therefore, all hypothesis of Theorem 4.1 hold. So F and G have a unique common
coupled fixed point and this point is (0, 0) Î A ∩ B × A ∩ B.
If we take A = B in Theorem 4.1, then we get the following results.
Corollary 4.3. Let A be nonempty closed subsets of a complete metric space X, F :

A×A ® A and G : A×A ® A and let the order pair (F, G) is a cyclic contraction. Let
(x0, x′

0) ∈ A × A and define

x2n+1 = F(x2n, x′
2n), x′

2n+1 = F(x′
2n, x2n)

and

x2n+2 = G(x2n+1, x′
2n+1), x′

2n+2 = G(x′
2n+1, x2n+1)

for all n Î N ∪ {0}. Then F and G have a unique common coupled fixed point (p, q)

Î A×A. Moreover, we have x2n® p, x′
2n → q , x2n+1 ® p and x′

2n+1 → q

We take F = G in Corollary 4.3, then we get the following results.
Corollary 4.4. Let A be nonempty closed subsets of a complete metric space X, F :

A×A ® A and

d(F(x, x′), F(y, y′)) ≤ α

2
[d(x, y) + d(x′, y′)] (4:6)

for all (x, x’), (y, y’) Î A × A. Then F has a unique coupled fixed point (p, q) Î A ×
A.

Example 4.5. Consider X = ℝ with the usual metric and A = [0, 1
2 ]. Define F : A×A

® A by
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F(x, y) =






x2 − y2

4
; x ≥ y

0; x < y.

We show that F satisfies (4.6) with α = 1
2. Let (x, x’), (y, y’) Î A × A.

Case 1: If x < x’ and y < y’, then

d(F(x, x′), F(y, y′)) = 0 ≤ 1
4

[|x − y| + |x′ − y′|] =
α

2
[d(x, y) + d(x′, y′)].

Case 2: If x < x’ and y ≥ y’, then

d(F(x, x′), F(y, y′)) =
∣∣∣∣0 − y2 − y′2

4

∣∣∣∣

≤ 1
4

[|y − y′| |y + y′|]

≤ 1
4

|y − y′|

=
1
4

(y − y′)

<
1
4

[(y − y′) + (x′ − x)]

≤ 1
4

[
∣∣x − y

∣∣ +
∣∣x′ − y′∣∣]

=
α

2
[d(x, y) + d(x′, y′)].

Case 3: If x ≥ x’ and y < y’. In this case we can prove by a similar argument as in
case 2.
Case 4: If x ≥ x’ and y ≥ y’, then

d(F(x, x′), F(y, y′)) =

∣∣∣∣∣
x2 − x′2

4
− y2 − y′2

4

∣∣∣∣∣

≤ 1
4

[|x − x′| |x + x′| + |y − y′| |y + y′|]

≤ 1
4

[|x − x′| + |y − y′|]

=
α

2
[d(x, y) + d(x′, y′)].

Thus condition (4.6) holds with α = 1
2. Therefore, by Corollary 4.4 F has the unique

coupled fixed point in A that is a point (0, 0).
Open problems:

• In Theorem 3.10, can be replaced the property UC* by a more general condition
?
• In Theorem 3.10, can be drop the property UC* ?
• Can be extend the result in this article to another spaces ?
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We generalized the notion of proximal contractions of the first and the second kinds and
established the best proximity point theorems for these classes. Our results improve and extend
recent result of Sadiq Basha (2011) and some authors.

1. Introduction

The significance of fixed point theory stems from the fact that it furnishes a unified treatment
and is a vital tool for solving equations of form Tx = x where T is a self-mapping defined on
a subset of a metric space, a normed linear space, topological vector space or some suitable
space. Some applications of fixed point theory can be found in [1–12]. However, almost all
such results dilate upon the existence of a fixed point for self-mappings. Nevertheless, if
T is a non-self-mapping, then it is probable that the equation Tx = x has no solution, in
which case best approximation theorems explore the existence of an approximate solution
whereas best proximity point theorems analyze the existence of an approximate solution that
is optimal. A classical best approximation theorem was introduced by Fan [13]; that is, if A
is a nonempty compact convex subset of a Hausdorff locally convex topological vector space
B and T : A → B is a continuous mapping, then there exists an element x ∈ A such that
d(x, Tx) = d(Tx,A). Afterward, several authors, including Prolla [14], Reich [15], Sehgal,
and Singh [16, 17], have derived extensions of Fan’s theorem inmany directions. Other works
of the existence of a best proximity point for contractions can be seen in [18–21]. In 2005,
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Eldred et al. [22] have obtained best proximity point theorems for relatively nonexpansive
mappings. Best proximity point theorems for several types of contractions have been
established in [23–36].

Recently, Sadiq Basha in [37] gave necessary and sufficient to claimed that the
existence of best proximity point for proximal contraction of first kind and the second kind
which are non-self mapping analogues of contraction self-mappings and also established
some best proximity and convergence theorem as follow.

Theorem 1.1 (see [37, Theorem 3.1]). Let (X, d) be a complete metric space and let A and B be
nonempty, closed subsets of X. Further, suppose that A0 and B0 are nonempty. Let S : A → B,
T : B → A and g : A ∪ B → A ∪ B satisfy the following conditions.

(a) S and T are proximal contractions of first kind.

(b) g is an isometry.

(c) The pair (S, T) is a proximal cyclic contraction.

(d) S(A0) ⊆ B0, T(B0) ⊆ A0.

(e) A0 ⊆ g(A0) and B0 ⊆ g(B0).

Then, there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d
(
gx, Sx

)
= d
(
gy, Ty

)
= d
(
x, y
)
= d(A,B). (1.1)

Moreover, for any fixed x0 ∈ A0, the sequence {xn}, defined by

d
(
gxn+1, Sxn

)
= d(A,B), (1.2)

converges to the element x. For any fixed y0 ∈ B0, the sequence {yn}, defined by

d
(
gyn+1, Tyn

)
= d(A,B), (1.3)

converges to the element y.
On the other hand, a sequence {un} in A converges to x if there is a sequence of positive

numbers {εn} such that

lim
n→∞

εn = 0, d(un+1, zn+1) ≤ εn, (1.4)

where zn+1 ∈ A satisfies the condition that d(zn+1, Sun) = d(A,B).

Theorem 1.2 (see [37, Theorem 3.4]). Let (X, d) be a complete metric space and let A and B be
nonempty, closed subsets of X. Further, suppose that A0 and B0 are nonempty. Let S : A → B and
g : A → A satisfy the following conditions.

(a) S is proximal contractions of first and second kinds.

(b) g is an isometry.

(c) S preserves isometric distance with respect to g.
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(d) S(A0) ⊆ B0.

(e) A0 ⊆ g(A0).

Then, there exists a unique point x ∈ A such that

d
(
gx, Sx

)
= d(A,B). (1.5)

Moreover, for any fixed x0 ∈ A0, the sequence {xn}, defined by

d
(
gxn+1, Sxn

)
= d(A,B), (1.6)

converges to the element x.
On the other hand, a sequence {un} in A converges to x if there is a sequence of positive

numbers {εn} such that

lim
n−→∞

εn = 0, d(un+1, zn+1) ≤ εn, (1.7)

where zn+1 ∈ A satisfies the condition that d(zn+1, Sun) = d(A,B).

The aim of this paper is to introduce the new classes of proximal contractions which
are more general than class of proximal contraction of first and second kinds, by giving
the necessary condition to have best proximity points and we also give some illustrative
examples of our main results. The results of this paper are extension and generalizations
of main result of Sadiq Basha in [37] and some results in the literature.

2. Preliminaries

Given nonvoid subsets A and B of a metric space (X, d), we recall the following notations
and notions that will be used in what follows:

d(A,B) := inf
{
d
(
x, y
)
: x ∈ A, y ∈ B},

A0 :=
{
x ∈ A : d

(
x, y
)
= d(A,B) for some y ∈ B},

B0 :=
{
y ∈ B : d

(
x, y
)
= d(A,B) for some x ∈ A}.

(2.1)

If A ∩ B /= ∅, then A0 and B0 are nonempty. Further, it is interesting to notice that A0

and B0 are contained in the boundaries ofA and B, respectively, providedA and B are closed
subsets of a normed linear space such that d(A,B) > 0 (see [31]).

Definition 2.1 ([37, Definition 2.2]). A mapping S : A → B is said to be a proximal contraction
of the first kind if there exists α ∈ [0, 1) such that

d(u, Sx) = d
(
v, Sy

)
= d(A,B) =⇒ d(u, v) ≤ αd(x, y) (2.2)

for all u, v, x, y ∈ A.
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It is easy to see that a self-mapping that is a proximal contraction of the first kind
is precisely a contraction. However, a non-self-proximal contraction is not necessarily a
contraction.

Definition 2.2 (see [37, Definition 2.3]). A mapping S : A → B is said to be a proximal
contraction of the second kind if there exists α ∈ [0, 1) such that

d(u, Sx) = d
(
v, Sy

)
= d(A,B) =⇒ d(Su, Sv) ≤ αd(Sx, Sy) (2.3)

for all u, v, x, y ∈ A.

Definition 2.3. Let S : A → B and T : B → A. The pair (S, T) is said to be a proximal cyclic
contraction pair if there exists a nonnegative number α < 1 such that

d(a, Sx) = d
(
b, Ty

)
= d(A,B) =⇒ d(a, b) ≤ αd(x, y) + (1 − α)d(A,B) (2.4)

for all a, x ∈ A and b, y ∈ B.

Definition 2.4. Leting S : A → B and an isometry g : A → A, the mapping S is said to
preserve isometric distance with respect to g if

d
(
Sgx, Sgy

)
= d
(
Sx, Sy

)
(2.5)

for all x, y ∈ A.

Definition 2.5. A point x ∈ A is said to be a best proximity point of the mapping S : A → B if it
satisfies the condition that

d(x, Sx) = d(A,B). (2.6)

It can be observed that a best proximity reduces to a fixed point if the underlying
mapping is a self-mapping.

Definition 2.6. A is said to be approximatively compact with respect to B if every sequence {xn}
in A satisfies the condition that d(y, xn) → d(y,A) for some y ∈ B has a convergent
subsequence.

We observe that every set is approximatively compact with respect to itself and that
every compact set is approximatively compact. Moreover, A0 and B0 are nonempty set ifA is
compact and B is approximatively compact with respect to A.

3. Main Results

Definition 3.1. A mapping S : A → B is said to be a generalized proximal ψ-contraction of the
first kind, if for all u, v, x, y ∈ A satisfies

d(u, Sx) = d
(
v, Sy

)
= d(A,B) =⇒ d(u, v) ≤ ψ(d(x, y)), (3.1)
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where ψ : [0,∞) → [0,∞) is an upper semicontinuous function from the right such that
ψ(t) < t for all t > 0.

Definition 3.2. A mapping S : A → B is said to be a generalized proximal ψ-contraction of the
second kind, if for all u, v, x, y ∈ A satisfies

d(u, Sx) = d
(
v, Sy

)
= d(A,B) =⇒ d(Su, Sv) ≤ ψ(d(Sx, Sy)), (3.2)

where ψ : [0,∞) → [0,∞) is a upper semicontinuous from the right such that ψ(t) < t for all
t > 0.

It is easy to see that if we take ψ(t) = αt, where α ∈ [0, 1), then a generalized proximal
ψ-contraction of the first kind and generalized proximal ψ-contraction of the second kind
reduce to a proximal contraction of the first kind Definition 2.1 and a proximal contraction of
the second kind Definition 2.2, respectively. Moreover, it is easy to see that a self-mapping
generalized proximal ψ-contraction of the first kind and the second kind reduces to the
condition of Boy and Wong’ s fixed point theorem [3].

Next, we extend the result of Sadiq Basha [37] and the Banach’s contraction principle
to the case of non-self-mappings which satisfy generalized proximal ψ-contraction condition.

Theorem 3.3. Let (X, d) be a complete metric space and let A and B be nonempty, closed subsets of
X such that A0 and B0 are nonempty. Let S : A → B, T : B → A, and g : A ∪ B → A ∪ B satisfy
the following conditions:

(a) S and T are generalized proximal ψ-contraction of the first kind;

(b) g is an isometry;

(c) The pair (S, T) is a proximal cyclic contraction;

(d) S(A0) ⊆ B0, T(B0) ⊆ A0;

(e) A0 ⊆ g(A0) and B0 ⊆ g(B0).

Then, there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d
(
gx, Sx

)
= d
(
gy, Ty

)
= d
(
x, y
)
= d(A,B). (3.3)

Moreover, for any fixed x0 ∈ A0, the sequence {xn}, defined by

d
(
gxn+1, Sxn

)
= d(A,B), (3.4)

converges to the element x. For any fixed y0 ∈ B0, the sequence {yn}, defined by

d
(
gyn+1, Tyn

)
= d(A,B), (3.5)

converges to the element y.
On the other hand, a sequence {un} in A converges to x if there is a sequence of positive

numbers {εn} such that
lim
n→∞

εn = 0, d(un+1, zn+1) ≤ εn, (3.6)

where zn+1 ∈ A satisfies the condition that d(gzn+1, Sun) = d(A,B).
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Proof. Let x0 be a fixed element inA0. In view of the fact that S(A0) ⊆ B0 andA0 ⊆ g(A0), it is
ascertained that there exists an element x1 ∈ A0 such that

d
(
gx1, Sx0

)
= d(A,B). (3.7)

Again, since S(A0) ⊆ B0 and A0 ⊆ g(A0), there exists an element x2 ∈ A0 such that

d
(
gx2, Sx1

)
= d(A,B). (3.8)

By similar fashion, we can find xn in A0. Having chosen xn, one can determine an element
xn+1 ∈ A0 such that

d
(
gxn+1, Sxn

)
= d(A,B). (3.9)

Because of the facts that S(A0) ⊆ B0 andA0 ⊆ g(A0), by a generalized proximal ψ-contraction
of the first kind of S, g is an isometry and property of ψ, for each n ∈ N, we have

d(xn+1, xn) = d
(
gxn+1, gxn

)

≤ ψ(d(xn, xn−1))

≤ d(xn, xn−1).

(3.10)

This means that the sequence {d(xn+1, xn)} is nonincreasing and bounded. Hence there exists
r ≥ 0 such that

lim
n→∞

d(xn+1, xn) = r. (3.11)

If r > 0, then

r = lim
n→∞

d(xn+1, xn)

≤ lim
n→∞

ψ(d(xn, xn−1))

= ψ(r)

< r,

(3.12)

which is a contradiction unless r = 0. Therefore,

αn := lim
n→∞

d(xn+1, xn) = 0. (3.13)

We claim that {xn} is a Cauchy sequence. Suppose that {xn} is not a Cauchy sequence. Then
there exists ε > 0 and subsequence {xmk}, {xnk} of {xn} such that nk > mk ≥ k with

rk := d(xmk , xnk) ≥ ε, d(xmk , xnk−1) < ε (3.14)
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for k ∈ {1, 2, 3, . . .}. Thus

ε ≤ rk ≤ d(xmk , xnk−1) + d(xnk−1, xnk)

< ε + αnk−1.
(3.15)

It follows from (3.13) that

lim
k→∞

rk = ε. (3.16)

On the other hand, by constructing the sequence {xn}, we have

d
(
gxmk+1, Sxmk

)
= d(A,B), d

(
gxnk+1, Sxnk

)
= d(A,B). (3.17)

Sine S is a generalized proximal ψ-contraction of the first kind and g is an isometry, we have

d(xmk+1, xnk+1) = d
(
gxmk+1, gxnk+1

) ≤ ψ(d(xmk , xnk)). (3.18)

Notice also that

ε ≤ rk ≤ d(xmk , xmk+1) + d(xnk+1, xnk) + d(xmk+1, xnk+1)

= αmk + αnk + d(xmk+1, xnk+1)

≤ αmk + αnk + ψ(d(xmk , xnk)).

(3.19)

Taking k → ∞ in above inequality, by (3.13), (3.16), and property of ψ, we get ε ≤ ψ(ε).
Therefore, ε = 0, which is a contradiction. So we obtain the claim and hence converge to some
element x ∈ A. Similarly, in view of the fact that T(B0) ⊆ A0 andA0 ⊆ g(A0), we can conclude
that there is a sequence {yn} such that d(gyn+1, Syn) = d(A,B) and converge to some element
y ∈ B. Since the pair (S, T) is a proximal cyclic contraction and g is an isometry, we have

d
(
xn+1, yn+1

)
= d
(
gxn+1, gyn+1

) ≤ αd(xn, yn
)
+ (1 − α)d(A,B). (3.20)

We take limit in (3.20) as n → ∞; it follows that

d
(
x, y
)
= d(A,B), (3.21)

so, we concluded that x ∈ A0 and y ∈ B0. Since S(A0) ⊆ B0 and T(B0) ⊆ A0, there is u ∈ A
and v ∈ B such that

d(u, Sx) = d(A,B) (3.22)

d
(
v, Ty

)
= d(A,B). (3.23)
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From (3.9), (3.22), and the notion of generalized proximal ψ-contraction of first kind of S, we
get

d
(
u, gxn+1

) ≤ ψ(d(x, xn)). (3.24)

Letting n → ∞, we get d(u, gx) ≤ ψ(0) = 0 and thus u = gx. Therefore

d
(
gx, Sx

)
= d(A,B). (3.25)

Similarly, we can show that v = gy and then

d
(
gy, Ty

)
= d(A, B). (3.26)

From (3.21), (3.25), and (3.26), we get

d
(
x, y
)
= d
(
gx, Sx

)
= d
(
gy, Ty

)
= d(A,B). (3.27)

Next, to prove the uniqueness, let us suppose that there exist x∗ ∈ A and y∗ ∈ B with
x /=x∗, y /=y∗ such that

d
(
gx∗, Sx∗) = d(A,B),

d
(
gy∗, Ty∗) = d(A,B).

(3.28)

Since g is an isometry, S and T are generalized proximal ψ-contractions of the first kind and
the property of ψ; it follows that

d(x, x∗) = d
(
gx, gx∗) ≤ ψ(d(x, x∗)) < d(x, x∗),

d
(
y, y∗) = d

(
gy, gy∗) ≤ ψ(d(y, y∗)) < d

(
y, y∗),

(3.29)

which is a contradiction, so we have x = x∗ and y = y∗. On the other hand, let {un} be a
sequence in A and let {εn} be a sequence of positive real numbers such that

lim
n→∞

εn = 0, d(un+1, zn+1) ≤ εn, (3.30)

where zn+1 ∈ A satisfies the condition that d(gzn+1, Sun) = d(A,B). Since S is a generalized
proximal ψ-contraction of first kind and g is an isometry, we have

d(xn+1, zn+1) ≤ ψ(d(xn, un)). (3.31)

Given ε > 0, we choose a positive integerN such that εn ≤ ε for all n ≥N; we obtain that

d(xn+1, un+1) ≤ d(xn+1, zn+1) + d(zn+1, un+1)

≤ ψ(d(xn, un)) + εn.
(3.32)
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Therefore, we get

d(un+1, x) ≤ d(un+1, xn+1) + d(xn+1, x)

≤ ψ(d(xn, un)) + εn + d(xn+1, x).
(3.33)

We claim that d(un, x) → 0 as n → ∞; supposing the contrary, by inequality (3.33) and
property of ψ, we get

lim
n→∞

d(un+1, x) ≤ lim
n→∞

(d(un+1, xn+1) + d(xn+1, x))

≤ lim
n→∞

(
ψ(d(xn, un)) + εn + d(xn+1, x)

)

= ψ

(
lim
n→∞

d(xn, un)
)

< lim
n→∞

d(xn, un)

≤ lim
n→∞

(d(xn, x) + d(x, un))

= lim
n→∞

d(x, un),

(3.34)

which is a contradiction, so we have {un} is convergent and it converges to x. This completes
the proof of the theorem.

If g is assumed to be the identity mapping, then by Theorem 3.3, we obtain the
following corollary.

Corollary 3.4. Let (X, d) be a complete metric space and let A and B be nonempty, closed subsets of
X. Further, suppose thatA0 and B0 are nonempty. Let S : A → B, T : B → A and g : A∪B → A∪B
satisfy the following conditions:

(a) S and T are generalized proximal ψ-contraction of the first kind;

(b) S(A0) ⊆ B0, T(B0) ⊆ A0;

(c) the pair (S, T) is a proximal cyclic contraction.

Then, there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d
(
gx, Sx

)
= d
(
gy, Ty

)
= d
(
x, y
)
= d(A,B). (3.35)

If we take ψ(t) = αt, where 0 ≤ α < 1, we obtain following corollary.

Corollary 3.5 (see [37, Theorem 3.1]). Let (X, d) be a complete metric space and A and B be
non-empty, closed subsets of X. Further, suppose that A0 and B0 are non-empty. Let S : A → B,
T : B → A and g : A ∪ B → A ∪ B satisfy the following conditions:

(a) S and T are proximal contractions of first kind;

(b) g is an isometry;
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(c) the pair (S, T) is a proximal cyclic contraction;

(d) S(A0) ⊆ B0, T(B0) ⊆ A0;

(e) A0 ⊆ g(A0) and B0 ⊆ g(B0).

Then, there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d
(
gx, Sx

)
= d
(
gy, Ty

)
= d
(
x, y
)
= d(A,B). (3.36)

Moreover, for any fixed x0 ∈ A0, the sequence {xn}, defined by

d
(
gxn+1, Sxn

)
= d(A,B), (3.37)

converges to the element x. For any fixed y0 ∈ B0, the sequence {yn}, defined by

d
(
gyn+1, Tyn

)
= d(A,B), (3.38)

converges to the element y.

If g is assumed to be the identity mapping in Corollary 3.5, we obtain the following
corollary.

Corollary 3.6. Let (X, d) be a complete metric space and letA andB be nonempty, closed subsets ofX.
Further, suppose thatA0 and B0 are nonempty. Let S : A → B, T : B → A, and g : A∪B → A∪B
satisfy the following conditions:

(a) S and T are proximal contractions of first kind;

(b) S(A0) ⊆ B0, T(B0) ⊆ A0;

(c) the pair (S, T) is a proximal cyclic contraction.

Then, there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d
(
gx, Sx

)
= d
(
gy, Ty

)
= d
(
x, y
)
= d(A,B). (3.39)

For a self-mapping, Theorem 3.3 includes the Boy andWong’ s fixed point theorem [3]
as follows.

Corollary 3.7. Let (X, d) be a complete metric space and let T : X → X be a mapping that satisfies
d(Tx, Ty) ≤ ψ(d(x, y)) for all x, y ∈ X, where ψ : [0,∞) → [0,∞) is an upper semicontinuous
function from the right such that ψ(t) < t for all t > 0. Then T has a unique fixed point v ∈ X.
Moreover, for each x ∈ X, {Tnx} converges to v.

Next, we give an example to show that Definition 3.1 is different form Definition 2.1;
moreover we give an example which supports Theorem 3.3.

Example 3.8. Consider the complete metric space R
2 with metric defined by

d
((
x1, y1

)
,
(
x2, y2

))
= |x1 − x2| +

∣∣y1 − y2
∣∣, (3.40)
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for all (x1, y1), (x2, y2) ∈ R
2. Let

A =
{(

0, y
)
: 0 ≤ y ≤ 1

}
, B =

{(
1, y
)
: 0 ≤ y ≤ 1

}
. (3.41)

Then d(A,B) = 1. Define the mappings S : A → B as follows:

S
((
0, y
))

=

(

1, y − y2

2

)

. (3.42)

First, we show that S is generalized proximal ψ-contraction of the first kind with the function
ψ : [0,∞) → [0,∞) defined by

ψ(t) =

⎧
⎪⎨

⎪⎩

t − t2

2
, 0 ≤ t ≤ 1,

t − 1, t > 1.
(3.43)

Let (0, x1), (0, x2), (0, a1) and (0, a2) be elements in A satisfying

d((0, x1), S(0, a1)) = d(A,B) = 1, d((0, x2), S(0, a2)) = d(A,B) = 1. (3.44)

It follows that

xi = ai −
a2i
2

for i = 1, 2. (3.45)

Without loss of generality, we may assume that a1 − a2 > 0, so we have

d((0, x1), (0, x2)) = d

((

0, a1 −
a21
2

)

,

(

0, a2 −
a22
2

))

=

∣∣∣∣∣

(

a1 −
a21
2

)

−
(

a2 −
a22
2

)∣∣∣∣∣

= (a1 − a2) −
(
a21
2

− a22
2

)

≤ (a1 − a2) − 1
2
(a1 − a2)2

= ψ(d((0, a1), (0, a2))).

(3.46)

Thus S is a generalized proximal ψ-contraction of the first kind.
Next, we prove that S is not a proximal contraction. Suppose S is proximal contraction

then for each (0, x), (0, y), (0, a), (0, b) ∈ A satisfying

d((0, x), S(0, a)) = d(A,B) = 1, d
((
0, y
)
, S(0, b)

)
= d(A,B) = 1, (3.47)
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there exists k ∈ [0, 1) such that

d
(
(0, x),

(
0, y
)) ≤ kd((0, a), (0, b)). (3.48)

From (3.47), we get

x = a − a2

2
, y = b − b2

2
, (3.49)

and thus
∣
∣
∣
∣
∣

(

a − a2

2

)

−
(

b − b2

2

)∣∣
∣
∣
∣
= d
(
(0, x),

(
0, y
))

≤ kd((0, a), (0, b))

= k|a − b|.

(3.50)

Letting b = 0 with a/= 0, we get

1 = lim
a→ 0+

(
1 − a

2

)
≤ k < 1, (3.51)

which is a contradiction. Therefore S is not a proximal contraction and Definition 3.1 is
different form Definition 2.1.

Example 3.9. Consider the complete metric space R
2 with Euclidean metric. Let

A =
{(

0, y
)
: y ∈ R

}
,

B =
{(

1, y
)
: y ∈ R

}
.

(3.52)

Define two mappings S : A → B, T : B → A and g : A ∪ B → A ∪ B as follows:

S
((
0, y
))

=
(
1,
y

4

)
, T

((
1, y
))

=
(
0,
y

4

)
, g

((
x, y
))

=
(
x,−y). (3.53)

Then it is easy to see that d(A,B) = 1, A0 = A, B0 = B and the mapping g is an isometry.
Next, we claim that S and T are generalized proximal ψ-contractions of the first kind.

Consider a function ψ : [0,∞) → [0,∞) defined by ψ(t) = t/2 for all t ≥ 0. If (0, y1), (0, y2) ∈
A such that

d
(
a, S
(
0, y1

))
= d(A,B) = 1, d

(
b, S
(
0, y2

))
= d(A,B) = 1 (3.54)

for all a, b ∈ A, then we have

a =
(
0,
y1

4

)
, b =

(
0,
y2

4

)
. (3.55)
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Because,

d(a, b) = d
((

0,
y1

4

)
,
(
0,
y2
4

))

=
∣
∣
∣
y1

4
− y2

4

∣
∣
∣

=
1
4
∣
∣y1 − y2

∣
∣

≤ 1
2
∣
∣y1 − y2

∣
∣

=
1
2
d
((
0, y1

)
,
(
0, y2

))

= ψ
(
d
((
0, y1

)
,
(
0, y2

)))
.

(3.56)

Hence S is a generalized proximal ψ-contraction of the first kind. If (1, y1), (1, y2) ∈ B such
that

d
(
a, T
(
1, y1

))
= d(A,B) = 1, d

(
b, T
(
1, y2

))
= d(A,B) = 1 (3.57)

for all a, b ∈ B, then we get

a =
(
1,
y1

4

)
, b =

(
1,
y2

4

)
. (3.58)

In the same way, we can see that T is a generalized proximal ψ-contraction of the first
kind. Moreover, the pair (S, T) forms a proximal cyclic contraction and other hypotheses of
Theorem 3.3 are also satisfied. Further, it is easy to see that the unique element (0, 0) ∈ A and
(1, 0) ∈ B such that

d
(
g(0, 0), S(0, 0)

)
= d
(
g(1, 0), T(1, 0)

)
= d((0, 0), (1, 0)) = d(A,B). (3.59)

Next, we establish a best proximity point theorem for non-self-mappings which are
generalized proximal ψ-contractions of the first kind and the second kind.

Theorem 3.10. Let (X, d) be a complete metric space and let A and B be non-empty, closed subsets
of X. Further, suppose that A0 and B0 are non-empty. Let S : A → B and g : A → A satisfy the
following conditions:

(a) S is a generalized proximal ψ-contraction of first and second kinds;

(b) g is an isometry;

(c) S preserves isometric distance with respect to g;

(d) S(A0) ⊆ B0;

(e) A0 ⊆ g(A0).
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Then, there exists a unique point x ∈ A such that

d
(
gx, Sx

)
= d(A,B). (3.60)

Moreover, for any fixed x0 ∈ A0, the sequence {xn}, defined by

d
(
gxn+1, Sxn

)
= d(A,B), (3.61)

converges to the element x.
On the other hand, a sequence {un} in A converges to x if there is a sequence of positive

numbers {εn} such that

lim
n→∞

εn = 0, d(un+1, zn+1) ≤ εn, (3.62)

where zn+1 ∈ A satisfies the condition that d(gzn+1, Sun) = d(A,B).

Proof. Since S(A0) ⊆ B0 and A0 ⊆ g(A0), similarly in the proof of Theorem 3.3, we can
construct the sequence {xn} of element in A0 such that

d
(
gxn+1, Sxn

)
= d(A,B) (3.63)

for nonnegative number n. It follows from g that is an isometry and the virtue of a generalized
proximal ψ-contraction of the first kind of S; we see that

d(xn, xn+1) = d
(
gxn, gxn+1

) ≤ ψ(d(xn, xn−1)) (3.64)

for all n ∈ N. Similarly to the proof of Theorem 3.3, we can conclude that the sequence {xn}
is a Cauchy sequence and converges to some x ∈ A. Since S is a generalized proximal ψ-
contraction of the second kind and preserves isometric distance with respect to g that

d(Sxn, Sxn+1) = d
(
Sgxn, Sgxn+1

)

≤ ψ(d(Sxn−1, Sxn))

≤ d(Sxn−1, Sxn),

(3.65)

this means that the sequence {d(Sxn+1, Sxn)} is nonincreasing and bounded below. Hence,
there exists r ≥ 0 such that

lim
n→∞

d(Sxn+1, Sxn) = r. (3.66)
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If r > 0, then

r = lim
n→∞

d(Sxn+1, Sxn)

≤ lim
n→∞

ψ(d(Sxn−1, Sxn))

= ψ(r)

< r,

(3.67)

which is a contradiction, unless r = 0. Therefore

βn := lim
n→∞

d(Sxn+1, Sxn) = 0. (3.68)

We claim that {Sxn} is a Cauchy sequence. Suppose that {Sxn} is not a Cauchy sequence.
Then there exists ε > 0 and subsequence {Sxmk}, {Sxnk} of {Sxn} such that nk > mk ≥ k with

rk := d(Sxmk , Sxnk) ≥ ε, d(Sxmk , Sxnk−1) < ε (3.69)

for k ∈ {1, 2, 3, . . .}. Thus

ε ≤ rk ≤ d(Sxmk , Sxnk−1) + d(Sxnk−1, Sxnk)

< ε + βnk−1,
(3.70)

it follows from (3.68) that

lim
k→∞

rk = ε. (3.71)

Notice also that

ε ≤ rk ≤ d(Sxmk , Sxmk+1) + d(Sxnk+1, Sxnk) + d(Sxmk+1, Sxnk+1)

= βmk + βnk + d(Sxmk+1, Sxnk+1)

≤ βmk + βnk + ψ(d(Sxmk , Sxnk)).

(3.72)

Taking k → ∞ in previous inequality, by (3.68), (3.71), and property of ψ, we get ε ≤ ψ(ε).
Hence, ε = 0, which is a contradiction. So we obtain the claim and then it converges to some
y ∈ B. Therefore, we can conclude that

d
(
gx, y

)
= lim

n→∞
d
(
gxn+1, Sxn

)
= d(A,B). (3.73)
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That is gx ∈ A0. Since A0 ⊆ g(A0), we have gx = gz for some z ∈ A0 and then d(gx, gz) = 0.
By the fact that g is an isometry, we have d(x, z) = d(gx, gz) = 0. Hence x = z and so x
becomes to a point in A0. As S(A0) ⊆ B0 that

d(u, Sx) = d(A,B) (3.74)

for some u ∈ A. It follows from (3.63) and (3.74) that S is a generalized proximal ψ-
contraction of the first kind that

d
(
u, gxn+1

) ≤ ψ(d(x, xn)) (3.75)

for all n ∈ N. Taking limit as n → ∞, we get the sequence {gxn} converging to a point u. By
the fact that g is continuous, we have

gxn −→ gx as n −→ ∞. (3.76)

By the uniqueness of limit of the sequence, we conclude that u = gx. Therefore, it results that
d(gx, Sx) = d(u, Sx) = d(A,B). The uniqueness and the remaining part of the proof follow
as in Theorem 3.3. This completes the proof of the theorem.

If g is assumed to be the identity mapping, then by Theorem 3.10, we obtain the
following corollary.

Corollary 3.11. Let (X, d) be a complete metric space and letA and B be nonempty, closed subsets of
X. Further, suppose that A0 and B0 are nonempty. Let S : A → B satisfy the following conditions:

(a) S is a generalized proximal ψ-contraction of first and second kinds;

(b) S(A0) ⊆ B0.

Then, there exists a unique point x ∈ A such that

d(x, Sx) = d(A,B). (3.77)

Moreover, for any fixed x0 ∈ A0, the sequence {xn}, defined by

d(xn+1, Sxn) = d(A,B), (3.78)

converges to the best proximity point x of S.

If we take ψ(t) = αt, where 0 ≤ α < 1 in Theorem 3.10, we obtain following corollary.

Corollary 3.12 (see [37, Theorem 3.4]). Let (X, d) be a complete metric space and let A and B be
non-empty, closed subsets of X. Further, suppose that A0 and B0 are non-empty. Let S : A → B and
g : A → A satisfy the following conditions:

(a) S is a proximal contraction of first and second kinds;

(b) g is an isometry;
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(c) S preserves isometric distance with respect to g;

(d) S(A0) ⊆ B0;

(e) A0 ⊆ g(A0).

Then, there exists a unique point x ∈ A such that

d
(
gx, Sx

)
= d(A,B). (3.79)

Moreover, for any fixed x0 ∈ A0, the sequence {xn}, defined by

d
(
gxn+1, Sxn

)
= d(A,B), (3.80)

converges to the element x.

If g is assumed to be the identity mapping in Corollary 3.12, we obtain the following
corollary.

Corollary 3.13. Let (X, d) be a complete metric space and let A and B be non-empty, closed subsets
ofX. Further, suppose thatA0 and B0 are non-empty. Let S : A → B satisfy the following conditions:

(a) S is a proximal contraction of first and second kinds;

(b) S(A0) ⊆ B0.

Then, there exists a unique point x ∈ A such that

d(x, Sx) = d(A,B). (3.81)

Moreover, for any fixed x0 ∈ A0, the sequence {xn}, defined by

d(xn+1, Sxn) = d(A,B), (3.82)

converges to the best proximity point x of S.
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Abstract
In this paper, we introduced a new type of a contractive condition defined on an
ordered space, namely a P-contraction, which generalizes the weak contraction. We
also proved some fixed point theorems for such a condition in ordered metric spaces.
A supporting example of our results is provided in the last part of our paper as well.
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1 Introduction and preliminaries
It is well known that the Banach contraction principle has been improved in different
directions in different spaces by mathematicians over the years. Even in the contemporary
research, it remains a heavily investigated branch. Thus, several authors have generalized
the principle in various ways (see, for example, [–]).

In , Alber and Guerre-Delabriere [] have introduced the concept of weak con-
traction in Hilbert spaces. Later, Rhoades [] showed, in , that these results are also
valid in complete metric spaces. We state the result of Rhoades in the following.

A mapping f : X → X, where (X, d) is a metric space, is said to be weakly contractive if

d(fx, fy) ≤ d(x, y) – ϕ
(
d(x, y)

)
(.)

for all x, y ∈ X and ϕ : [, +∞) → [, +∞) is a function satisfying:
(i) ϕ is continuous and nondecreasing;

(ii) ϕ(t) =  if and only if t = ;
(iii) limt→+∞ ϕ(t) = +∞.

Note that (.) reduces to an ordinary contraction when ϕ(t) := kt, where  ≤ k < .

Theorem . ([]) Let (X, d) be a complete metric space and f be a weakly contractive
mapping. Then f has a unique fixed point x∗ in X.

An interesting way to generalize this theorem is to consider it in case a partial ordering
is defined on the space. Recall that a relation � is a partial ordering on a set X if it is
reflexive, antisymmetric and transitive. By this meaning, we write b � a instead of a � b
to emphasize some particular cases. Any a, b ∈ X are said to be comparable if a � b or
a � b. If a set X has a partial ordering � defined on it, we say that it is a partially ordered set
(w.r.t. �) and denote it by (X,�). (X,�) is said to be a totally ordered set if any two elements
in X are comparable. Moreover, it is said to be a sequentially ordered set if each element

© 2012 Chaipunya et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
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of a convergent sequence in X is comparable with its limit. Yet, if (X, d) is a metric space
and (X,�) is a partially ordered (totally ordered, sequentially ordered) set, we say that X
is a partially ordered (totally ordered, sequentially ordered, respectively) metric space, and
it will be denoted by (X,�, d).

In , Harjani and Sadarangani [] carried the work of Rhoades [] into partially
ordered metric spaces. We now state the result proved in [] as follows.

Theorem . ([]) Let (X,�, d) be a complete partially ordered metric space and let f :
X → X be a continuous and nondecreasing mapping such that

d(fx, fy) ≤ d(x, y) – ϕ
(
d(x, y)

)

for x � y, where ϕ : [, +∞) → [, +∞) is a function satisfying:
(i) ϕ is continuous and nondecreasing;

(ii) ϕ(t) =  if and only if t = ;
(iii) limt→+∞ ϕ(t) = +∞.

If there exists x ∈ X such that x � fx, then f has a fixed point.

Harjini and Sadarangani [] also proved fixed point theorems for noncontinuous map-
pings, nonincreasing mappings and even for non-monotonic mappings.

The aim of this paper is to introduce a weak condition which resulted in the concept
called a P-contraction.

2 P-functions
In this section, we introduce our concept of a P-function and some of its fundamental
properties. Not to be ambiguous, we assume that R represents the set of all real numbers
while N represents the set of all positive integers.

Definition . Let (X,�, d) be a partially ordered metric space. A function � : X ×X →R

is called a P-function w.r.t. � in X if it satisfies the following conditions:
(i) �(x, y) ≥  for every comparable x, y ∈ X ;

(ii) for any sequences {xn}+∞
n= , {yn}+∞

n= in X such that xn and yn are comparable at each
n ∈N, if limn→+∞ xn = x and limn→+∞ yn = y, then limn→+∞ �(xn, yn) = �(x, y);

(iii) for any sequences {xn}+∞
n= , {yn}+∞

n= in X such that xn and yn are comparable at each
n ∈N, if limn→+∞ �(xn, yn) = , then limn→+∞ d(xn, yn) = .

If, in addition, the following condition is also satisfied:
(A) for any sequences {xn}+∞

n= , {yn}+∞
n= in X such that xn and yn are comparable at each

n ∈N, if the limit limn→+∞ d(xn, yn) exists, then the limit limn→+∞ �(xn, yn) also
exists,

then � is said to be a P-function of type (A) w.r.t. � in X.

Example . Let (X,�, d) be a partially ordered metric space. Suppose that the function
ϕ : [, +∞) → [, +∞) is defined as in Theorem .. Then ϕ ◦ d is a P-function of type (A)
w.r.t. � in X.

Proposition . Let (X,�, d) be a partially ordered metric space and � : X × X → R be a
P-function w.r.t. � in X. If x, y ∈ X are comparable and �(x, y) = , then x = y.

http://www.fixedpointtheoryandapplications.com/content/2012/1/219
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Proof Let x, y ∈ X be comparable and �(x, y) = . Define {xn}+∞
n= and {yn}+∞

n= to be two con-
stant sequences in X such that xn = x and yn = y for all n ∈N. It follows from the definition
of a P-function, since x and y are comparable, that d(x, y) = . That is, x = y. �

Corollary . Let (X,�, d) be a totally ordered metric space and � : X × X → R be a
P-function w.r.t. � in X. If x, y ∈ X and �(x, y) = , then x = y.

Proof Since X is totally ordered, any x, y ∈ X are comparable. The rest of the proof is
straightforward. �

Example . Let X = R. Define d,� : X × X → R with d(x, y) = |x – y| and �(x, y) =  +
|x – y|. If X is endowed with a usual ordering ≤, then (X,≤, d) is a totally ordered metric
space with � as a P-function of type (A) w.r.t. ≤ in X. Note that �(x, y) �=  for all x, y ∈ X,
even when x = y.

This example shows that the converse of Proposition . and that of Corollary . are
not generally true.

Definition . Let (X,�, d) be a partially ordered metric space, a mapping f : X → X is
called a P-contraction w.r.t. � if there exists a P-function � : X ×X →R w.r.t. � in X such
that

d(fx, fy) ≤ d(x, y) – �(x, y) (.)

for any comparable x, y ∈ X. Naturally, if there exists a P-function of type (A) w.r.t. � in
X such that the inequality (.) holds for any comparable x, y ∈ X, then f is said to be a
P-contraction of type (A) w.r.t. �.

Remark . From Example ., it follows that in partially ordered metric spaces, a weak
contraction is also a P-contraction.

3 Fixed point results
3.1 Fixed point theorems for monotonic mappings
Theorem . Let (X,�, d) be a complete partially ordered metric space and f : X → X be
a continuous and nondecreasing P-contraction of type (A) w.r.t. �. If there exists x ∈ X
with x � fx, then {f nx}+∞

n= converges to a fixed point of f in X.

Proof For the existence of the fixed point, we choose x ∈ X such that x � fx. If fx = x,
then the proof is finished. Suppose that fx �= x. We define a sequence {xn}+∞

n= such that
xn = f nx. Since x � fx and f is nondecreasing w.r.t. �, we obtain

x � x � x � · · · � xn � xn+ � · · · .

If there exists n ∈ N such that �(xn , xn+) = d(xn , xn+), then by the notion of
P-contractivity, the proof is finished. Therefore, we assume that �(xn, xn+) < d(xn, xn+)
for all n ∈N. Also, assume that �(xn, xn+) �=  for all n ∈N. Otherwise, we can find n ∈N

with xn = xn+, that is, xn = fxn , and the proof is finished. Hence, we consider only the
case where  < �(xn, xn+) < d(xn, xn+) for all n ∈N.

http://www.fixedpointtheoryandapplications.com/content/2012/1/219
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Since xn � xn+ for all n ∈N, we have

d(xn, xn+) = d(fxn–, fxn)

≤ d(xn–, xn) – �(xn–, xn)

≤ d(xn–, xn)

for all n ∈ N. Therefore, we have {d(xn, xn+)}+∞
n= nonincreasing. Since {d(xn, xn+)}+∞

n= is
bounded, there exists l ≥  such that limn→+∞ d(xn, xn+) = l. Thus, there exists q ≥  such
that limn→+∞ �(xn, xn+) = q.

Assume that l > . Then, by the P-contractivity of f , we have

l ≤ l – q.

Hence, q = , which implies that l = , a contradiction. Therefore, we have

lim
n→+∞ d(xn, xn+) = . (.)

Now we show that {xn}+∞
n= is a Cauchy sequence in X. Assume the contrary. Then

there exists ε >  for which we can define subsequences {xmk }+∞
k= and {xnk }+∞

k= of {xn}+∞
n=

such that nk is minimal in the sense that nk > mk > k and d(xmk , xnk ) ≥ ε. Therefore,
d(xmk , xnk –) < ε. Observe that

ε ≤ d(xmk , xnk )

≤ d(xmk , xnk –) + d(xnk –, xnk )

< ε + d(xnk –, xnk ).

Letting k → +∞, we obtain ε ≤ limk→+∞ d(xmk , xnk ) ≤ ε and so

lim
k→+∞

d(xmk , xnk ) = ε. (.)

By the two following inequalities:

d(xmk , xnk ) ≤ d(xmk , xmk–) + d(xmk–, xnk –) + d(xnk –, xnk )

and

d(xmk –, xnk –) ≤ d(xmk –, xmk ) + d(xmk , xnk ) + d(xnk , xnk –),

we can apply (.) and (.) to obtain

lim
k→+∞

d(xmk–, xnk –) = ε. (.)

Furthermore, we deduce that the limit limk→+∞ �(xmk–, xnk –) also exists. Now, by the
P-contractivity, we have

d(xmk , xnk ) ≤ d(xmk –, xnk –) – �(xmk –, xnk –).

http://www.fixedpointtheoryandapplications.com/content/2012/1/219
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From (.) and (.), we may find that

 ≤ – lim
k→+∞

�(xmk –, xnk –),

which further implies that limk→+∞ �(xmk –, xnk –) = . Notice that xmk – � xnk – at each
k ∈N. Consequently, we obtain that limk→+∞ d(xmk –, xnk –) = , which is a contradiction.
So, {xn}+∞

n= is a Cauchy sequence. Since X is complete, there exists x∗ such that xn = f nx →
x∗ as n → +∞. Finally, the continuity of f and ff nx = f n+x → x∗ imply that fx∗ = x∗.
Therefore, x∗ is a fixed point of f . �

Remark . In the setting of Remark ., Theorem . reduces to Theorem . of [].

Next, we drop the continuity of f in the Theorem ., and find out that we can still guar-
antee a fixed point if we strengthen the condition of a partially ordered set to a sequentially
ordered set.

Theorem . Let (X,�, d) be a complete sequentially ordered metric space and f : X → X
be a nondecreasing P-contraction of type (A) w.r.t. �. If there exists x ∈ X with x � fx,
then {f nx}+∞

n= converges to a fixed point of f in X.

Proof If we take xn = f nx in the proof of Theorem ., then we conclude that {xn}+∞
n=

converges to a point x∗ in X.
Next, we prove that x∗ is a fixed point of f in X. Indeed, suppose that x∗ is not a fixed

point of f , i.e., d(x∗, fx∗) �= . Since x∗ is comparable with xn for all n ∈N, we have

d
(
x∗, fx∗) ≤ d

(
x∗, fxn

)
+ d

(
fx∗, fxn

)

≤ d
(
x∗, fxn

)
+ d

(
x∗, xn

)
– �

(
x∗, xn

)

≤ d
(
x∗, fxn

)
+ d

(
x∗, xn

)

= d
(
x∗, xn+

)
+ d

(
x∗, xn

)

for all n ∈N. By the definition of a convergent sequence, we have, for any ε > , there exists
N ∈ N such that d(xn, x∗) < ε

 for all n ∈N with n ≥ N . Therefore, we have

d
(
x∗, fx∗) <

ε


+

ε


< ε.

As easily seen, d(x∗, fx∗) is less than any nonnegative real number, so d(x∗, fx∗) = , which
is a contradiction. Hence, x∗ is a fixed point of f . �

Corollary . Let (X,�, d) be a complete totally ordered metric space and f : X → X be a
nondecreasing P-contraction of type (A) w.r.t. �. If there exists x ∈ X with x � fx, then
{f nx}+∞

n= converges to a unique fixed point of f in X .

Proof Take xn = f nx as in the proof of Theorem .. Since the total ordering implies the
partial ordering, we conclude that {xn}+∞

n= converges to a fixed point.

http://www.fixedpointtheoryandapplications.com/content/2012/1/219
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Next, we show that the fixed point of f is unique. Assume that u and v are two distinct
fixed points of f , i.e., d(u, v) �= . Since X is totally ordered, u and v are comparable. Thus,
we have

d(u, v) = d(fu, fv)

≤ d(u, v) – �(u, v), (.)

which is a contradiction. Therefore, u = v and the fixed point of f is unique. �

We can still guarantee the uniqueness of a fixed point by weakening the total ordering
condition as stated and proved in the next theorem.

Theorem . Let (X,�, d) be a complete partially ordered metric space and f : X → X be
a continuous and nondecreasing P-contraction of type (A) w.r.t. �. Suppose that for each
x, y ∈ X, there exists w ∈ X which is comparable to both x and y. If there exists x ∈ X with
x � fx, then {f nx}+∞

n= converges to a unique fixed point of f in X.

Proof If we take xn = f nx in the proof of Theorem ., then we conclude that xn converges
to a fixed point of f in X.

Next, we show that the fixed point of f is unique. Assume that u and v are two distinct
fixed points of f , i.e., d(u, v) �= . Since u, v ∈ X, there exists w ∈ X such that w is comparable
to both u and v. We will prove this part by showing that the sequence {wn}+∞

n= given by
wn = f nw converges to both u and v. Therefore, we have

d
(
u, f nw

) ≤ d
(
u, f n–w

)
– �

(
u, f n–w

)

≤ d
(
u, f n–w

)
. (.)

If we define a sequence yn = d(u, f nw) and zn = �(u, f nw), we may obtain from (.)
that {yn}+∞

n= is nonincreasing and there exist l, q ≥  such that limn→+∞ yn = l and
limn→+∞ zn = q.

Assume that l > . Then, by the P-contractivity of f , we have

l ≤ l – q,

which is a contradiction. Hence, limn→+∞ yn = . In the same way, we can also show that
limn→+∞ d(v, f nw) = . That is, {wn}+∞

n= converges to both u and v. Since the limit of a con-
vergent sequence in a metric space is unique, we conclude that u = v. Hence, this yields
the uniqueness of the fixed point. �

Theorem . Let (X,�, d) be a complete sequentially ordered metric space and f : X → X
be a nondecreasing P-contraction of type (A) w.r.t. �. Suppose that for each x, y ∈ X, there
exists w ∈ X which is comparable to both x and y. If there exists x ∈ X with x � fx, then
{f nx}+∞

n= converges to a unique fixed point of f in X .

Proof If we take xn = f nx in the proof of Theorem ., then we conclude that xn converges
to a fixed point of f in X. The rest of the proof is similar to the proof of Theorem .. �
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Remark . In parallel with the study of Theorems ., ., . and ., we can also prove
in the same way that if the mapping f is nonincreasing, the above theorems still hold.
However, we will omit the result for nonincreasing mappings.

3.2 Fixed point theorems for mappings with the lack of monotonicity
In this section, we drop the monotonicity conditions of f and find out that we can still
apply our results to confirm the existence and uniqueness of a fixed point of f .

Theorem . Let (X,�, d) be a complete partially ordered metric space and f : X → X be a
continuous P-contraction of type (A) w.r.t. � such that the comparability of x, y ∈ X implies
the comparability of fx, fy ∈ fX. If there exists x ∈ X such that x and fx are comparable,
then {f nx}+∞

n= converges to a fixed point of f in X.

Proof For the existence of the fixed point, we choose x ∈ X such that x and fx are com-
parable. If fx = x, then the proof is finished. Suppose that fx �= x. We define a sequence
{xn}+∞

n= such that xn = f nx. Since x and fx are comparable, we have xn and xn+ compa-
rable for all n ∈N.

If there exists n ∈ N such that �(xn , xn+) = d(xn , xn+), then by the notion of
P-contractivity, the proof is finished. Therefore, we assume that �(xn, xn+) < d(xn, xn+)
for all n ∈N. Also, assume that �(xn, xn+) �=  for all n ∈N. Otherwise, we can find n ∈N

with xn = xn+, that is, xn = fxn , and the proof is finished. Hence, we consider only the
case where  < �(xn, xn+) < d(xn, xn+) for all n ∈N.

Since xn and xn+ are comparable for all n ∈N, we have

d(xn, xn+) = d(fxn–, fxn)

≤ d(xn–, xn) – �(xn–, xn)

≤ d(xn–, xn)

for all n ∈ N. Therefore, we have {d(xn, xn+)}+∞
n= is nonincreasing. Since {d(xn, xn+)}+∞

n= is
bounded, there exists l ≥  such that limn→+∞ d(xn, xn+) = l. Thus, there exists q ≥  such
that limn→+∞ �(xn, xn+) = q.

Assume that l > . Then, by the P-contractivity of f , we have

l ≤ l – q.

Hence, q = , which implies that l = , a contradiction. Hence, limn→+∞ d(xn, xn+) = .
Now we show that {xn}+∞

n= is a Cauchy sequence in X. Assume the contrary. Then
there exists ε >  for which we can define subsequences {xmk }+∞

k= and {xnk }+∞
k= of {xn}+∞

n=

such that nk is minimal in the sense that nk > mk > k and d(xmk , xnk ) ≥ ε. Therefore,
d(xmk , xnk –) < ε. Observe that

ε ≤ d(xmk , xnk )

≤ d(xmk , xnk –) + d(xnk –, xnk )

< ε + d(xnk –, xnk ).

http://www.fixedpointtheoryandapplications.com/content/2012/1/219
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Letting k → +∞, we obtain ε ≤ limk→+∞ d(xmk , xnk ) ≤ ε and so

lim
k→+∞

d(xmk , xnk ) = ε. (.)

By the two following inequalities:

d(xmk , xnk ) ≤ d(xmk , xmk–) + d(xmk–, xnk –) + d(xnk –, xnk )

and

d(xmk –, xnk –) ≤ d(xmk –, xmk ) + d(xmk , xnk ) + d(xnk , xnk –),

we can apply the fact that limn→+∞ d(xn, xn+) =  and (.) to obtain

lim
k→+∞

d(xmk–, xnk –) = ε. (.)

Furthermore, we deduce that the limit limk→+∞ �(xmk–, xnk –) also exists. Now, by the
P-contractivity, we have

d(xmk , xnk ) ≤ d(xmk –, xnk –) – �(xmk –, xnk –).

From (.) and (.), we may find that

 ≤ – lim
k→+∞

�(xmk –, xnk –),

which further implies that limk→+∞ �(xmk –, xnk –) = . Notice that xmk – � xnk – at each
k ∈N. Consequently, we obtain that limk→+∞ d(xmk –, xnk –) = , which is a contradiction.
So, {xn}+∞

n= is a Cauchy sequence. Since X is complete, there exists x∗ such that xn = f nx →
x∗ as n → +∞. Finally, the continuity of f and ff nx = f n+x → x∗ imply that fx∗ = x∗.
Therefore, x∗ is a fixed point of f . �

Further results can be proved using the same plots as those of the earlier theorems in
this paper, so we omit them.

Theorem . Let (X,�, d) be a complete sequentially ordered metric space and f : X → X
be a P-contraction of type (A) w.r.t. � such that the comparability of x, y ∈ X implies the
comparability of fx, fy ∈ fX. If there exists x ∈ X such that x and fx are comparable, then
{f nx}+∞

n= converges to a fixed point of f in X.

Corollary . Let (X,�, d) be a complete totally ordered metric space with and f : X → X
be a P-contraction of type (A) w.r.t. � such that the comparability of x, y ∈ X implies the
comparability of fx, fy ∈ fX. If there exists x ∈ X such that x and fx are comparable, then
{f nx}+∞

n= converges to a unique fixed point of f in X .

Theorem . Let (X,�, d) be a complete partially ordered metric space and f : X → X
be a continuous P-contraction of type (A) w.r.t. � such that the comparability of x, y ∈ X
implies the comparability of fx, fy ∈ fX. Suppose that for each x, y ∈ X, there exists w ∈
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X which is comparable to both x and y. If there exists x ∈ X such that x and fx are
comparable, then {f nx}+∞

n= converges to a unique fixed point of f in X.

Theorem . Let (X,�, d) be a complete sequentially ordered metric space and f : X →
X be a P-contraction of type (A) w.r.t. � such that the comparability of x, y ∈ X implies
the comparability of fx, fy ∈ fX. Suppose that for each x, y ∈ X, there exists w ∈ X which is
comparable to both x and y. If there exists x ∈ X such that x and fx are comparable, then
{f nx}+∞

n= converges to a unique fixed point of f in X .

4 Example
We give an example to ensure the applicability of our theorems.

Example . Let X = [, ] × [, ] and suppose that we write x = (x, x) and y = (y, y)
for x, y ∈ X.

Define d,� : X × X →R by

d(x, y) =

⎧
⎨

⎩
 if x = y,

 max{x + y, x + y} otherwise

and

�(x, y) =

⎧
⎨

⎩
 if x = y,

max{x, x + y} otherwise.

Let � be an ordering in X such that for x, y ∈ X, x � y if and only if x = y and x ≤ y.
Then (X,�, d) is a partially ordered metric space with � as a P-function of type (A) w.r.t.
� in X.

Now, let f be a self mapping on X defined by fx = f ((x, x)) = (, x


 ) for all x ∈ X. It is
obvious that f is continuous and nondecreasing w.r.t. �.

Let x, y ∈ X be comparable w.r.t. �. If x = y, then they clearly satisfy the inequality (.).
On the other hand, if x �= y, we have

d(fx, fy) = d
(
f
(
(x, x)

)
, f

(
(y, y)

))

= d
((

,
x




)
,
(

,
y




))

=  max

{
,

x



+

y




}

= x
 + y



≤ x + y

≤ max{x, x + y}
=  max{x, x + y} – max{x, x + y}
≤  max{x, x + y} – max{x, x + y}
= d(x, y) – �(x, y).
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Therefore, the inequality (.) is satisfied for every comparable x, y ∈ X. So, f is a con-
tinuous and nondecreasing P-contraction of type (A) w.r.t. �. Let x = (, ), so we have
x � fx. Now, applying Theorem ., we conclude that f has a fixed point in X which is
the point (, ).

5 Conclusion
It is undeniable that Rhoades’s weak contraction is one of the earliest and the most impor-
tant extensions of the contraction principle. The results in this paper give a new direction
to expanding the framework of contractive type mappings in metric spaces. Still, there is
a question to be raised from this paper onwards.

Question Are our results still true for any P-contractions (not necessarily of type (A))?
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3. Ćirić, L: A generalization of Banach’s contraction principle. Proc. Am. Math. Soc. 45, 267-273 (1974)
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1. Introduction and preliminaries

The best proximity theorem furnishes sufficient conditions for
the existence of an optimal approximate solution x, known as

the best proximity point of the non-self mapping T, satisfying
the condition that d(x,Tx) = dist(A,B). Interestingly, the best
proximity theorems also serve as a natural generalization of

fixed point theorems. Indeed, the best proximity point becomes
a fixed point if the mapping under consideration is a self-map-
ping. On the other hand, though the best proximity theorems
ensure the existence of approximate solutions, such results

need not yield optimal solutions. But, best proximity point the-
orems furnish sufficient conditions that assure the existence of
approximate solutions which are optimal as well.

The classical and well-known Banach’s contraction princi-

ple states that if a self-mapping T of a complete metric space
X is a contraction mapping (i.e., d(Tx,Ty) 6 ad(x,y) for all
x,y 2 X, where a 2 [0,1)), then T has a unique fixed point. This

principle has been extended in several ways such as [1–6]. In
2003, Kirk, Srinivasan, and Veeramani [7] extended the Ba-
nach’s contraction principle to case of cyclic mappings. Let

(X,d) be a metric space and let A, B, be a non-empty subset
of X. A mapping T: A [ B fi A [ B is called a cyclic mapping
if T(A) � B and T(B) � A. A point x 2 A is called a best prox-

imity point of T in A if d(x,Tx) = dist(A,B), where dist(A, -
B) = inf{d(x,y): x 2 A,y 2 B}. A cyclic mapping T:
A [ B fi A [ B is said to be a relatively non-expansive if
iTx � Tyi 6 ix � yi for all x 2 A and y 2 B (notice that a rela-

tively non-expansive mapping need not be a continuous in gen-
eral). In 2005, Eldred, Kirk and Veeramani [8] proved the
existence of a best proximity point for relatively non-expansive
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mappings by using the notion of proximal normal structure. In
2006, Eldred and Veeramani [9] introduced the notion called
cyclic contraction and gave sufficient condition for the existence

of a best proximity point for a cyclic contraction mapping T on
a uniformly convex Banach space. In 2009, Suzuki et al. [10]
introduced the notion of the property UC as follow :

Definition 1.1 10. Let A and B be non-empty subsets of a
metric space (X,d). Then (A,B) is said to be satisfy the
property UC, if the following holds: If {xn} and f�xng are
sequences in A and {yn} is a sequence in B such that

lim
n!1

dðxn; ynÞ ¼ distðA;BÞ and lim
n!1

dð�xn; ynÞ ¼ distðA;BÞ;

then limn!1dðxn; �xnÞ ¼ 0.

Also, they extended the result in [9] to metric spaces with

the property UC. The following lemma plays an important role
in next sections;

Lemma 1.2 10. Let A and B be subsets of a metric space (X,d).
Assume that (A,B) has the property UC. Let {xn} and {yn} be

sequences in A and B, respectively, such that either of the
following holds:

lim
m!1

supnPmdðxm;ynÞ¼ distðA;BÞ or limn!1supmPndðxm;ynÞ¼ distðA;BÞ:

Then {xn} is Cauchy.

On the other hand, in 2003, Kirk [11], introduced the no-

tion of an asymptotic contraction mapping as follows:

Definition 1.3 11. Let (X,d) be a metric space. A mapping T:
X fi X is said to be an asymptotic contraction if

dðTnðxÞ;TnðyÞÞ 6 /nðdðx; yÞÞ for all x; y 2 X;

where /n: [0,1) fi [0,1) and /n fi / uniformly on the range
of d in which /: [0,1) fi [0,1) is continuous and /(s) < s for

all s > 0.

In 2007, Kirk [12], introduced the notion of an asymptotic

pointwise contraction mapping as follows:

Definition 1.4 12. Let (X,d) be a metric space. A mapping T:
X fi Xis said to be an asymptotic pointwise contraction if
there exists a sequence of functions an : X! Rþ such that

an fi a pointwise on X and for each integer n P 1,

dðTnðxÞ;TnðyÞÞ 6 anðxÞðdðx; yÞÞ for all x; y 2 X:

In 2008, Kirk and Xu [13], introduced the notion of a point-

wise asymptotically non-expansive mapping as follows:

Definition 1.5 13. Let K be a non-empty subset of Banach
space X. A mapping T: K fi K is said to be a pointwise

asymptotically non-expansive, if for each integer n P 1,

kTnðxÞ � TnðyÞk 6 anðxÞkx� yk for all x; y 2 K;

where an fi 1 pointwise on K.

In 2009, Anuradha and Veeramani in [14] introduced a new
class of mappings; they called each mapping of this class a

proximal pointwise contraction:

Definition 1.6 14. Let A and B be non-empty subsets of a

metric space (X,d). Let T: A [ B fi A [ B be a cyclic mapping.
The mapping T is said to be a proximal pointwise contraction
if for each (x,y) 2 A · B there exist 0 6 a(x) < 1, 0 6 a(y) < 1

such that

dðTðxÞ;TðyÞÞ 6 maxfaðxÞdðx; yÞ; distðA;BÞg for all y 2 B;

dðTðxÞ;TðyÞÞ 6 maxfaðyÞdðx; yÞ; distðA;BÞg for all x 2 A:

Recently, Abkar and Gabeleh [15] introduced a new notion

of an asymptotic proximal pointwise contraction mapping as
follows:

Definition 1.7 15. Let (A,B) be a non-empty pair in a Banach
space X. A mapping T: A [ B fi A [ B is said to be an

asymptotic proximal pointwise contraction if T is cyclic and
there exists a function a: A [ B fi [0,1) such that for any
integer n P 1 and (x,y) 2 A · B,

kT2nx� T2nyk 6 maxfanðxÞkx� yk; distðA;BÞg for all y 2 B;

kT2nx� T2nyk 6 maxfanðyÞkx� yk; distðA;BÞg for all x 2 A;

where an fi a pointwise on A [ B.

Just recently, Chen [16] defined the following new notion of
the weaker Meir–Keeler-type function and an asymptotic

pointwise weaker Meir–Keeler-type contraction, Rþ denoted
the set of all non-negative numbers.

Definition 1.8 16. The function w : Rþ ! Rþ is called a
weaker Meir–Keeler-type function, if for each g > 0, there

exists d > g such that for t 2 Rþ with g 6 t< d, there exists
n0 2 N such that wn0ðtÞ < g.

Definition 1.9 16. Let X be a Banach space, and w : Rþ ! Rþ
be a weaker Meir–Keeler-type function. A mapping T: X fi X

is said to be an asymptotic pointwise weaker Meir–Keeler-type
w-contraction, if for each n 2 N,

kTnx� Tnyk 6 wnðkxkÞkx� yk for all x; y 2 X:

For example of a weaker Meir–Keeler-type mapping and a

weaker Meir–Keeler-type mapping which is not a Meir–Kee-
ler-type mapping, we can see in [17]. Best proximity point the-
orems for several types of contractions, for examples see in

[18–23].

In this paper, we give the notion of new class of an asymp-

totic proximal pointwise weaker Meir–Keeler-type w-contrac-
tion and prove the existence of a best proximity point
theorem for this mapping. Also, we give some an example

for support our main Theorem.

2. Asymptotic proximal pointwise weaker Meir–Keeler-type w-

contraction

In this section, we prove the existence of a best proximity point
for an asymptotic proximal pointwise weaker Meir–Keeler-

type w-contraction in a uniformly convex Banach space. First,
we introduce below notion of an asymptotic proximal point-
wise weaker Meir–Keeler-type w-contraction mapping.

14 C. Mongkolkeha, P. Kumam



Author's personal copy

Definition 2.1. Let (A,B) be a non-empty pair in Banach space

X, and let w : Rþ ! Rþbe a weaker Meir–Keeler-type func-
tion. A mapping T: A [ B fi A [ B is said to be an asymptotic
proximal pointwise weaker Meir–Keeler-type w-contraction, if
for each n 2 N and (x,y) 2 A · B,

kT2nx� T2nyk 6 maxfwnðkxkÞkx� yk; distðA;BÞg
for all y 2 B;

kT2nx� T2nyk 6 maxfwnðkykÞkx� yk; distðA;BÞg
for all x 2 A:

Before stating the main result, we recall definition and fact
of asymptotic centers. Let X be a Banach space, C subset of X
and {xn} is a bounded sequence in X. The asymptotic centers
of {xn} relative to C denoted by AC(xn) is the set of minimizers

in A (if any) of the function f given by

fðxÞ ¼ lim supn!1kxn � xk:

That is,

ACðxnÞ ¼ fx 2 C : fðxÞ ¼ infu2CfðuÞg;

and we can see that, if X is uniformly convex and C is closed
and convex, then AC(xn) consists of exactly one point.

Theorem 2.2. Let (A,B) be a non-empty bounded closed convex

pair in a uniformly convex Banach space X and T:
A [ B fi A [ B be an asymptotic proximal pointwise weaker
Meir–Keeler-type w-contraction. If T is a relatively non-

expansive mapping, then there exists a unique pair
(v0,u0) 2 A · B such that

ku0 � Tu0k ¼ kv0 � Tv0k ¼ distðA;BÞ:

Moreover, if x0 2 A and xn+1 = Txn, then {x2n} converges in
norm to v0 and {x2n+1} converges in norm to u0.

Proof. Fix an x0 2 A and define a function f: B fi [0,1) by

fðuÞ ¼ lim supn!1kT2nðx0Þ � uk for u 2 B:

Since X is uniformly convex and B is bounded closed and con-
vex, it follow that f has unique minimizer over B; that is, we
have a unique point u0 2 B satisfying

fðu0Þ ¼ infu2BfðuÞ:

Indeed, for all m P 1 and u 2 B, we have

fðT2mðuÞÞ ¼ lim supn!1kT2nðx0Þ � T2muk
¼ lim supn!1kT2nþ2mðx0Þ � T2muk
¼ lim supn!1kT2mðT2nðx0ÞÞ � T2muk
6 lim supn!1maxfwmðkukÞkT2nðx0Þ
� uk; distðA;BÞg

¼ maxfwmðkukÞfðuÞ; distðA;BÞg: ð2:1Þ

Since u0 2 B is the minimum of f, for all m P 1, we have

fðu0Þ 6 fðT2mu0Þ 6 maxfwmðku0kÞfðu0Þ; distðA;BÞg: ð2:2Þ

We now claim that f(u0) = dist(A,B). Since for each u 2 B,
{wm(iui)} is non-increasing, it must converges to some g P 0.

Suppose that g > 0, by definition of weaker Meir–Keeler-type

function, there exists d > g such that for u 2 B with
g 6 iui < d, there exists n0 2 N such that wn0ðkukÞ < g. Since
limmfi1wm(iui) = g there exists m0 2 N such that

g 6 wm(iui) < d, for all m P m0. Thus we conclude that
wm0þn0 ðkukÞ < g, thus we get the contradiction. So

lim
m!1

wmðkukÞ ¼ 0: ð2:3Þ

Taking m fi1 in the inequality (2.2),we get

fðu0Þ ¼ distðA;BÞ:

On the other hand, by the relatively non-expansive of T, we
have

fðT2u0Þ ¼ lim supn!1kðT2nðx0ÞÞ � T2u0k
6 lim supn!1kðT2n�2ðx0ÞÞ � u0k ¼ fðu0Þ;

which implies that T2u0 = u0, by the uniqueness of minimum

of f, then u0 is a fixed point of T2 in B. Hence,

lim
m!1

supnPmkðT2mðx0ÞÞ � T2nu0k ¼ lim
m!1
kðT2mðx0ÞÞ � u0k

¼ fðu0Þ ¼ distðA;BÞ:

By the property UC of (A,B), it follows from Lemma 1.2 that
{T2n(x0)} is a Cauchy sequence, so there exists x0 2 A such that
T2nx0 fi x0 as n fi1. By the similar argument as above, if

y0 2 B and g: A fi [0,1) is given by g(v) = lim-
supnfi1iT2n(y0) � vi for v 2 A, we get v0 is a fixed point of
T2, where v0 is a minimum in exactly one point in A, and also
T2ny0 fi y0 2 B. Hence, we obtain

u0 ¼ T2nu0 ! y0 and v0 ¼ T2nv0 ! x0:

This show that (v0,u0) = (x0,y0), and T2nx0 fi v0, T
2ny0 fi u0.

Moreover,

ku0 � v0k ¼ kT2nðu0Þ � T2nv0k
6 maxfwnðku0kÞku0 � v0k; distðA;BÞg: ð2:4Þ

Taking n fi1 in the inequality (2.4), by (2.3) and definition of

dist(A,B), we get

ku0 � v0k ¼ distðA;BÞ:

Since T is relatively non-expansive mapping, we have

distðA;BÞ 6 kTu0 � Tv0k 6 ku0 � v0k ¼ distðA;BÞ:

Therefore Tu0 = v0 and Tv0 = u0. This implies that

kTu0 � u0k ¼ kv0 � Tv0k ¼ distðA;BÞ: �

Now, we shall give a validate example of Theorem 2.2.

Example 2.3. Consider X ¼ R2 with the metric
dððx1; y1Þ; ðx2; y2ÞÞ ¼ maxfjx1 � x2j; jy1 � y2jg for all
ðx1; y1Þ; ðx2; y2Þ 2 Rþ. Let

A ¼ fð1; aÞ : a P 0g and B ¼ fð�1; bÞ : b P 0g;

then A and B be a non-empty closed and convex subset of X
and dist(A,B) = 2. Define T:A [ B fi A [ B, by

Tð1; aÞ ¼ �1; a
2

� �
and Tð�1; bÞ ¼ 1;

b

2

� �
for all a; b P 0:

Then T is a cyclic mapping, relatively non-expansive and for

each (1,a) 2 A and (�1,b) 2 B, we have

Best proximity points for asymptotic proximal pointwise weaker Meir–Keeler-type w-contraction mappings 15



Author's personal copy

T2nð1; aÞ ¼ 1; a
22n

� �
and T2nð�1; bÞ ¼ �1; b

22n

� �
. Next, we

will show that T is an asymptotic proximal pointwise weaker
Meir–Keeler-type w-contraction with weaker Meir–Keeler-
type function w : Rþ ! Rþdefined by

wðtÞ ¼ t

2
for all t � 0:

Since,

dðT2nð1; aÞ;T2nð�1; bÞÞ ¼ dðð1; a

22n
Þ; ð�1; b

22n
ÞÞ

¼ maxf2; j a� b

22n
jg

� maxf2; j a� b

2n
jg

� maxf2;wnðdðð0; 0Þ; ð1; aÞÞja� bjg
� maxfwnðdðð0; 0Þ; ð1; aÞÞdðð1; aÞ; ð�1; bÞÞ; distðA;BÞg:

Similarly, we can conclude that

dðT2nð1; aÞ;T2nð�1; bÞÞ 6 maxfwnðdðð0; 0Þ;
ð�1; bÞÞdðð1; aÞ; ð�1; bÞÞÞ; distðA;BÞg;

and hence T is an asymptotic proximal pointwise

weaker Meir–Keeler-type w-contraction. Moreover
((1,0), (�1,0)) 2 A · B is a pair of best proximity point of T,
because

dðð1; 0Þ;Tð1; 0ÞÞ ¼ dðð�1; 0Þ;Tð�1; 0ÞÞ ¼ 2 ¼ distðA;BÞ:
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Abstract
In this paper we extend the notion of weakly C-contraction mappings to the case of
non-self mappings and establish the best proximity point theorems for this class. Our
results generalize the result due to Harjani et al. (Comput. Math. Appl. 61:790-796,
2011) and some other authors.

1 Introduction and preliminaries
In , Banach proved that every contractive mapping in a complete metric space has a
unique fixed point, which is called Banach’s fixed point theorem or Banach’s contraction
principle. Since Banach’s fixed point theorem, many authors have extended, improved and
generalized this theorem in several ways and, further, some applications of Banach’s fixed
point theorem can be found in [–] and many others.

In , Chatterjea [] introduced the following definition.

Definition . Let (X, d) be a metric space. A mapping T : X → X is called a C-contraction
if there exists α ∈ (, 

 ) such that, for all x, y ∈ X,

d(Tx, Ty) ≤ α
(
d(x, Ty) + d(y, Tx)

)
.

In , Choudhury [] introduced a generalization of C-contraction given by the fol-
lowing definition.

Definition . Let (X, d) be a metric space. A mapping T : X → X is called a weakly
C-contraction if, for all x, y ∈ X,

d(Tx, Ty) ≤ 

[
d(x, Ty) + d(y, Tx)

]
– ψ

(
d(x, Ty), d(y, Tx)

)
, (.)

where ψ : [,∞)  → [,∞) is a continuous and nondecreasing function such that
ψ(x, y) =  if and only if x = y = .

In , Harjani et al. [] presented some fixed point results for weakly C-contraction
mappings in a complete metric space endowed with a partial order as follows.

© 2013 Mongkolkeha et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
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Theorem . Let (X,�) be a partially ordered set and suppose that there exists a metric
d in X such that (X, d) is a complete metric space. Let T : X → X be a continuous and
nondecreasing mapping such that

d(Tx, Ty) ≤ 

[
d(x, Ty) + d(y, Tx)

]
– ψ

(
d(x, Ty), d(y, Tx)

)

for x � y, where ψ : [,∞)  → [,∞) is a continuous and nondecreasing function such
that ψ(x, y) =  if and only if x = y = . If there exists x ∈ X with x � Tx, then T has a
fixed point.

On the other hand, most of the results on Banach’s fixed point theorem dilate upon the
existence of a fixed point for self-mappings. Nevertheless, if T is a non-self mapping, then
it is probable that the equation Tx = x has no solution, in which case best approximation
theorems explore the existence of an approximate solution, whereas best proximity point
theorems analyze the existence of an approximate solution that is optimal.

A classical best approximation theorem was introduced by Fan [], that is, if A is a
nonempty compact convex subset of a Hausdorff locally convex topological vector space
B and T : A → B is a continuous mapping, then there exists an element x ∈ A such that
d(x, Tx) = d(Tx, A). Afterward, several authors including Prolla [], Reich [], Sehgal and
Singh [, ] have derived the extensions of Fan’s theorem in many directions. Other
works on the existence of a best proximity point for some contractions can be seen in [–
]. In , Eldred, Kirk and Veeramani [] obtained best proximity point theorems for
relatively nonexpansive mappings, and some authors have proved best proximity point
theorems for several types of contractions (see, for example, [–]).

Let X be a nonempty set such that (X,�) is a partially ordered set and let (X, d) be a
complete metric space. Let A and B be nonempty subsets of a metric space (X, d). Now,
we recall the following notions:

d(A, B) := inf
{

d(x, y) : x ∈ A and y ∈ B
}

,

A :=
{

x ∈ A : d(x, y) = d(A, B) for some y ∈ B
}

,

B :=
{

y ∈ B : d(x, y) = d(A, B) for some x ∈ A
}

.

If A ∩ B �= ∅, then A and B are nonempty. Further, it is interesting to notice that A and
B are contained in the boundaries of A and B, respectively, provided A and B are closed
subsets of a normed linear space such that d(A, B) >  (see []).

Definition . A mapping T : A → B is said to be increasing if

x � y =⇒ Sx � Sy

for all x, y ∈ A.

http://www.journalofinequalitiesandapplications.com/content/2013/1/94
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Definition . [] A mapping T : A → B is said to be proximally order-preserving if and
only if it satisfies the condition that

x � y
d(u, Tx) = d(A, B)
d(v, Ty) = d(A, B)

⎫
⎪⎪⎬

⎪⎪⎭
=⇒ u � v (.)

for all u, v, x, y ∈ A.

It is easy to observe that for a self-mapping, the notion of a proximally order-preserving
mapping reduces to that of an increasing mapping.

Definition . A point x ∈ A is called a best proximity point of the mapping T : A → B if

d(x, Tx) = d(A, B).

In view of the fact that d(x, Tx) ≥ d(A, B) for all x in A, it can be observed that the global
minimum of the mapping x �→ d(x, Tx) is attained from a best proximity point. Moreover,
it is easy to see that the best proximity point reduces to a fixed point if the underlying
mapping T is a self-mapping.

In this paper, we introduce a new class of proximal contractions, which extends the class
of weakly C-contractive mappings to the class of non-self mappings, and also give some
examples to illustrate our main results. Our results extend and generalize the correspond-
ing results given by Harjani et al. [] and some authors in the literature.

2 Main results
In this section, we first introduce the notion of a generalized proximal C-contraction map-
ping and establish the best proximity point theorems.

Definition . A mapping T : A → B is said to be a generalized proximal C-contraction
if, for all u, v, x, y ∈ A, it satisfies

x � y
d(u, Tx) = d(A, B)
d(v, Ty) = d(A, B)

⎫
⎪⎪⎬

⎪⎪⎭
=⇒ d(u, v) ≤ 


(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)
, (.)

where ψ : [,∞)  → [,∞) is a continuous and nondecreasing function such that
ψ(x, y) =  if and only if x = y = .

For a self-mapping, it is easy to see that equation (.) reduces to (.).

Theorem . Let X be a nonempty set such that (X,�) is a partially ordered set and let
(X, d) be a complete metric space. Let A and B be nonempty closed subsets of X such that
A and B are nonempty. Let T : A → B satisfy the following conditions:

(a) T is a continuous, proximally order-preserving and generalized proximal
C-contraction such that T(A) ⊆ B;

http://www.journalofinequalitiesandapplications.com/content/2013/1/94
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(b) there exist elements x and x in A such that x � x and

d(x, Tx) = d(A, B).

Then there exists a point x ∈ A such that

d(x, Tx) = d(A, B).

Moreover, for any fixed x ∈ A, the sequence {xn} defined by

d(xn+, Txn) = d(A, B)

converges to the point x.

Proof By the hypothesis (b), there exist x, x ∈ A such that x � x and

d(x, Tx) = d(A, B).

Since T(A) ⊆ B, there exists a point x ∈ A such that

d(x, Tx) = d(A, B).

By the proximally order-preserving property of T , we get x � x. Continuing this process,
we can find a sequence {xn} in A such that xn– � xn and

d(xn, Txn–) = d(A, B).

Having found the point xn, one can choose a point xn+ ∈ A such that xn � xn+ and

d(xn+, Txn) = d(A, B). (.)

Since T is a generalized proximal C-contraction, for each n ∈ N, we have

d(xn, xn+) ≤ 

(
d(xn–, xn+) + d(xn, xn)

)
– ψ

(
d(xn–, xn+), d(xn, xn)

)

=



d(xn–, xn+) – ψ
(
d(xn–, xn+), 

)

≤ 


d(xn–, xn+)

≤ 

(
d(xn–, xn) + d(xn, xn+)

)
(.)

and so it follows that d(xn, xn+) ≤ d(xn–, xn), that is, the sequence {d(xn+, xn)} is non-
increasing and bounded below. Then there exists r ≥  such that

lim
n→∞ d(xn+, xn) = r. (.)

http://www.journalofinequalitiesandapplications.com/content/2013/1/94


Mongkolkeha et al. Journal of Inequalities and Applications 2013, 2013:94 Page 5 of 12
http://www.journalofinequalitiesandapplications.com/content/2013/1/94

Taking n → ∞ in (.), we have

r ≤ lim
n→∞




d(xn–, xn+) ≤ 


(r + r) = r

and so

lim
n→∞ d(xn–, xn+) = r. (.)

Again, taking n → ∞ in (.) and using (.), (.) and the continuity of ψ , we get

r ≤ 


(r) = r – ψ(r, ) ≤ r

and hence ψ(r, ) = . So, by the property of ψ , we have r = , which implies that

lim
n→∞ d(xn+, xn) = . (.)

Next, we prove that {xn} is a Cauchy sequence. Suppose that {xn} is not a Cauchy se-
quence. Then there exist ε >  and subsequences {xmk }, {xnk } of {xn} such that nk > mk ≥ k
with

rk := d(xmk , xnk ) ≥ ε, d(xmk , xnk –) < ε (.)

for each k ∈ {, , , . . .}. For each n ≥ , let αn := d(xn+, xn). So, we have

ε ≤ rk ≤ d(xmk , xnk –) + d(xnk –, xnk )

< ε + αnk –.

It follows from (.) that

lim
k→∞

rk = ε. (.)

Notice also that

rk = d(xnk , xmk ) ≤ d(xnk , xmk +) + d(xmk +, xmk )

= d(xnk , xmk +) + αmk

≤ d(xnk , xmk ) + d(xmk , xmk +) + αmk

= rk + αmk + αmk . (.)

Taking k → ∞ in (.), by (.) and (.), we conclude that

lim
k→∞

d(xnk , xmk +) = ε. (.)

Similarly, we can show that

lim
k→∞

d(xmk , xnk +) = ε. (.)
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On the other hand, by the construction of {xn}, we may assume that xmk � xnk such that

d(xnk +, Txnk ) = d(A, B) (.)

and

d(xmk +, Txmk ) = d(A, B). (.)

By the triangle inequality, (.), (.) and the generalized proximal C-contraction of T ,
we have

ε ≤ rk ≤ d(xmk , xmk +) + d(xnk +, xnk ) + d(xmk +, xnk +)

= αmk + αnk + d(xmk +, xnk +)

≤ αmk + αnk +


[
d(xnk , xmk +) + d(xmk , xnk +)

]

– ψ
(
d(xnk , xmk +), d(xmk , xnk +)

)
.

Taking k → ∞ in the above inequality, by (.), (.), (.) and the continuity of ψ , we
get

ε ≤ 


(ε + ε) – ψ(ε, ε) ≤ ε.

Therefore, ψ(ε, ε) = . By the property of ψ , we have that ε = , which is a contradiction.
Thus {xn} is a Cauchy sequence. Since A is a closed subset of the complete metric space
X, there exists x ∈ A such that

lim
n→∞ xn = x. (.)

Letting n → ∞ in (.), by (.) and the continuity of T , it follows that

d(x, Tx) = d(A, B). �

Corollary . Let X be a nonempty set such that (X,�) is a partially ordered set and let
(X, d) be a complete metric space. Let A and B be nonempty closed subsets of X such that
A and B are nonempty. Let T : A → B satisfy the following conditions:

(a) T is continuous, increasing such that T(A) ⊆ B and

x � y
d(u, Tx) = d(A, B)
d(v, Ty) = d(A, B)

⎫
⎪⎪⎬

⎪⎪⎭
=⇒ d(u, v) ≤ α

(
d(x, v) + d(y, u)

)
, (.)

where α ∈ (, 
 );

(b) there exist x, x ∈ A such that x � x and

d(x, Tx) = d(A, B).
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Then there exists a point x ∈ A such that

d(x, Tx) = d(A, B).

Moreover, for any fixed x ∈ A, the sequence {xn} defined by

d(xn+, Txn) = d(A, B)

converges to the point x.

Proof Let α ∈ (, 
 ) and the function ψ in Theorem . be defined by

ψ(a, b) =
(




– α

)
(a + b).

Obviously, it follows that ψ(a, b) =  if and only if a = b =  and (.) become (.).
Hence we obtain Corollary .. �

For a self-mapping, the condition (b) implies that x � Tx and so Theorem . includes
the results of Harjani et al. [] as follows.

Corollary . [] Let X be a nonempty set such that (X,�) is a partially ordered set and
let (X, d) be a complete metric space. Let T : X → X be a continuous and nondecreasing
mapping such that, for all x, y ∈ X,

d(Tx, Ty) ≤ 

[
d(x, Ty) + d(y, Tx)

]
– ψ

(
d(x, Ty), d(y, Tx)

)

for x � y, where ψ : [,∞)  → [,∞) is a continuous and nondecreasing function such
that ψ(x, y) =  if and only if x = y = . If there exists x ∈ X with x � Tx, then T has a
fixed point.

Now, we give an example to illustrate Theorem ..

Example . Consider the complete metric space R
 with an Euclidean metric. Let

A =
{

(x, ) : x ∈R
}

, B =
{

(, y) : y ∈R, y ≥ 
}

.

Then d(A, B) = , A = {(, )} and B = {(, )}. Define a mapping T : A → B as follows:

T
(
(x, )

)
=

(
,  + |x|)

for all (x, ) ∈ A. Clearly, T is continuous and T(A) ⊆ B. If x � x and

d(u, Tx) = d(A, B) = , d(u, Tx) = d(A, B) = 

for some u, u, x, x ∈ A, then we have

u = u = (, ), x = x = (, ).
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Therefore, T is a generalized proximal C-contraction with ψ : [,∞)  → [,∞) defined
by

ψ(a, b) =



(a + b).

Further, observe that (, ) ∈ A such that

d
(
(, ), T(, )

)
= d(A, B) = .

In Theorem ., we do not need the condition that T is continuous. Now, we improve
the condition in Theorem . to prove the new best proximity point theorem as follows.

Theorem . Let X be a nonempty set such that (X,�) is a partially ordered set and let
(X, d) be a complete metric space. Let A and B be nonempty closed subsets of X such that
A and B are nonempty. Let T : A → B satisfy the following conditions:

(a) T is a proximally order-preserving and generalized proximal C-contraction such that
T(A) ⊆ B;

(b) there exist elements x, x ∈ A such that x � x and

d(x, Tx) = d(A, B);

(c) if {xn} is an increasing sequence in A converging to x, then xn � x for all n ∈ N.
Then there exists a point x ∈ A such that

d(x, Tx) = d(A, B).

Proof As in the proof of Theorem ., we have

d(xn+, Txn) = d(A, B) (.)

for all n ≥ . Moreover, {xn} is a Cauchy sequence and converges to some point x ∈ A.
Observe that for each n ∈N,

d(A, B) = d(xn+, Txn) ≤ d(xn+, x) + d(x, Txn)

≤ d(x, xn+) + d(x, xn+) + d(xn+, Txn)

≤ d(x, xn+) + d(x, xn+) + d(A, B).

Taking n → ∞ in the above inequality, we obtain limn→∞ d(x, Txn) = d(A, B) and hence
x ∈ A. Since T(A) ⊆ B, there exists v ∈ A such that

d(v, Tx) = d(A, B). (.)

Next, we prove that x = v. By the condition (c), we have xn � x for all n ∈N. Using (.),
(.) and the generalized proximal C-contraction of T , we have

d(xn+, v) ≤ 

[
d(xn, v) + d(x, xn+)

]
– ψ

(
d(xn, v), d(x, xn+)

)
. (.)
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Letting n → ∞ in (.), we get

d(x, v) ≤ 


d(x, v) – ψ
(
d(x, v), 

)
,

which implies that d(x, v) = , that is, x = v. If we replace v by x in (.), we have

d(x, Tx) = d(A, B). �

Corollary . Let X be a nonempty set such that (X,�) is a partially ordered set and let
(X, d) be a complete metric space. Let A and B be nonempty closed subsets of X such that
A and B are nonempty. Let T : A → B satisfy the following conditions:

(a) T is an increasing mapping such that T(A) ⊆ B and

x � y
d(u, Tx) = d(A, B)
d(v, Ty) = d(A, B)

⎫
⎪⎪⎬

⎪⎪⎭
=⇒ d(u, v) ≤ α

(
d(x, v) + d(y, u)

)
, (.)

where α ∈ (, 
 );

(b) there exist x, x ∈ A such that x � x and

d(x, Tx) = d(A, B);

(c) if {xn} is an increasing sequence in A converging to a point x ∈ X , then xn � x for all
n ∈N.

Then there exists a point x ∈ A such that

d(x, Tx) = d(A, B).

Corollary . [] Let X be a nonempty set such that (X,�) is a partially ordered set and
let (X, d) be a complete metric space. Assume that if {xn} ⊆ X is a nondecreasing sequence
such that xn → x in X, then xn � x for all n ∈ N. Let T : X → X be a nondecreasing mapping
such that

d(Tx, Ty) ≤ 

[
d(x, Ty) + d(y, Tx)

]
– ψ

(
d(x, Ty), d(y, Tx)

)

for x � y, where ψ : [,∞)  → [,∞) is a continuous and nondecreasing function such
that ψ(x, y) =  if and only if x = y = . If there exists x ∈ X with x � Tx, then T has a
fixed point.

Now, we recall the condition defined by Nieto and Rodríguez-López [] for the unique-
ness of the best proximity point in Theorems . and ..

For x, y ∈ X, there exists z ∈ X which is comparable to x and y. (.)

Theorem . Let X be a nonempty set such that (X,�) is a partially ordered set and let
(X, d) be a complete metric space. Let A and B be nonempty closed subsets of X and let A

http://www.journalofinequalitiesandapplications.com/content/2013/1/94
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and B be nonempty such that A satisfies the condition (.). Let T : A → B satisfy the
following conditions:

(a) T is a continuous, proximally order-preserving and generalized proximal
C-contraction such that T(A) ⊆ B;

(b) there exist elements x and x in A such that x � x and

d(x, Tx) = d(A, B).

Then there exists a unique point x ∈ A such that

d(x, Tx) = d(A, B).

Proof We will only prove the uniqueness of the point x ∈ A such that d(x, Tx) = d(A, B).
Suppose that there exist x and x* in A which are best proximity points, that is,

d(x, Tx) = d(A, B) and d
(
x*, Tx*) = d(A, B).

Case I: x is comparable to x*, that is, x � x* (or x* � x). By the generalized proximal
C-contraction of T , we have

d
(
x, x*) ≤ 


[
d
(
x, x*) + d

(
x*, x

)]
– ψ

(
d
(
x, x*), d

(
x*, x

)) ≤ d
(
x*, x

)
,

which implies that ψ(d(x, x*), d(x*, x)) = . Using the property of ψ , we get d(x*, x) =  and
hence x = x*.

Case II: x is not comparable to x*. Since A satisfies the condition (.), then there exists
z ∈ A such that z is comparable to x and x*, that is, x � z (or z � x) and x* � z (or z � x*).
Suppose that x � z and x* � z. Since T(A) ⊆ B, there exists a point v ∈ A such that

d(v, Tz) = d(A, B).

By the proximally order-preserving property of T , we get x � v and x* � v. Since T(A) ⊆
B, there exists a point v ∈ A such that

d(v, Tv) = d(A, B).

Again, by the proximally order-preserving property of T , we get x � v and x* � v. One
can proceed further in a similar fashion to find vn in A with vn+ ∈ A such that

d(vn+, Tvn) = d(A, B).

Hence x � vn and x* � vn for all n ∈ N. By the generalized proximal C-contraction of T ,
we have

d(vn+, x) ≤ 

[
d(vn, x) + d(x, vn+)

]
– ψ

(
d(vn, x), d(x, vn+)

)
, (.)

d
(
vn+, x*) ≤ 


[
d
(
vn, x*) + d

(
x*, vn+

)]
– ψ

(
d
(
vn, x*), d

(
x*, vn+

))
. (.)
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It follows from (.), (.) and the property of ψ that

vn → x and vn → x* as n → ∞.

By the uniqueness of limit, we conclude that x = x*. Other cases can we proved similarly
and this completes the proof. �

Theorem . Let X be a nonempty set such that (X,�) is a partially ordered set and let
(X, d) be a complete metric space. Let A and B be nonempty closed subsets of X and let A

and B be nonempty such that A satisfies the condition (.). Let T : A → B satisfy the
following conditions:

(a) T is a proximally order-preserving and generalized proximal C-contraction such that
T(A) ⊆ B;

(b) there exist elements x, x ∈ A such that x � x and

d(x, Tx) = d(A, B);

(c) if {xn} is an increasing sequence in A converging to x, then xn � x for all n ∈ N.
Then there exists a unique point x ∈ A such that

d(x, Tx) = d(A, B).

Proof For the proof, combine the proofs of Theorems . and .. �
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Abstract
We provide sufficient conditions which warrant the existence and uniqueness of the
best proximity point for two new types of contractions in the setting of metric spaces.
The presented results extend, generalize and improve some known results from best
proximity point theory and fixed-point theory. We also give some examples to
illustrate and validate our definitions and results.
MSC: 41A65; 46B20; 47H10

Keywords: best proximity point; contraction; fixed point; generalized proximal
contraction; optimal approximate solution

1 Introduction
Let (X , d) be a metric space and T be a self-mapping defined on a subset of X . In this
setting, the fixed-point theory is an important tool for solving equations of the kind T x =
x, whose solutions are the fixed points of the mapping T . On the other hand, if T is not a
self-mapping, say T : A→ B where A and B are nonempty subsets of X , then T does not
necessarily have a fixed point. Consequently, the equation T x = x could have no solutions,
and in this case, it is of a certain interest to determine an element x that is in some sense
closest to T x. Thus, we can say that the aim of the best proximity point theorems is to
provide sufficient conditions to solve a minimization problem. In view of the fact that
d(x,T x) is at least d(A,B) := inf{d(x, y) : x ∈A and y ∈ B}, a best proximity point theorem
concerns the global minimum of the real valued function x → d(x,T x), that is, an indicator
of the error involved for an approximate solution of the equation T x = x, by complying the
condition d(x,T x) = d(A,B). The notation of best proximity point is introduced in [] but
one of the most interesting results in this direction is due to Fan [] and can be stated as
follows.

Theorem . Let K be a nonempty, compact and convex subset of a normed space E . Then
for any continuous mapping T : K → E , there exists x ∈K with ‖x –T x‖ = infy∈K ‖T x – y‖.

Some generalizations and extensions of this theorem appeared in the literature by Pro-
lla [], Reich [], Sehgal and Singh [, ], Vetrivel et al. [] and others. It turns out that
many of the contractive conditions which are investigated for fixed points ensure the ex-
istence of best proximity points. Some results of this kind are obtained in [, –]. Note
that the authors often, in proving these results, assume restrictive compactness hypothe-
ses on the domain and codomain of the involved nonself-mapping. Inspired by [], we

© 2013 Nashine et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
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consider these hypotheses too restrictive in dealing with proximal contractions and so
we prove that the compactness hypotheses can be successfully replaced by standard com-
pleteness hypotheses. Following this idea, we propose a new type of condition to study the
existence and uniqueness of the best proximity point of a nonself-mapping by assuming
both compactness hypotheses and standard completeness hypotheses. Precisely, we intro-
duce the notions of rational proximal contractions of the first and second kinds, then we
establish some corresponding best proximity point theorems for such contractions. Our
definitions include some earlier definitions as special cases. In particular, the presented
theorems contain the results given in [].

2 Preliminaries
In this section, we give some basic notations and definitions that will be used in the sequel.

Let (X , d) be a metric space, A and B be two nonempty subsets of X and T : A→ B be
a nonself-mapping. We denote by Best(T ) the set of all best proximity points of T , that is,

Best(T ) :=
{

x ∈A such that d(x,T x) = d(A,B)
}

.

Also, let

A :=
{

x ∈A : d(x, y) = d(A,B) for some y ∈ B
}

and

B :=
{

y ∈ B : d(x, y) = d(A,B) for some x ∈A
}

.

Sufficient conditions to ensure that A and B are nonempty are given in []. Also, ob-
serve that if A and B are closed subsets of a normed linear space such that d(A,B) > ,
then A and B are contained in the boundaries of A and B, respectively; see [].

Now, we give sequentially two definitions that are essential to state and prove our main
results.

Definition . Let (X , d) be a metric space and A and B be two nonempty subsets of X .
Then T : A→ B is said to be a rational proximal contraction of the first kind if there exist
nonnegative real numbers α, β , γ , δ with α + β + γ + δ < , such that the conditions

d(u,T x) = d(A,B) and d(u,T x) = d(A,B)

imply that

d(u, u) ≤ αd(x, x) +
β[ + d(x, u)]d(x, u)

 + d(x, x)
+ γ

[
d(x, u) + d(x, u)

]

+ δ
[
d(x, u) + d(x, u)

]
()

for all u, u, x, x ∈A.

Note that, if β = , then from () we get the definition of the generalized proximal con-
traction of the first kind with α + γ + δ < ; see [].

http://www.fixedpointtheoryandapplications.com/content/2013/1/95
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Moreover, if T is a self-mapping on A, then the requirement in Definition . reduces
to the following generalized contractive condition of rational type useful in establishing a
fixed-point theorem:

d(T x,T x) ≤ αd(x, x) +
β[ + d(x,T x)]d(x,T x)

 + d(x, x)
+ γ

[
d(x,T x) + d(x,T x)

]

+ δ
[
d(x,T x) + d(x,T x)

]
.

Definition . Let (X , d) be a metric space and A and B be two nonempty subsets of X .
Then T : A → B is said to be a rational proximal contraction of the second kind if there
exist nonnegative real numbers α, β , γ , δ with α + β + γ + δ <  such that the conditions

d(u,T x) = d(A,B) and d(u,T x) = d(A,B)

imply that

d(T u,T u)

≤ αd(T x,T x) +
β[ + d(T x,T u)]d(T x,T u)

 + d(T x,T x)

+ γ
[
d(T x,T u) + d(T x,T u)

]
+ δ

[
d(T x,T u) + d(T x,T u)

]
()

for all u, u, x, x ∈A.

Note that, if β = , then from () we get the definition of the generalized proximal con-
traction of the second kind with α + γ + δ < , see [].

The following example illustrates that a rational proximal contraction of the second kind
is not necessarily a rational proximal contraction of the first kind. Therefore, both Defini-
tions . and . are consistent.

Example . Let X = R×R endowed with the usual metric

d
(
(x, x), (y, y)

)
=

√
(x – y) + (x – y),

for all (x, x), (y, y) ∈ R × R. Define A := {(x, ) : x ∈ R} and B := {(x, –) : x ∈ R}. Also
define T : A→ B by

T
(
(x, )

)
=

⎧
⎨

⎩
(–, –) if x is rational,

(, –) otherwise.

Then d(A,B) =  and T is a rational proximal contraction of the second kind but not
a rational proximal contraction of the first kind. Indeed, using Definition . and after
routine calculations, one can show that the left-hand side of inequality () is equal to .
On the other hand, using Definition . and after routine calculations, one can show that
the left-hand side of inequality () is equal to  and so inequality () is not satisfied for all
nonnegative real numbers α, β , γ , δ with α + β + γ + δ < .

http://www.fixedpointtheoryandapplications.com/content/2013/1/95
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It is well known that the notion of approximative compactness plays an important role in
the theory of approximation []. In particular, the notion of an approximatively compact
set was introduced by Efimov and Stechkin [] and the properties of approximatively
compact sets have been largely studied. The boundendly compact sets that are the sets
whose intersection with any closed ball is compact are useful examples of approximatively
compact sets. It is shown in [] that in every infinite-dimensional separable Banach space
there exists a bounded approximatively compact set, which is not compact.

Remark . Since (X , d) is a metric space, the bounded compactness of a set is equivalent
to its closure and the possibility of selecting from any bounded sequence contained in it a
converging subsequence.

Here, for our further use, we give the following definition.

Definition . Let (X , d) be a metric space and A and B be two nonempty subsets of X .
ThenB is said to be approximatively compact with respect toA if every sequence {yn} ofB,
satisfying the condition d(x, yn) → d(x,B) for some x in A, has a convergent subsequence.

Obviously, any set is approximatively compact with respect to itself.

3 Rational proximal contractions
Our first main result is the following best proximity point theorem for a rational proximal
contraction of the first kind.

Theorem . Let (X , d) be a complete metric space and A and B be two nonempty, closed
subsets of X such that B is approximatively compact with respect to A. Assume that A

and B are nonempty and T : A→ B is a nonself-mapping such that:
(a) T is a rational proximal contraction of the first kind;
(b) T (A) ⊆ B.

Then there exists x ∈A such that Best(T ) = {x}. Further, for any fixed x ∈A, the sequence
{xn}, defined by d(xn+,T xn) = d(A,B), converges to x.

Proof Let x ∈A (such a point there exists since A �= ∅). Since T (A) ⊆ B, then by the
definition of B, there exists x ∈A such that d(x,T x) = d(A,B). Again, since T x ∈ B,
it follows that there is x ∈A such that d(x,T x) = d(A,B). Continuing this process, we
can construct a sequence {xn} in A, such that

d(xn+,T xn) = d(A,B),

for every nonnegative integer n. Using the fact that T is a rational proximal contraction
of the first kind, we have

d(xn, xn+) ≤ αd(xn–, xn) +
β[ + d(xn–, xn)]d(xn, xn+)

 + d(xn–, xn)
+ γ

[
d(xn–, xn) + d(xn, xn+)

]

+ δd(xn–, xn+)

≤ αd(xn–, xn) + βd(xn, xn+) + γ
[
d(xn–, xn) + d(xn, xn+)

]

+ δ
[
d(xn–, xn) + d(xn, xn+)

]
.

http://www.fixedpointtheoryandapplications.com/content/2013/1/95


Nashine et al. Fixed Point Theory and Applications 2013, 2013:95 Page 5 of 11
http://www.fixedpointtheoryandapplications.com/content/2013/1/95

It follows that

d(xn, xn+) ≤ kd(xn–, xn),

where k = α+γ +δ

–β–γ –δ
< . Therefore, {xn} is a Cauchy sequence and, since (X , d) is complete

and A is closed, the sequence {xn} converges to some x ∈A.
Moreover, we have

d(x,B) ≤ d(x,T xn)

≤ d(x, xn+) + d(xn+,T xn)

= d(x, xn+) + d(A,B)

≤ d(x, xn+) + d(x,B).

Taking the limit as n → +∞, we get d(x,T xn) → d(x,B). Since B is approximatively com-
pact with respect to A, then the sequence {T xn} has a subsequence {T xnk } that converges
to some y ∈ B. Therefore,

d(x, y) = lim
k→+∞

d(xnk +,T xnk ) = d(A,B),

and hence x must be in A. Since T (A) ⊆ B, then d(u,T x) = d(A,B) for some u ∈ A.
Again, using the fact that T is a rational proximal contraction of the first kind, we get

d(u, xn+) ≤ αd(x, xn) +
β[ + d(x, u)]d(xn, xn+)

 + d(x, xn)
+ γ

[
d(x, u) + d(xn, xn+)

]

+ δ
[
d(x, xn+) + d(xn, u)

]
.

Taking the limit as n → +∞, we have

d(u, x) ≤ (γ + δ)d(u, x),

which implies x = u, since γ + δ < . Thus, it follows that

d(x,T x) = d(u,T x) = d(A,B),

that is, x ∈ Best(T ). Now, to prove the uniqueness of the best proximity point (i.e., Best(T )
is singleton), assume that z is another best proximity point of T so that

d(z,T z) = d(A,B).

Since T is a rational proximal contraction of the first kind, we have

d(x, z) ≤ αd(x, z) +
β[ + d(x, x)]d(z, z)

 + d(x, z)
+ γ

[
d(x, x) + d(z, z)

]
+ δ

[
d(x, z) + d(z, x)

]

which implies

d(x, z) ≤ (α + δ)d(x, z).

http://www.fixedpointtheoryandapplications.com/content/2013/1/95
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It follows immediately that x = z, since α + δ < . Hence, T has a unique best proximity
point. �

As consequences of the Theorem ., we state the following corollaries.

Corollary . Let (X , d) be a complete metric space and A and B be two nonempty, closed
subsets of X such that B is approximatively compact with respect to A. Assume that A

and B are nonempty and T : A→ B is a nonself-mapping such that:
(a) T is a generalized proximal contraction of the first kind, with α + γ + δ < ;
(b) T (A) ⊆ B.

Then, there exists x ∈A such that Best(T ) = {x}. Further, for any fixed x ∈A, the sequence
{xn}, defined by d(xn+,T xn) = d(A,B), converges to the best proximity point x.

Corollary . Let (X , d) be a complete metric space and A and B be two nonempty, closed
subsets of X such that B is approximatively compact with respect to A. Assume that A

and B are nonempty and T : A→ B is a nonself-mapping such that:
(a) There exists a nonnegative real number α <  such that, for all u, u, x, x in A, the

conditions d(u,T x) = d(A,B) and d(u,T x) = d(A,B) imply that
d(u, u) ≤ αd(x, x);

(b) T (A) ⊆ B.
Then there exists x ∈A such that Best(T ) = {x}. Further, for any fixed x ∈A, the sequence
{xn}, defined by d(xn+,T xn) = d(A,B), converges to the best proximity point x.

The following fixed-point result can be considered as a special case of the Theorem .,
when T is a self-mapping.

Corollary . Let (X , d) be a complete metric space and T be a self-mapping on X . As-
sume that there exist nonnegative real numbers α, β , γ , δ with α + β + γ + δ <  such
that

d(T x,T x) ≤ αd(x, x) +
β[ + d(x,T x)]d(x,T x)

 + d(x, x)
+ γ

[
d(x,T x) + d(x,T x)

]

+ δ
[
d(x,T x) + d(x,T x)

]

for all x, x ∈X . Then the mapping T has a unique fixed point.

Remark . Note that the Corollary . is a proper extension of the contraction mapping
principle [] because the continuity of the mapping T is not required. It is well known
that a contraction mapping must be continuous.

Now, we state and prove a best proximity point theorem for a rational proximal contrac-
tion of the second kind.

Theorem . Let (X , d) be a complete metric space and A and B be two nonempty, closed
subsets of X such that A is approximatively compact with respect to B. Assume that A

and B are nonempty and T : A→ B is a nonself-mapping such that:
(a) T is a continuous rational proximal contraction of the second kind;
(b) T (A) ⊆ B.

http://www.fixedpointtheoryandapplications.com/content/2013/1/95
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Then there exists x ∈ Best(T ) and for any fixed x ∈ A, the sequence {xn}, defined by
d(xn+,T xn) = d(A,B), converges to x, and T x = T z for all x, z ∈ Best(T ).

Proof Following the same lines of the proof of the Theorem ., it is possible to construct
a sequence {xn} in A such that

d(xn+,T xn) = d(A,B),

for every nonnegative integer n. Using the fact that T is a rational proximal contraction
of the second kind, we have

d(T xn,T xn+)

≤ αd(T xn–,T xn) +
β[ + d(T xn–,T xn)]d(T xn,T xn+)

 + d(T xn–,T xn)

+ γ
[
d(T xn–,T xn) + d(T xn,T xn+)

]
+ δd(T xn–,T xn+)

≤ αd(T xn–,T xn) + βd(T xn,T xn+) + γ
[
d(T xn–,T xn) + d(T xn,T xn+)

]

+ δ
[
d(T xn–,T xn) + d(T xn,T xn+)

]
.

It follows that

d(T xn,T xn+) ≤ kd(T xn–,T xn),

where k = α+γ +δ

–β–γ –δ
< . Therefore, {T xn} is a Cauchy sequence and, since (X , d) is complete,

then the sequence {T xn} converges to some y ∈ B.
Moreover, we have

d(y,A) ≤ d(y, xn+) ≤ d(y,T xn) + d(T xn, xn+)

= d(y,T xn) + d(A,B) ≤ d(y,T xn) + d(y,A).

Taking the limit as n → +∞, we get d(y, xn) → d(y,A). SinceA is approximatively compact
with respect to B, then the sequence {xn} has a subsequence {xnk } converging to some
x ∈A. Now, using the continuity of T , we obtain that

d(x,T x) = lim
k→+∞

d(xnk +,T xnk ) = d(A,B),

that is, x ∈ Best(T ). Finally, to prove the last assertion of the present theorem, assume that
z is another best proximity point of T so that

d(z,T z) = d(A,B).

Since T is a rational proximal contraction of the second kind, we have

d(T x,T z) ≤ αd(T x,T z) +
β[ + d(T x,T x)]d(T z,T z)

 + d(T x,T z)
+ γ

[
d(T x,T x) + d(T z,T z)

]

+ δ
[
d(T x,T z) + d(T z,T x)

]

http://www.fixedpointtheoryandapplications.com/content/2013/1/95
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which implies

d(T x,T z) ≤ (α + δ)d(T x,T z).

It follows immediately that T x = T z, since α + δ < . �

As consequences of the Theorem ., we state the following corollaries.

Corollary . Let (X , d) be a complete metric space and A and B be two nonempty, closed
subsets of X such that A is approximatively compact with respect to B. Assume that A

and B are nonempty and T : A→ B is a nonself-mapping such that:
(a) T is a continuous generalized proximal contraction of the second kind, with

α + γ + δ < ;
(b) T (A) ⊆ B.

Then, there exists x ∈ Best(T ) and for any fixed x ∈ A, the sequence {xn}, defined by
d(xn+,T xn) = d(A,B), converges to x. Further, T x = T z for all x, z ∈ Best(T ).

Corollary . Let (X , d) be a complete metric space and A and B be two nonempty, closed
subsets of X such that A is approximatively compact with respect to B. Assume that A

and B are nonempty and T : A→ B is a nonself-mapping such that:
(a) There exists a nonnegative real number α <  such that, for all u, u, x, x in A, the

conditions d(u,T x) = d(A,B) and d(u,T x) = d(A,B) imply that
d(T u,T u) ≤ αd(T x,T x);

(b) T is continuous;
(c) T (A) ⊆ B.

Then there exists x ∈ Best(T ) and for any fixed x ∈ A, the sequence {xn}, defined by
d(xn+,T xn) = d(A,B), converges to x. Further, T x = T z for all x, z ∈ Best(T ).

Remark . Note that in the Theorem . is not required the continuity of the mapping T .
On the contrary, the continuity of T is an hypothesis of the Theorem ..

Our next theorem concerns a nonself-mapping that is a rational proximal contraction
of the first kind as well as a rational proximal contraction of the second kind. In this theo-
rem, we consider only a completeness hypothesis without assuming the continuity of the
nonself-mapping.

Theorem . Let (X , d) be a complete metric space and A and B be two nonempty, closed
subsets of X . Assume that A and B are nonempty and T : A → B is a nonself-mapping
such that:

(a) T is a rational proximal contraction of the first and second kinds;
(b) T (A) ⊆ B.

Then there exists a unique x ∈ Best(T ). Further, for any fixed x ∈ A, the sequence {xn},
defined by d(xn+,T xn) = d(A,B), converges to x.

Proof Following the same lines of the proof of the Theorem ., it is possible to construct
a sequence {xn} in A such that

d(xn+,T xn) = d(A,B),

http://www.fixedpointtheoryandapplications.com/content/2013/1/95
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for every nonnegative integer n. Also, using the same arguments in the proof of the The-
orem ., we deduce that the sequence {xn} is a Cauchy sequence, and hence converges to
some x ∈ A. Moreover, on the lines of the proof of the Theorem ., we obtain that the
sequence {T xn} is a Cauchy sequence and hence converges to some y ∈ B. Therefore, we
have

d(x, y) = lim
n→+∞ d(xn+,T xn) = d(A,B),

and hence x must be in A. Since T (A) ⊆ B, then d(u,T x) = d(A,B) for some u ∈ A.
Using the fact that T is a rational proximal contraction of the first kind, we get

d(u, xn+) ≤ αd(x, xn) +
β[ + d(x, u)]d(xn, xn+)

 + d(x, xn)

+ γ
[
d(x, u) + d(xn, xn+)

]
+ δ

[
d(x, xn+) + d(xn, u)

]
.

Taking the limit as n → +∞, we have

d(u, x) ≤ (γ + δ)d(u, x),

which implies that x = u, since γ + δ < . Thus, it follows that

d(x,T x) = d(u,T x) = d(A,B),

that is, x ∈ Best(T ). Again, following the same lines of the proof of the Theorem ., we
prove the uniqueness of the best proximity point of the mapping T . To avoid repetitions,
we omit the details. �

Example . Let X = R endowed with the usual metric d(x, y) = |x – y|, for all x, y ∈ X .
DefineA = [–, ] andB = [–, –]∪ [, ]. Then, d(A,B) = ,A = {–, } andB = {–, }.
Also define T : A→ B by

T x =

⎧
⎨

⎩
 if x is rational,

 otherwise.

It is easy to show that T is a rational proximal contraction of the first and second kinds
and T (A) ⊆ B. Then all the hypotheses of the Theorem . are satisfied and d(,T ()) =
d(A,B). Clearly, the Theorem . is not applicable in this case.
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Abstract
In this paper, we prove the coupled coincidence point theorems for a w∗-compatible
mapping in partially ordered cone metric spaces over a solid cone without the mixed
g-monotone property. In the case of a totally ordered space, these results are
automatically obvious under the assumption given. Therefore, these results can be
applied in a much wider class of problems. We also prove the uniqueness of a
common coupled fixed point in this setup and give some example which is not
applied to the existence of a common coupled fixed point by using the mixed
g-monotone property but can be applied to our results.
MSC: 47H10; 54H25

Keywords: cone metric spaces; common coupled fixed point; coupled coincidence
point; w∗-compatible mappings; mixed g-monotone property

1 Introduction
The famous Banach contraction principle states that if (X, d) is a complete metric space
and T : X → X is a contraction mapping (i.e., d(Tx, Ty) ≤ αd(x, y) for all x, y ∈ X, where α

is a non-negative number such that α < ), then T has a unique fixed point. This principle
is one of the cornerstones in the development of nonlinear analysis. Fixed point theorems
have applications not only in the various branches of mathematics, but also in economics,
chemistry, biology, computer science, engineering, and others. Due to the importance,
generalizations of Banach’s contraction principle have been investigated heavily by several
authors.

Following this trend, the problem of existence and uniqueness of fixed points in par-
tially ordered sets has been studied thoroughly because of its interesting nature. In ,
Turinici [] presented the first result in this direction. Afterward, Ran and Reurings []
gave some applications of Turinici’s theorem to matrix equations. The results of Ran and
Reurings were further extended to ordered cone metric spaces in [–]. In , Nieto
and Rodríguez-López [] extended Ran and Reurings’s theorems for nondecreasing map-
pings and obtained a unique solution for a first-order ordinary differential equation with
periodic boundary conditions.

The notion of coupled fixed points was introduced by Guo and Lakshmikantham [].
Since then, the concept has been of interest to many researchers in metrical fixed point
theory. In , Bhaskar and Lakshmikantham [] introduced the concept of a mixed

© 2013 Agarwal et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.

http://www.fixedpointtheoryandapplications.com/content/2013/1/22
mailto:poom_teun@hotmail.com
mailto:poom.kum@kmutt.ac.th
http://creativecommons.org/licenses/by/2.0


Agarwal et al. Fixed Point Theory and Applications 2013, 2013:22 Page 2 of 20
http://www.fixedpointtheoryandapplications.com/content/2013/1/22

monotone property (see further Definition .). They proved classical coupled fixed point
theorems for mappings satisfying the mixed monotone property and also discussed an
application of their result by investigating the existence and uniqueness of a solution of
the periodic boundary value problem. Following this result, Harjani et al. [] (see also [,
]) studied the existence and uniqueness of solutions of a nonlinear integral equation as
an application of coupled fixed points. Very recently, motivated by the work of Caballero et
al. [], Jleli and Samet [] discussed the existence and uniqueness of a positive solution
for the singular nonlinear fractional differential equation boundary value problem

Dα
+ u(t) = f

(
t, u(t), u(t)

)
,  < t < ,

u(a) = u′(b) = , a, b ∈ {, },
(.)

where α ∈ R such that  < α ≤ , Dα
+ is the Riemann-Liouville fractional derivative and

f : (, ] × [,∞) × [,∞) → [,∞) is continuous, limt→+ f (t, ·, ·) = +∞ (f is singular at
t = ) for all t ∈ (, ], f (t, ·, ·) is nondecreasing with respect to the first component and
decreasing with respect to its second and third components.

Since their important role in the study of the existence and uniqueness of a solution of
the periodic boundary value problem, a nonlinear integral equation, and the existence and
uniqueness of a positive solution for the singular nonlinear fractional differential equation
boundary value problem, a wide discussion on coupled fixed point theorems aimed the
interest of many scientists.

In , Lakshmikantham and Ćirić [] extended the concept of a mixed monotone
property to a mixed g-monotone mapping and proved coupled coincidence point and
common coupled fixed point theorems which are more general than the result of Bhaskar
and Lakshmikantham in []. A number of articles on coupled fixed point, coupled co-
incidence point, and common coupled fixed point theorems have been dedicated to the
improvement; see [–] and the references therein.

On the other hand, in , Huang and Zhang [] have re-introduced the concept of a
cone metric space which is replacing the set of real numbers by an ordered Banach space E.
They went further and defined the convergence via interior points of the cone by which
the order in E is defined. This approach allows the investigation of cone spaces in the case
when the cone is not necessarily normal. They also continued with results concerned with
the normal cones only. One of the main results from [] is the Banach contraction princi-
ple in the setting of normal cone spaces. Afterward, many authors generalized their fixed
point theorems in cone spaces with normal cones. In other words, the fixed point problem
in the setting of cone metric spaces is appropriate only in the case when the underlying
cone is non-normal but just has interior that is nonempty. In this case only, proper gen-
eralizations of results from the ordinary metric spaces can be obtained. In , Janković
et al. [] gave some examples showing that theorems from ordinary metric spaces cannot
be applied in the setting of cone metric spaces, when the cone is non-normal.

Recently, Nashine et al. [] established common coupled fixed point theorems for
mixed g-monotone and w∗-compatible mappings satisfying more general contractive con-
ditions in ordered cone metric spaces over a cone that is only solid (i.e., has a nonempty
interior) which improve works of Karapınar [] and Shatanawi []. This result is an or-
dered version extension of the results of Abbas et al. [].
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In this work, we show that the mixed g-monotone property in common coupled fixed
point theorems in ordered cone metric spaces can be replaced by another property due
to Ðorić et al. []. This property is automatically satisfied in the case of a totally ordered
space. Therefore, these results can be applied in a much wider class of problems. Our
results generalize and extend many well-known comparable results in the literature. An
illustrative example is presented in this work when our results can be used in proving the
existence of a common coupled fixed point, while the results of Nashine et al. [] cannot.

2 Preliminaries
In this section, we give some notations and a property that are useful for our main results.
Let E be a real Banach space with respect to a given norm ‖ · ‖E and let E be a zero vector
of E. A nonempty subset P of E is called a cone if the following conditions hold:

. P is closed and P 	= {E};
. a, b ∈R, a, b ≥ , x, y ∈ P =⇒ ax + by ∈ P;
. x ∈ P, –x ∈ P =⇒ x = E .
Given a cone P ⊂ E, a partial ordering ≤P with respect to P is naturally defined by x ≤P y

if and only if y – x ∈ P for x, y ∈ E. We will write x <P y to indicate that x ≤P y but x 	= y,
while x 
 y will stand for y – x ∈ int(P), where int(P) denotes the interior of P.

The cone P is said to be normal if there exists a real number K >  such that for all
x, y ∈ E,

E ≤P x ≤P y =⇒ ‖x‖E ≤ K‖y‖E .

The least positive number K satisfying the above statement is called a normal constant
of P. In , Rezapour and Hamlbarani [] showed that there are no normal cones with
a normal constant K < .

In what follows, we always suppose that E is a real Banach space with cone P satisfying
int(P) 	= ∅ (such cones are called solid).

Definition . ([]) Let X be a nonempty set and d : X × X → E satisfy
. E ≤P d(x, y) for all x, y ∈ X and d(x, y) = E if and only if x = y;
. d(x, y) = d(y, x) for all x, y ∈ X ;
. d(x, y) ≤P d(x, z) + d(z, y) for all x, y, z ∈ X .

Then d is called a cone metric on X and (X, d) is called a cone metric space.

Definition . ([]) Let (X, d) be a cone metric space, {xn} be a sequence in X, and x ∈ X.
. If for every c ∈ E with E 
P c, there is N ∈N such that d(xn, x) 
P c for all n ≥ N ,

then {xn} is said to converge to x. This limit is denoted by limn→∞ xn = x or xn → x as
n → ∞.

. If for every c ∈ E with E 
P c, there is N ∈N such that d(xn, xm) 
P c for all
n, m > N , then {xn} is called a Cauchy sequence in X .

. If every Cauchy sequence in X is convergent in X , then (X, d) is called a complete
cone metric space.

Let (X, d) be a cone metric space. Then the following properties are often used (partic-
ularly when dealing with cone metric spaces in which the cone need not be normal):
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(p) if a ≤P ka, where a ∈ P and k ∈ [, ), then a = E ;
(p) if E ≤P u 
 c for each E 
 c, then u = E ;
(p) if u, v, w ∈ E, u ≤P v and v 
 w, then u 
 w;
(p) if c ∈ int(P), E ≤P an ∈ E and an → E , then there exists k ∈ N such that for all n > k,

we have an 
 c.

Definition . Let X be a nonempty set. Then (X, d,�) is called an ordered cone metric
space if

(i) (X, d) is a cone metric space,
(ii) (X,�) is a partially ordered set.

Let (X,�) be a partially ordered set. By x � y, we mean y � x for x, y ∈ X. Elements x, y ∈
X are called comparable if x � y or y � x holds. A mapping f is said to be g-nondecreasing
(resp., g-nonincreasing) if, for all x, y ∈ X, gx � gy implies f (x) � f (y) (resp., f (y) � f (x)). If
g is the identity mapping, then f is said to be nondecreasing (resp., nonincreasing).

Definition . ([, ]) Let (X,�) be a partially ordered set and let F : X × X → X and
g : X → X. The mapping F is said to have a mixed g-monotone property if F is mono-
tone g-nondecreasing in its first argument and monotone g-nonincreasing in its second
argument, that is, for any x, y ∈ X,

x, x ∈ X, gx � gx =⇒ F(x, y) � F(x, y) (.)

and

y, y ∈ X, gy � gy =⇒ F(x, y) � F(x, y) (.)

hold. If in the previous relations g is the identity mapping, then it is said that F has a mixed
monotone property.

Definition . ([, ]) Let X be a nonempty set and F : X × X → X, g : X → X. An
element (x, y) ∈ X × X is called

(C) a coupled fixed point of F if x = F(x, y) and y = F(y, x);
(C) a coupled coincidence point of mappings g and F if

gx = F(x, y) and gy = F(y, x),

and in this case (gx, gy) is called a coupled point of coincidence;
(C) a common coupled fixed point of mappings g and F if

x = gx = F(x, y) and y = gy = F(y, x).

Definition . ([]) Let X be a nonempty set. Mappings F : X × X → X and g : X → X
are called

(W) w-compatible if gF(x, y) = F(gx, gy) whenever gx = F(x, y) and gy = F(y, x);
(W) w∗-compatible if gF(x, x) = F(gx, gx) whenever gx = F(x, x).
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It is easy to see that w-compatible implies w∗-compatible. The following example shows
that the converse of the above argument is not true.

Example . Let X = [,∞) and F : X × X → X and g : X → X be defined by

F(x, y) =

⎧
⎪⎪⎨

⎪⎪⎩

π , (x, y) = (, ),

, (x, y) = (, ),

, otherwise,

gx =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

π , x = ,

, x = ,

, x ∈ {, , , . . .},
, otherwise.

It is easy to see that g = π = F(, ) and g =  = F(, ), but gF(, ) =  	=  = F(g, g).
Hence, F and g are not w-compatible.

However, F(x, x) = gx is possible only if x ∈ {, , , . . .} and for all points in this case, we
get gF(x, x) =  = F(gx, gx). Therefore, F and g are w∗-compatible.

For elements x, y of a partially ordered set (X,�), we will write x � y whenever x and y
are comparable (i.e., x � y or y � x holds).

Next, we give a new property due to Ðorić et al. [].
Let X be a nonempty set and let g : X → X and F : X × X → X. We will consider the

following condition:

if x, y, u, v ∈ X are such that gx � F(x, y) = gu, then F(x, y) � F(u, v). (.)

In particular, when g = IX , it reduces to

for all x, y, v, if x � F(x, y), then F(x, y) � F
(
F(x, y), v

)
. (.)

Remark . We obtain that the conditions (.) and (.) are trivially satisfied if (X,�) is
the totally ordered.

The following examples show that the condition (.) ((.), resp.) may be satisfied when
F does not have the mixed g-monotone property (monotone property, resp.).

Example . Let X = {a, b, c, d}, �= {(a, a), (b, b), (c, c), (d, d), (a, b), (c, d)},

g :

(
a b c d
c d c d

)

, F :

(
(a, y) (b, y) (c, y) (d, y)

b a c d

)

for all y ∈ X. Since ga = c � d = gb but F(a, y) � F(b, y) for all y ∈ X, the mapping F does
not have the mixed g-monotone property. But it has property (.) since

() For each y ∈ X , we get gc � F(c, y) = gc and F(c, y) � F(c, v) for all v ∈ X .
() For each y ∈ X , we get gd � F(d, y) = gd and F(d, y) � F(d, v) for all v ∈ X .

Example . Let X = {a, b, c, d}, �= {(a, a), (b, b), (c, c), (d, d), (a, b), (c, d)},

F :

(
(a, y) (b, y) (c, y) (d, y)

b a c d

)
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for all y ∈ X. Since a � b but F(a, y) = b � a = F(b, y) for all y ∈ X, the mapping F does not
have the mixed monotone property. But it has property (.) since

() For each y ∈ X , we get a � F(a, y) and F(a, y) = b � a = F(F(a, y), v) for all v ∈ X .
() For each y ∈ X , we get b � F(b, y) and F(b, y) = a � b = F(F(b, y), v) for all v ∈ X .
() The other two cases are trivial.

3 Coupled coincidence point theorems lacking the mixed g-monotone
property

In this section, we give the existence of coupled coincidence point theorems in ordered
cone metric spaces lacking the mixed g-monotone property. Our first main result is the
following theorem.

Theorem . Let (X, d,�) be an ordered cone metric space over a solid cone P and let
g : X → X and F : X × X → X. Suppose that the following hold:

(i) F(X × X) ⊆ g(X) and g(X) is a complete subspace of X ;
(ii) g and F satisfy property (.);

(iii) there exist x, y ∈ X such that gx � F(x, y) and gy � F(y, x);
(iv) there exists ai ≥  for i = , , . . . ,  and

∑
i= ai <  such that for all x, y, u, v ∈ X

satisfying gx � gu and gy � gv,

d
(
F(x, y), F(u, v)

)

≤P ad(gx, gu) + ad
(
F(x, y), gx

)
+ ad(gy, gv)

+ ad
(
F(u, v), gu

)
+ ad

(
F(x, y), gu

)
+ ad

(
F(u, v), gx

)
(.)

holds;
(v) if xn → x when n → ∞ in X , then xn � x for n sufficiently large.

Then there exist x, y ∈ X such that

F(x, y) = gx and F(y, x) = gy,

that is, F and g have a coupled coincidence point (x, y) ∈ X × X.

Proof Starting from x, y (condition (iii)) and using the fact that F(X × X) ⊆ g(X) (con-
dition (i)), we can construct sequences {gxn} and {gyn} in X such that

gxn = F(xn–, yn–) and gyn = F(yn–, xn–) (.)

for all n ∈N. By (iii), we get gx � F(x, y) = gx, and the condition (ii) implies that

gx = F(x, y) � F(x, y) = gx.

Proceeding by induction, we get that gxn– � gxn and, similarly, gyn– � gyn for all n ∈ N.
Therefore, we can apply the condition (.) to obtain

d(gxn, gxn+) = d
(
F(xn–, yn–), F(xn, yn)

)

≤P ad(gxn–, gxn) + ad
(
F(xn–, yn–), gxn–

)
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+ ad(gyn–, gyn) + ad
(
F(xn, yn), gxn

)

+ ad
(
F(xn–, yn–), gxn

)
+ ad

(
F(xn, yn), gxn–

)

= ad(gxn–, gxn) + ad(gxn, gxn–) + ad(gyn–, gyn)

+ ad(gxn+, gxn) + ad(gxn, gxn) + ad(gxn+, gxn–)

≤P ad(gxn–, gxn) + ad(gxn, gxn–) + ad(gyn–, gyn)

+ ad(gxn+, gxn) + a
[
d(gxn–, gxn) + d(gxn, gxn+)

]

≤P (a + a + a)d(gxn–, gxn) + ad(gyn–, gyn)

+ (a + a)d(gxn, gxn+),

which implies that

( – a – a)d(gxn, gxn+) ≤P (a + a + a)d(gxn–, gxn) + ad(gyn–, gyn). (.)

Similarly, starting with d(gyn, gyn+) = d(F(yn, xn), F(yn–, xn–)) and using gxn– � gxn and
gyn– � gyn for all n ∈N, we get

( – a – a)d(gyn, gyn+) ≤P (a + a + a)d(gyn–, gyn) + ad(gxn–, gxn). (.)

Combining (.) and (.), we obtain that

( – a – a)
[
d(gxn, gxn+) + d(gyn, gyn+)

]

≤P (a + a + a + a)
[
d(gxn–, gxn) + d(gyn–, gyn)

]
. (.)

Now, starting from d(gxn+, gxn) = d(F(xn, yn), F(xn–, yn–)) and using gxn– � gxn and
gyn– � gyn for all n ∈N, we get that

( – a – a)d(gxn, gxn+) ≤P (a + a + a)d(gxn–, gxn) + ad(gyn–, gyn).

Similarly, starting from d(gyn+, gyn) = d(F(yn, xn), F(yn–, xn–)) and using gxn– � gxn and
gyn– � gyn for all n ∈N, we get that

( – a – a)d(gyn, gyn+) ≤P (a + a + a)d(gyn–, gyn) + ad(gxn–, gxn).

Again adding up, we obtain that

( – a – a)
[
d(gxn, gxn+) + d(gyn, gyn+)

]

≤P (a + a + a + a)
[
d(gxn–, gxn) + d(gyn–, gyn)

]
. (.)

Finally, adding up (.) and (.), it follows that

d(gxn, gxn+) + d(gyn, gyn+) ≤P λ
[
d(gxn–, gxn) + d(gyn–, gyn)

]
(.)
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with

 ≤ λ =
a + a + a + a + a + a

 – a – a – a – a
< , (.)

since
∑

i= ai < .
From the relation (.), we have

d(gxn, gxn+) + d(gyn, gyn+) ≤P λ
[
d(gxn–, gxn) + d(gyn–, gyn)

]

≤P λ[d(gxn–, gxn–) + d(gyn–, gyn–)
]

...

≤P λn[d(gx, gx) + d(gy, gy)
]
.

If d(gx, gx) + d(gy, gy) = E , then (x, y) is a coupled coincidence point of F and g . So,
let E <P d(gx, gx) + d(gy, gy).

For any m > n ≥ , repeated use of the triangle inequality gives

d(gxn, gxm) + d(gyn, gym)

≤P d(gxn, gxn+) + d(gxn+, gxn+) + · · · + d(gxm–, gxm)

+ d(gyn, gyn+) + d(gyn+, gyn+) + · · · + d(gym–, gym)

≤P
[
λn + λn+ + · · · + λm–][d(gx, gx) + d(gy, gy)

]

≤P
λn

 – λ

[
d(gx, gx) + d(gy, gy)

]
.

Since λn

–λ
→  as n → ∞, we get λn

–λ
[d(gx, gx) + d(gy, gy)] → E as n → ∞.

From (p), we have for E 
 c and large n,

λn

 – λ

[
d(gx, gx) + d(gy, gy)

] 
 c.

By (p), we get

d(gxn, gxm) + d(gyn, gym) 
 c.

Since

d(gxn, gxm) ≤P d(gxn, gxm) + d(gyn, gym)

and

d(gyn, gym) ≤P d(gxn, gxm) + d(gyn, gym),

then by (p), we get d(gxn, gxm) 
 c and d(gyn, gym) 
 c for n large enough. Therefore,
we get {gxn} and {gyn} are Cauchy sequences in g(X). By completeness of g(X), there exist
gx, gy ∈ g(X) such that gxn → gx and gyn → gy as n → ∞.
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By (v), we have gxn � gx and gy � gyn for all n ≥ . Now, we prove that F(x, y) = gx and
F(y, x) = gy.

If gxn = gx and gyn = gy for some n ≥ , from (.) we have

d
(
F(x, y), gx

) ≤P d
(
F(x, y), gxn+

)
+ d(gxn+, gx)

= d
(
F(x, y), F(xn, yn)

)
+ d(gxn+, gx)

≤P ad(gx, gxn) + ad
(
F(x, y), gx

)
+ ad(gy, gyn)

+ ad
(
F(xn, yn), gxn

)
+ ad

(
F(x, y), gxn

)

+ ad
(
F(xn, yn), gx

)
+ d(gxn+, gx)

≤P ad(gx, gxn) + ad
(
F(x, y), gx

)
+ ad(gy, gyn)

+ ad(gxn+, gx) + ad(gx, gxn) + ad
(
F(x, y), gx

)
+ ad(gx, gxn)

+ ad(gxn+, gx) + d(gxn+, gx)

= ad
(
F(x, y), gx

)
+ ad(gxn+, gx) + ad

(
F(x, y), gx

)

+ ad(gxn+, gx) + d(gxn+, gx),

which further implies that

d
(
F(x, y), gx

) ≤P
 + a + a

 – a – a
d(gxn+, gx).

Since gxn → gx, then for E 
 c, there exists N ∈N such that

d(gxn+, gx) 
 ( – a – a)c
 + a + a

for all n ≥ N . Therefore,

d
(
F(x, y), gx

) 
 c.

Now, according to (p), it follows that d(F(x, y), gx) = E and F(x, y) = gx. Similarly, we can
prove that F(y, x) = gy. Hence, (x, y) is a coupled coincidence point of the mappings F and g .

So, we suppose that (gxn, gyn) 	= (gx, gy) for all n ≥ . Using (.), we get

d
(
F(x, y), gx

) ≤P d
(
F(x, y), gxn+

)
+ d(gxn+, gx)

= d
(
F(x, y), F(xn, yn)

)
+ d(gxn+, gx)

≤P ad(gx, gxn) + ad
(
F(x, y), gx

)
+ ad(gy, gyn)

+ ad
(
F(xn, yn), gxn

)
+ ad

(
F(x, y), gxn

)

+ ad
(
F(xn, yn), gx

)
+ d(gxn+, gx)

≤P ad(gx, gxn) + ad
(
F(x, y), gx

)
+ ad(gy, gyn)

+ ad(gxn+, gx) + ad(gx, gxn) + ad
(
F(x, y), gx

)
+ ad(gx, gxn)

+ ad(gxn+, gx) + d(gxn+, gx),
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which further implies that

d
(
F(x, y), gx

)

≤P
a + a + a

 – a – a
d(gx, gxn) +

 + a + a

 – a – a
d(gxn+, gx) +

a

 – a – a
d(gy, gyn).

Since gxn → gx and gyn → gy, then for E 
 c, there exists N ∈ N such that d(gxn, gx) 

(–a–a)c

(a+a+a) , d(gxn+, gx) 
 (–a–a)c
(+a+a) , and d(gyn, gy) 
 (–a–a)c

a
for all n ≥ N . Thus,

d
(
F(x, y), gx

) 
 c


+
c


+
c


= c.

Now, according to (p), it follows that d(F(x, y), gx) = E and F(x, y) = gx. Similarly, F(y, x) =
gy. Hence, (x, y) is a coupled coincidence point of the mappings F and g . �

Remark . In Theorem ., the condition (ii) is a substitution for the mixed g-monotone
property that has been used in most of the coupled coincidence point theorems so far.
Therefore, Theorem . improves the results of Nashine et al. []. Moreover, it is an or-
dered version extension of the results of Abbas et al. [].

Corollary . Let (X, d,�) be an ordered cone metric space over a solid cone P and let
g : X → X and F : X × X → X. Suppose that the following hold:

(i) F(X × X) ⊆ g(X) and g(X) is a complete subspace of X ;
(ii) g and F satisfy property (.);

(iii) there exist x, y ∈ X such that gx � F(x, y) and gy � F(y, x);
(iv) there exist α,β ,γ ≥  and α + β + γ <  such that for all x, y, u, v ∈ X satisfying

gx � gu and gy � gv,

d
(
F(x, y), F(u, v)

) ≤P αd(gx, gu) + βd(gy, gv) + γ d
(
F(x, y), gu

)
(.)

holds;
(v) if xn → x when n → ∞ in X , then xn � x for n sufficiently large.

Then there exist x, y ∈ X such that

F(x, y) = gx and F(y, x) = gy,

that is, F and g have a coupled coincidence point (x, y) ∈ X × X.

Putting g = IX , where IX is the identity mapping from X into X in Theorem ., we get
the following corollary.

Corollary . Let (X, d,�) be an ordered cone metric space over a solid cone P and let
F : X × X → X. Suppose that the following hold:

(i) X is complete;
(ii) g and F satisfy property (.);

(iii) there exist x, y ∈ X such that x � F(x, y) and y � F(y, x);
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(iv) there exists ai ≥  for i = , , . . . ,  and
∑

i= ai <  such that for all x, y, u, v ∈ X
satisfying x � u and y � v,

d
(
F(x, y), F(u, v)

)

≤P ad(x, u) + ad
(
F(x, y), x

)
+ ad(y, v)

+ ad
(
F(u, v), u

)
+ ad

(
F(x, y), u

)
+ ad

(
F(u, v), x

)
(.)

holds;
(v) if xn → x when n → ∞ in X , then xn � x for n sufficiently large.

Then there exist x, y ∈ X such that

F(x, y) = x and F(y, x) = y,

that is, F has a coupled fixed point (x, y) ∈ X × X.

Our second main result is the following.

Theorem . Let (X, d,�) be an ordered cone metric space over a solid cone P. Let F :
X × X → X and g : X → X be mappings. Suppose that the following hold:

(i) F(X × X) ⊆ g(X) and g(X) is a complete subspace of X ;
(ii) g and F satisfy property (.);

(iii) there exist x, y ∈ X such that gx � F(x, y) and gy � F(y, x);
(iv) there is some h ∈ [, /) such that for all x, y, u, v ∈ X satisfying gx � gu and

gy � gv, there exists

�x,y,u,v ∈ {
d(gx, gu), d(gy, gv), d

(
F(x, y), gu

)}

such that

d
(
F(x, y), F(u, v)

) ≤P h�x,y,u,v;

(v) if xn → x when n → ∞ in X , then xn � x for n sufficiently large.
Then there exist x, y ∈ X such that

F(x, y) = gx and F(y, x) = gy,

that is, F and g have a coupled coincidence point (x, y) ∈ X × X.

Proof Since F(X × X) ⊆ g(X) (condition (i)), we can start from x, y (condition (iii)) and
construct sequences {gxn} and {gyn} in X such that

gxn = F(xn–, yn–) and gyn = F(yn–, xn–) (.)

for all n ∈N. From (iii), we get gx � F(x, y) = gx and the condition (ii) implies that

gx = F(x, y) � F(x, y) = gx.

http://www.fixedpointtheoryandapplications.com/content/2013/1/22
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By repeating this process, we have gxn– � gxn. Similarly, we can prove that gyn– � gyn for
all n ∈N.

Since gxn– � gxn and gyn– � gyn for all n ∈ N, from (iv), we have that there exist h ∈
[, /) and

� ∈ {
d(gxn–, gxn), d(gyn–, gyn), d

(
F(xn–, yn–), gxn

)}

=
{

d(gxn–, gxn), d(gyn–, gyn), E
}

such that

d(gxn, gxn+) = d
(
F(xn–, yn–), F(xn, yn)

) ≤P h�.

Similarly, one can show that there exists

� ∈ {
d(gxn–, gxn), d(gyn–, gyn), E)

}

such that

d(gyn, gyn+) = d
(
F(yn–, xn–), F(yn, xn)

) ≤P h�.

Now, denote δn = d(gxn, gxn+) + d(gyn, gyn+). Since the cases � = E and � = E are
trivial, we have to consider the following four possibilities.

Case . d(gxn, gxn+) ≤P hd(gxn–, gxn) and d(gyn, gyn+) ≤P hd(gyn–, gyn). Adding up, we
get that

δn ≤P hδn– ≤P hδn–.

Case . d(gxn, gxn+) ≤P hd(gxn–, gxn) and d(gyn, gyn+) ≤P hd(gxn–, gxn). Then

δn ≤P hd(gxn–, gxn) ≤P hd(gxn–, gxn) + hd(gyn–, gyn) = hδn–.

Case . d(gxn, gxn+) ≤P hd(gyn–, gyn) and d(gyn, gyn+) ≤P hd(gxn–, gxn). This case is
treated analogously to Case .

Case . d(gxn, gxn+) ≤P hd(gyn–, gyn) and d(gyn, gyn+) ≤P hd(gyn–, gyn). This case is
treated analogously to Case .

Thus, in all cases, we get δn ≤P hδn– for all n ∈N, where  ≤ h < . Therefore,

δn ≤P hδn– ≤P (h)δn– ≤P · · · ≤P (h)nδ,

and by the same argument as in Theorem ., it is proved that {gxn} and {gyn} are Cauchy
sequences in g(X). By the completeness of g(X), there exist gx, gy ∈ g(X) such that gxn → gx
and gyn → gy.

From (v), we get gxn � gx and gy � gyn for all n ≥ . Now, we prove that F(x, y) = gx and
F(y, x) = gy.

http://www.fixedpointtheoryandapplications.com/content/2013/1/22
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If gxn = gx and gyn = gy for some n ≥ , from (iv) we have

d
(
F(x, y), gx

) ≤P d
(
F(x, y), gxn+

)
+ d(gxn+, gx)

= d
(
F(x, y), F(xn, yn)

)
+ d(gxn+, gx)

≤P h�x,y,xn ,yn + d(gxn+, gx),

where �x,y,xn ,yn ∈ {d(gx, gxn), d(gy, gyn), d(F(x, y), gxn)}. Let c ∈ int(P) be fixed. If �x,y,xn ,yn =
d(gx, gxn) = E or �x,y,xn ,yn = d(gy, gyn) = E , then for n sufficiently large, we have that

d
(
F(x, y), gx

) 
 c.

By property (p), it follows that F(x, y) = gx. If �x,y,xn ,yn = d(F(x, y), gxn), then we get that

d
(
F(x, y), gx

) ≤P hd
(
F(x, y), gxn

)
+ d(gxn+, gx)

≤P hd
(
F(x, y), gx

)
+ hd(gx, gxn) + d(gxn+, gx)

= hd
(
F(x, y), gx

)
+ d(gxn+, gx).

Now, it follows that for n sufficiently large,

d
(
F(x, y), gx

) ≤P


 – h
d(gxn+, gx)

≤P


 – h
( – h)c

= c.

Therefore, again by property (p), we get that F(x, y) = gx. Similarly, we can prove that
F(y, x) = gy. Hence, (x, y) is a coupled point of coincidence of F and g .

Then, we suppose that (gxn, gyn) 	= (gx, gy) for all n ≥ . For this, consider

d
(
F(x, y), gx

) ≤P d
(
F(x, y), gxn+

)
+ d(gxn+, gx)

= d
(
F(x, y), F(xn, yn)

)
+ d(gxn+, gx)

≤P h�x,y,xn ,yn + d(gxn+, gx),

where �x,y,xn ,yn ∈ {d(gx, gxn), d(gy, gyn), d(F(x, y), gxn)}. Let c ∈ int(P) be fixed. If �x,y,xn ,yn =
d(gx, gxn) or �x,y,xn ,yn = d(gy, gyn), then for n sufficiently large, we have that

d
(
F(x, y), gx

) 
 h · c
h

+
c


= c.

By property (p), it follows that F(x, y) = gx. If �x,y,xn ,yn = d(F(x, y), gxn), then we get that

d
(
F(x, y), gx

) ≤P hd
(
F(x, y), gxn

)
+ d(gxn+, gx)

≤P hd
(
F(x, y), gx

)
+ hd(gx, gxn) + d(gxn+, gx).
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Now, it follows that for n sufficiently large,

d
(
F(x, y), gx

) ≤P
h

 – h
d(gx, gxn) +


 – h

d(gxn+, gx)


 h
 – h

·  – h
h

· c


+


 – h
( – h)

c


= c.

Thus, again by property (p), we get that F(x, y) = gx.
Similarly, F(y, x) = gy is obtained. Hence, (x, y) is a coupled point of coincidence of the

mappings F and g . �

Remark . It would be interesting to relate our Theorem . with Theorem . of Long
et al. [].

Putting g = IX , where IX is the identity mapping from X into X in Theorem ., we get
the following corollary.

Corollary . Let (X, d,�) be an ordered cone metric space over a solid cone P. Let F :
X × X → X be mappings. Suppose that the following hold:

(i) X is complete;
(ii) F satisfies property (.);

(iii) there exist x, y ∈ X such that x � F(x, y) and y � F(y, x);
(iv) there is some h ∈ [, /) such that for all x, y, u, v ∈ X satisfying x � u and y � v,

there exists

�x,y,u,v ∈ {
d(x, u), d(y, v), d

(
F(x, y), u

)}

such that

d
(
F(x, y), F(u, v)

) ≤P h�x,y,u,v.

(v) if xn → x when n → ∞ in X , then xn � x for n sufficiently large.
Then there exist x, y ∈ X such that

F(x, y) = x and F(y, x) = y,

that is, F has a coupled fixed point (x, y) ∈ X × X.

4 Common coupled fixed point theorems lacking the mixed monotone
property

Some questions arise naturally from Theorems . and .. For example, one may ask if
there are necessary conditions for the existence and uniqueness of a common coupled
fixed point of F and g?

The next theorem provides a positive answer to this question with additional hypotheses
to Theorems . and ..

For the given partial order � on the set X, we will denote also by � the order on X × X
given by

(x, y) � (x, y) ⇐⇒ x � x and y � y. (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/22
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Theorem . In addition to the hypotheses of Theorem ., suppose that for every (x, y),
(x∗, y∗) ∈ X × X, there exists (u, v) ∈ X × X such that

(
F(u, v), F(v, u)

) � (
F(x, y), F(y, x)

)

and

(
F(u, v), F(v, u)

) � (
F
(
x∗, y∗), F

(
y∗, x∗)).

If F and g are w∗-compatible, then F and g have a unique common coupled fixed point,
that is, there exists a unique (û, v̂) ∈ X × X such that

û = gû = F(û, v̂) and v̂ = gv̂ = F(v̂, û).

Proof From Theorem ., the set of coupled coincidence points of F and g is nonempty.
Suppose (x, y) and (x∗, y∗) are coupled coincidence points of F , that is, gx = F(x, y), gy =
F(y, x), gx∗ = F(x∗, y∗) and gy∗ = F(y∗, x∗). We will prove that

gx = gx∗ and gy = gy∗. (.)

By assumption, there exists (u, v) ∈ X × X such that

(
F(u, v), F(v, u)

) � (
F(x, y), F(y, x)

)

and

(
F(u, v), F(v, u)

) � (
F
(
x∗, y∗), F

(
y∗, x∗)).

Put u = u, v = v and choose u, v ∈ X so that gu = F(u, v) and gv = F(v, u). Then,
similarly as in the proof of Theorem ., we can inductively define sequences {gun}, {gvn}
with

gun+ = F(un, vn) and gvn+ = F(vn, un)

for all n. Further, set x = x, y = y, x∗
 = x∗, y∗

 = y∗ and, in a similar way, define the se-
quences {gxn}, {gyn} and {gx∗

n}, {gy∗
n}. Then it is easy to show that

gxn → F(x, y), gyn → F(y, x)

and

gx∗
n → F

(
x∗, y∗), gy∗

n → F
(
y∗, x∗)

as n → ∞.
Since

(gx, gy) = (gx, gy) =
(
F(x, y), F(y, x)

) � (
F(u, v), F(v, u)

)
= (gu, gv),
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we have gx � gu and gy � gv. It is easy to show that, similarly,

(gx, gy) � (gun, gvn)

for all n ≥ , that is, gx � gun and gy � gvn for all n ≥ . Thus, from (.), we have

d(gun+, gx) = d
(
F(un, vn), F(x, y)

)

≤P ad(gun, gx) + ad
(
F(un, vn), gun

)
+ ad(gvn, gy)

+ ad
(
F(x, y), gx

)
+ ad

(
F(un, vn), gx

)
+ ad

(
F(x, y), gun

)

= ad(gun, gx) + ad(gun+, gun) + ad(gvn, gy)

+ ad(gx, gx) + ad(gun+, gx) + ad(gx, gun)

≤P ad(gun, gx) + a
[
d(gun+, gx) + d(gx, gun)

]
+ ad(gvn, gy)

+ ad(gun+, gx) + ad(gx, gun),

that is,

( – a – a)d(gun+, gx) ≤P (a + a + a)d(gun, gx) + ad(gvn, gy).

In the same way, starting from d(gvn+, gy), we can show that

( – a – a)d(gvn+, gy) ≤P (a + a + a)d(gvn, gy) + ad(gun, gx).

Thus,

( – a – a)
[
d(gun+, gx) + d(gvn+, gy)

]

≤P (a + a + a + a)
[
d(gun, gx) + d(gvn, gy)

]
. (.)

In a similar way, starting from d(gx, gun+), resp. d(gy, gvn+), and adding up the obtained
inequalities, one gets that

( – a – a)
[
d(gx, gun+) + d(gy, gvn+)

]

≤P (a + a + a + a)
[
d(gx, gun) + d(gy, gvn)

]
. (.)

Finally, adding up (.) and (.), we obtain that

d(gun+, gx) + d(gvn+, gy) ≤P λ
[
d(gun, gx) + d(gvn, gy)

]
, (.)

where λ is determined as in (.), and hence  ≤ λ < .
By inequality (.) n time, we have

d(gun, gx) + d(gvn, gy)

≤P λ
[
d(gun–, gx) + d(gvn–, gy)

]
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≤P λ[d(gun–, gx) + d(gvn–, gy)
]

...

≤P λn[d(gu, gx) + d(gv, gy)
]
.

It follows from λn[d(gu, gx) + d(gv, gy)] → E as n → ∞ that

d(gun, gx) + d(gvn, gy) 
 c

for all c ∈ int(P) and large n. Since

E ≤P d(gun, gx) ≤P d(gun, gx) + d(gvn, gy),

it follows by (p) that d(gun, gx) 
 c for large n, and so gun → gx when n → ∞. Similarly,
gvn → gy when n → ∞. By the same procedure, one can show that gun → gx∗ and gvn →
gy∗ as n → ∞. By the uniqueness of the limit, we get gx = gx∗ and gy = gy∗, i.e., (.) is
proved. Therefore, (gx, gy) is the unique coupled point of coincidence of F and g .

Note that if (gx, gy) is a coupled point of coincidence of F and g , then (gy, gx) is also a
coupled point of coincidence of F and g . Then gx = gy and therefore (gx, gx) is the unique
coupled point of coincidence of F and g .

Next, we show that F and g have a common coupled fixed point. Let û := gx. Then we
have û = gx = F(x, x). Since F and g are w∗-compatible, we have

gû = ggx = gF(x, x) = F(gx, gx) = F(û, û).

Thus, (gû, gû) is a coupled point of coincidence of F and g . By the uniqueness of a coupled
point of coincidence of F and g , we get gû = gx. Therefore, û = gû = F(û, û), that is, (û, û)
is a common coupled fixed point of F and g .

Finally, we show the uniqueness of a common coupled fixed point of F and g . Let (ũ, ũ) ∈
X × X be another common coupled fixed point of F and g . So,

ũ = gũ = F(ũ, ũ).

Then (gû, gû) and (gũ, gũ) are two common coupled points of coincidence of F and g and,
as was previously proved, it must be gû = gũ, and so û = gû = gũ = ũ. This completes the
proof. �

Next, we give some illustrative example which supports Theorem ., while the results
of Nashine et al. [] do not.

Example . Let X = R be ordered by the following relation:

x � y ⇐⇒ x ≥ y.

Let E = C
R

[, ] with ‖f ‖ = ‖f ‖∞ + ‖f ′‖∞ for all f ∈ E and

P =
{

f ∈ E : f (t) ≥  for t ∈ [, ]
}

.
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It is well known (see, e.g., []) that the cone P is not normal. Let

d(x, y) = |x – y|ϕ

for all x, y ∈ X, for a fixed ϕ ∈ P (e.g., ϕ(t) = et for t ∈ [, ]). Then (X, d) is a complete
ordered cone metric space over a non-normal solid cone.

Let g : X → X and F : X × X → X be defined by

gx =
x


and F(x, y) =

x + y


.

Consider y =  and y = , we have for x = , we get y =  �  = y, but

F(x, y) =



� 


= F(x, y).

So, the mapping F does not satisfy the mixed g-monotone property. Therefore, Theo-
rems . and . of Nashine et al. [] cannot be used to reach this conclusion.

Now, we show that Theorem . can be used for this case.
Take a = a = 

 and a = a = a = a = . We will check that the condition (.) in
Theorem . holds.

For x, y, u, v ∈ X satisfying gu � gx and gv � gy, we have

d
(
F(x, y), F(u, v)

)
=

∣∣∣∣
x + y


–

u + v



∣∣∣∣ϕ

≤P



∣∣∣∣
x


–

u



∣∣∣∣ϕ +



∣∣∣∣
y


–

v



∣∣∣∣ϕ

=



d(gx, gu) +



d(gy, gv)

= ad(gx, gu) + ad(gy, gv).

Next, we show that F and g are w∗-compatible. We note that if gx = F(x, x), then we get
only one case, that is, x = , and hence

gF(x, x) = gF(, ) = g =  = F(, ) = F(g, g) = F(gx, gx).

Therefore, F and g are w∗-compatible.
Moreover, other conditions in Theorem . are also satisfied. Now, we can apply Theo-

rem . to conclude the existence of a unique common coupled fixed point of F and g that
is a point (, ).

The following uniqueness result corresponding to Theorem . can be proved in the
same way as Theorem ..

Theorem . In addition to the hypotheses of Theorem ., suppose that for every (x, y),
(x∗, y∗) ∈ X × X, there exists (u, v) ∈ X × X such that

(
F(u, v), F(v, u)

) � (
F(x, y), F(y, x)

)
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and

(
F(u, v), F(v, u)

) � (
F
(
x∗, y∗), F

(
y∗, x∗)).

If F and g are w∗-compatible, then F and g have a unique coupled common fixed point,
that is, there exists a unique (û, v̂) ∈ X × X such that

û = gû = F(û, v̂) and v̂ = gv̂ = F(v̂, û).
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a b s t r a c t

In this paper, we introduce the new notion which is more general than the previous works
on the weakly isotone mappings in the case of single valued mappings and multivalued
mappings in an ordered Banach space. We also extend some common fixed point theorems
of Dhage et al. [4] and give some applications of the main results. Furthermore, at the end
of this paper, we give an open problem for further investigation.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Let X be an arbitrary nonempty set and f : X ! X. A fixed point for a mapping f is a point x 2 X such that fx ¼ x. Fixed point
theorem plays the most important role in many fields, so the discussions and studies on its concept provide wide applica-
tions in various areas not only in mathematics but also in other branches. For example, in mathematics, fixed point theorems
are vital for the existence of a solution to boundary valued problems, integral equations (see e.g.[12,15]). In economics, fixed
point results are incredibly useful when it comes to prove the existence of a solution for various types of Nash equilibria (see
e.g. [2]). Moreover, there are some applications in chemistry, biology, computer science, and engineering (see e.g. [3,5,8]).
The classical contraction mapping principle of Banach is one of the most powerful theorems in fixed point theory. A number
of articles in the fixed point theory have been dedicated to the improvement and generalization see in [1,6,7,10,11] and ref-
erences therein.

In 2003, Dhage et al. [4] introduced the class of weak isotone mappings and the class of countably condensing mappings
in an ordered Banach space and they proved some common fixed point theorems for weakly isotone mappings in the case of
single valued and multivalued.

Theorem 1 [4, Theorem 2.1]. Let X be a closed subset of an ordered Banach space E and let f ; g : X ! X be two continuous
mappings. If f and g are weakly isotone mappings that satisfy condition DX, then f and g have a common fixed point.

Theorem 2 [4, Corollary 2.1]. Let X be a closed subset of an ordered Banach space E and let f ; g : X ! X be two continuous map-
pings. If f and g are weakly isotone and countably condensing mappings, then f and g have a common fixed point.

Theorem 3 [4, Theorem 3.1]. Let X be a closed subset of an ordered Banach space E and F;G : X ! CðXÞ, where CðXÞ is class of a
nonempty closed subset of X. If F and G are closed and weakly isotone mappings that satisfy condition DX, then F and G have a
common fixed point.
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Theorem 4 [4, Corollary 3.1]. Let X be a closed subset of an ordered Banach space E and F;G : X ! CðXÞ, where CðXÞ is class of
nonempty closed subset of X. If F and G are closed, weakly isotone and countably condensing mappings, then F and G have a
common fixed point.

Inspired by results of Dhage et al. [4], some authors extend these theorems and apply their results to the common
solutions for a pair of integral inclusions (see in [13,14]).

Motivated by the interesting works of Dhage et al. [4], we extend the notion of weakly isotone mappings in an ordered
Banach space in the case of single valued and multivalued mappings and obtain the coincidence and common fixed point
theorems in an ordered Banach space. Moreover, we also obtain the existence theorem for a common solution of two integral
equations by using our result. At the end of this paper, we give an open problem for further investigation.

2. Preliminaries

In this section, we shall recall some definitions and mathematical preliminaries. In the sequel, R;Rþ and N denote the set
of real numbers, the set of nonnegative real numbers and the set of positive integers respectively.

Definition 5. A binary relation � on a nonempty set X is said to be an order relation (and X equipped with � is called a
partially ordered set) if it satisfies the following three properties:

(1) reflexivity: x � x for all x 2 X,
(2) antisymmetry: x � y and y � x imply x ¼ y,
(3) transitivity: x � y and y � z imply x � z.

Let ðX;�Þ be a partially ordered set and x; y 2 X. By x � y holds, we mean that y � x holds and by x � y holds, we mean that
x � y holds but x – y.

Let ðE; k � kEÞ be a Banach space, 0E be a zero element in E and P be a subset of E. Then the subset P is called a cone if the
following conditions are satisfied:

(C1) P is nonempty closed and P – f0Eg;
(C2) if a; b are nonnegative real numbers and x; y 2 P, then axþ by 2 P;
(C3) P \ ð�PÞ ¼ f0Eg.

For a cone P, define the partial ordering �with respect to P by x � y if and only if y� x 2 P. We write x� y to indicate that
y� x 2 intðPÞ, where int ðPÞ stands for the interior of P.

The cone P is called normal if there is a number K > 0 such that for all x; y 2 E,

0E � x � y) kxkE 6 KkykE:

The least positive number satisfying the above is called the normal constant of P. In 2008, Rezapour and Hamlbarani [9]
showed that there are no normal cones with normal constant K < 1.

The cone P is said to be regular if every increasing sequence which is bounded from the above is convergent, that is, if fxng
is a sequence in E such that

x1 � x2 � � � � � y

for some y 2 E, then there is x 2 E such that limn!1kxn � xkE ¼ 0. Equivalently, the cone P is said to be regular if every
decreasing sequence which is bounded from below is convergent. It is well known that a regular cone is a normal cone
(see also [9]).

In what follows we always suppose that E is a real Banach space with cone P satisfying int ðPÞ– ; (such cones are called
solid) and � is a partial ordering with respect to P.

Definition 6. Let E be an ordered Banach space and let f ; g : E! E be two mappings. It is said that f and g are weakly isotone
increasing if f ðxÞ � gðf ðxÞÞ and gðxÞ � f ðgðxÞÞ for all x 2 E. Similarly f and g are said to be weakly isotone decreasing if
f ðxÞ � gðf ðxÞÞ and gðxÞ � f ðgðxÞÞ for all x 2 E. If f and g are either weakly isotone increasing or weakly isotone decreasing, then
it is said that f and g are weakly isotone.

Definition 7. Let E be an ordered Banach space and let x 2 E. A mapping f : E! E is said to be continuous in x if f ðxnÞ ! f ðxÞ as
n!1 for each sequence fxng that converges to x.

Definition 8. Let E be an ordered Banach space and let x 2 E. A mapping f : E! E is said to be monotone-continuous in x if
f ðxnÞ ! f ðxÞ as n!1 for each increasing or decreasing sequence fxng that converges to x.

Definition 9. Let E be an ordered Banach space and X # E. Two mappings f ; g : X ! X are said to satisfy the condition DX if for
any countable set A of X and for any fixed a 2 X the condition
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A # fag [ f ðAÞ [ gðAÞ;

implies A is compact, where A denotes the closure of A.

Definition 10. Let E be an ordered Banach space and X # E. Two mappings f ; g : X ! X are said to satisfy the weak-condition
DX if for any monotone sequence fxng and for any fixed a 2 X the condition

fx1; x2; x3; . . .g# fag [ f ðfx1; x2; x3; . . .gÞ [ gðfx1; x2; x3; . . .gÞ;

implies fxng is convergent.
We note that if f and g satisfy the condition DX , then they satisfy the weak-condition DX . In the next example, we show

that the converse of the previous sentence is not true.

Example 1. Let E ¼ R2 with the usual norm and P ¼ fðz; zÞ 2 R2 jz P 0g. Let

X ¼ fx 2 E j kxk 6 2g [ fðu; 0Þ j u 2 R; u > 2g

and f ; g : X ! X be defined by

f ðxÞ ¼
ð1;1Þ if kxk 6 2;
ð0;0Þ if kxk > 2

�

and gðxÞ ¼ x for all x 2 X. Then mappings f and g satisfy the weak-condition DX , but do not verify the condition DX .
For any subset A of E; diamðAÞ denotes the diameter of A, that is

diamðAÞ :¼ supfdðx; yÞ jx; y 2 Ag

and � denotes the composition of mappings. The Kuratowski measure of noncompactness for a bounded subset A of E is
defined by

aðAÞ :¼ inffr > 0 jA #[n
i¼1Ai and diamðAÞ 6 r for i ¼ 1;2;3; . . . ; ng:

Definition 11. Let E be an ordered Banach space and let X # E. A mapping f : X ! E is said to be countably condensing if f ðXÞ is
bounded and for every countably bounded set A # X with aðAÞ > 0 we have aðf ðAÞÞ < aðAÞ.

Definition 12. Let E be an ordered Banach space and let X # E. Two mappings f ; g : X ! E are said to be a monotone-condens-
ing if f ðXÞ and ðg � f ÞðXÞ are bounded and for every bounded monotone sequence fxng with

aðfx1; x2; x3; . . .gÞ > 0 and aðf ðfx1; x2; x3; . . .gÞÞ > 0,
we have
aððg � f Þðfx1; x2; x3; . . .gÞÞ < aðfx1; x2; x3; . . .gÞ.

Remark 13. Let E be an ordered Banach space and let X # E and f ; g : X ! E. If f and g are countably condensing, then they are
a monotone-condensing.

For a nonempty set A, we let 2A stands for the family of all nonempty subsets of A and CðAÞ stands for the class of closed
subset of A. For a multivalued mapping F : A! 2A, we use the notation FðAÞ :¼ [x2AFðxÞ.

Definition 14. Let E be an ordered Banach space and let X # E. A mapping F : X ! 2E is said to be countably condensing if FðXÞ
is bounded and for every countably bounded set A # X with aðAÞ > 0 we have aðFðAÞÞ < aðAÞ.

Definition 15. Let X be a closed subset of an ordered Banach space E. Two mappings F;G : X ! 2E are said to be a monotone-
condensing if FðXÞ and ðG � FÞðXÞ are bounded and for every bounded monotone sequence fxng with

aðfx1; x2; x3; . . .gÞ > 0 and aðFðfx1; x2; x3; . . .gÞÞ > 0,
we have
aððG � FÞðfx1; x2; x3; . . .gÞÞ < aðfx1; x2; x3; . . .gÞ.

3. Coincidence and common fixed point theorems for single valued mappings

We begin this section by introducing the notion of weakly isotone and weak-condition DX for tree single mappings. In the
following, we always assume that E is an ordered Banach space, P is a cone in E and � is a partial ordering with respect to P.

Let E be a nonempty set and h : E! E be a given mapping. For every x 2 E, we denote by h�1ðxÞ the subset of E defined by:

h�1ðxÞ :¼ fu 2 E jhu ¼ xg:
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Definition 16. Let E be an ordered Banach space and f ; g;h : E! E be given mappings such that f ðEÞ# hðEÞ and gðEÞ# hðEÞ.
We say that f and g are weakly isotone increasing with respect to h if and only if for all x 2 E, we have:

f ðxÞ � gðyÞ; 8 y 2 h�1ðf ðxÞÞ ð1Þ

and

gðxÞ � f ðyÞ; 8 y 2 h�1ðgðxÞÞ: ð2Þ

Similarly f and g are said to be weakly isotone decreasing with respect to h if

f ðxÞ � gðyÞ; 8 y 2 h�1ðf ðxÞÞ ð3Þ

and

gðxÞ � f ðyÞ; 8 y 2 h�1ðgðxÞÞ ð4Þ

for all x 2 E. If f and g are either weakly isotone increasing with respect to h or weakly isotone decreasing with respect to h,
then it is said that f and g are weakly isotone with respect to h.

Remark 17. If h : E! E is the identity mapping (hðxÞ ¼ x for all x 2 E, shortly h ¼ IE), then the fact that f and g are weakly
isotone increasing with respect to h implies that f and g are weakly isotone increasing mappings.

Example 2. Consider E ¼ Rþ endowed with the usual norm and

P ¼ fz 2 R jz P 0g:

Let f ; g;h : E! E by

f ðxÞ ¼ 5 for all x 2 E; gðxÞ ¼
x if x 2 ½0;5	
5 if x > 5

�

and

hðxÞ ¼ x for all x 2 E:

Then, we obtain that h�1ðf ðxÞÞ ¼ f5g and h�1ðgðxÞÞ ¼ fgðxÞ jx 2 Eg. Since f ðEÞ; gðEÞ# hðEÞ and conditions (1) and (2) hold, we
have f and g are weakly isotone increasing with respect to h.

Example 3. Consider E ¼ ½0;2	 endowed with the usual norm and

P ¼ fz 2 R jz P 0g:

Let f ; g;h : E! E by

f ðxÞ ¼
ffiffiffi
x
p

if x 2 ½0;1Þ;
0 if x 2 ½1;2	;

(

gðxÞ ¼
x if x 2 ½0;1Þ;
0 if x 2 ½1;2	

�

and

hðxÞ ¼ x2 if x 2 ½0;1Þ;
0 if x 2 ½1;2	:

(

Now we show that the condition (1) holds. We discuss this in two cases.

Case 1: (x ¼ 0 or x P 1) In this case, we get f ðxÞ ¼ 0. It is easy to see that (1) holds.
Case 2: (x 2 ð0;1Þ) In this case, we get f ðxÞ ¼

ffiffiffi
x
p

. Let y 2 h�1ðf ðxÞÞ and then hðyÞ ¼ f ðxÞ ¼
ffiffiffi
x
p

. By definition of mapping h,
we have y ¼

ffiffiffi
x4
p

. Thus

f ðxÞ ¼
ffiffiffi
x
p
�

ffiffiffi
x4
p
¼ gð

ffiffiffi
x4
p
Þ ¼ gðyÞ:

Next, we will show that the condition (2) holds. We discuss this in two cases.

Case 1: (x ¼ 0 or x P 1) In this case, we get gðxÞ ¼ 0. It obvious that (2) holds.
Case 2: (x 2 ð0;1Þ) In this case, we get gðxÞ ¼ x. Let y 2 h�1ðgðxÞÞ and then hðyÞ ¼ gðxÞ ¼ x. By definition of mapping h, we

have y ¼
ffiffiffi
x
p

. Thus
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gðxÞ ¼ x �
ffiffiffi
x4
p
¼ f ð

ffiffiffi
x
p
Þ ¼ f ðyÞ:

Moreover, we obtain that f ðEÞ ¼ gðEÞ# hðEÞ. Therefore, f and g are weakly isotone increasing with respect to h.

Definition 18. Let X be subset of an ordered Banach space E and f ; g;h : X ! X. Two mappings f ; g : X ! X are said to satisfy
the weak-condition DX with respect to h if for any monotone sequence fhðxnÞg and for any fixed a 2 X the condition

fhðx1Þ;hðx2Þ; hðx3Þ; . . .g# fag [ f ðfx1; x2; x3; . . .gÞ [ gðfx1; x2; x3; . . .gÞ

implies fxng is convergent.

Remark 19. If h : E! E is the identity mapping, then the f and g are weak-condition DX with respect to h implies that f and g
are weak-condition DX .

Let X be a closed subset of an ordered Banach space E and f ; g;h : X ! X be three mappings such that f and g are weakly
isotone with respect to h. Given x0 2 X we define a sequence fhðxnÞg in X as follows:

hðx2n�1Þ ¼ f ðx2n�2Þ; hðx2nÞ ¼ gðx2n�1Þ

for all n 2 N. We say that fhðxnÞg is an ðf ; g;hÞ�sequence with initial point x0. If h is an identity mapping on X, then we write
ðf ; gÞ-sequence with initial point x0. Later on, we denote by Cðf ; g;hÞ the set of coincidence points of f ; g and h, that is,
Cðf ; g; hÞ ¼ fx 2 E : hðxÞ ¼ f ðxÞ ¼ gðxÞg.

Next, we give the coincidence point theorems for weakly isotone mappings under certain conditions.

Theorem 20. Let X be a closed subset of an ordered Banach space E and f ; g;h : X ! X be three continuous mappings. If f and g are
weakly isotone with respect to h and if f and g satisfy weak-condition DX with respect to h, then f ; g and h have a coincidence point.
Moreover, for every x0 2 X, we have limn!1hðxnÞ 2 Cðf ; g;hÞ for every ðf ; g;hÞ-sequence fhðxnÞg with initial point x0.

Proof. Assume that f and g are weakly isotone increasing with respect to h. By Definition 16, it follows that f ðXÞ# hðXÞ and
gðXÞ# hðXÞ. Let x0 be an arbitrary point in X. Since f ðXÞ# hðXÞ, there exists x1 2 X such that hðx1Þ ¼ f ðx0Þ. Since gðXÞ# hðXÞ,
there exists x2 2 X such that hðx2Þ ¼ gðx1Þ.

Continuing this process, we can construct a sequence fhðxnÞg in X defined by

hðx2n�1Þ ¼ f ðx2n�2Þ; hðx2nÞ ¼ gðx2n�1Þ; 8 n 2 N: ð5Þ

By the construction, we have x1 2 h�1ðf ðx0ÞÞ and x2 2 h�1ðgðx1ÞÞ, then using the fact that f and g are weakly isotone increasing
with respect to h, we get that

hðx1Þ ¼ f ðx0Þ � gðx1Þ ¼ hðx2Þ � f ðx2Þ ¼ hðx3Þ:

We continue this process to get

hðx1Þ � hðx2Þ � � � � � hðx2n�1Þ � hðx2nÞ � � � � ð6Þ

for all n 2 N Now, we have

fhðx1Þ;hðx2Þ;hðx3Þ; . . .g¼fhðx1Þg[fhðx3Þ;hðx5Þ; . . .g[fhðx2Þ;hðx4Þ; . . .g#fhðx1Þg[ f ðfx1;x2;x3; . . .gÞ[gðfx1;x2;x3; . . .gÞ:

From the hypothesis that is f and g are weak-conditions DX with respect to h, we have the sequence fxng converge to some
x 2 X. Since f ; g;h are continuous, we get

hðxÞ ¼ limn!1 hðx2n�1Þ ¼ limn!1f ðx2n�2Þ ¼ f ðxÞ

and

hðxÞ ¼ limn!1hðx2nÞ ¼ limn!1gðx2n�1Þ ¼ gðxÞ

It follows that f ðxÞ ¼ gðxÞ ¼ hðxÞ and so x is a coincidence point of f ; g and h. For the case when f and g are weakly isotone
decreasing with respect to h is similar. h

Next theorem, we propose the weakening assumption of continuous of f and g in Theorem 20 by monotone-continuous
condition.

Theorem 21. Let X be a closed subset of an ordered Banach space E and let f ; g : X ! X be two monotone-continuous mappings. If f
and g are weakly isotone and if f and g satisfy weak-condition DX, then f and g have a common fixed point. Moreover, for every x0 2 X,
we have limn!1xn 2 Fðf ; gÞ for every ðf ; gÞ-sequence fxngwith initial point x0, where Fðf ; gÞ is set of common fixed points of f and g.

Proof. With the same argument of Theorem 20 we can prove this theorem if a mapping h is an identity mapping on X. h

Since the condition DX implies the weak-condition DX , we get the following results.
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Theorem 22. Let X be a closed subset of an ordered Banach space E and let f ; g : X ! X be two monotone-continuous mappings. If
f and g are weakly isotone and if f and g satisfy condition DX, then f and g have a common fixed point. Moreover, for every x0 2 X,
we have limn!1xn 2 Fðf ; gÞ for every ðf ; gÞ-sequence fxng with initial point x0, where Fðf ; gÞ is set of common fixed point of f and g.

Since the continuous mapping implies the monotone-continuous mapping, we get Dhage et al.’s results in [4].

Corollary 23 [4, Theorem 2.1]. Let X be a closed subset of an ordered Banach space E and let f ; g : X ! X be two continuous
mappings. If f and g are weakly isotone and if f and g satisfy condition DX, then f and g have a common fixed point.

Corollary 24 [4, Corollary 2.1]. Let X be a closed subset of an ordered Banach space E and let f ; g : X ! X be two continuous map-
pings. If f and g are weakly isotone and if f and g are countably condensing, then f and g have a common fixed point.

4. Coincidence and common fixed point theorems for single valued and multivalued mappings

In this section, we give the coincidence and common fixed point results for single valued and multivalued mapping. Let E
be an ordered Banach space, P be a cone in E and � is a partial ordering with respect to P. For X;Y 2 2E, we will write XwY
mean that x � y for all x 2 X and y 2 Y . Moreover, XvY mean that YwX.

Example 4. Consider E ¼ R2
þ endowed with the usual norm and

P ¼ fðz; zÞ 2 R2
þ jz P 0g:

Let

X :¼ fðx; xÞ 2 E : kðx; xÞk 6 1g

and

Y :¼ fðy; yÞ 2 E : 9 6 kðy; yÞk 6 16g:

Then, we have XwY .
Let E be a nonempty set and h : E! E be a given mapping. For every A # E, we denote by h�1ðAÞ the subset of E defined by:

h�1ðAÞ :¼ fx 2 E jhðxÞ 2 Ag:

Definition 25. Let E be an ordered Banach space, F;G : E! 2E and h : E! E be given mappings such that FðEÞ# hðEÞ and
GðEÞ# hðEÞ. We say that F and G are weakly isotone increasing with respect to h if and only if for all x 2 E, we have:

FðxÞwGðyÞ; 8 y 2 h�1ðFðxÞÞ ð7Þ

and

GðxÞwFðyÞ; 8 y 2 h�1ðGðxÞÞ: ð8Þ

Similarly F and G are said to be weakly isotone decreasing with respect to h if

FðxÞvGðyÞ; 8 y 2 h�1ðFðxÞÞ ð9Þ

and

GðxÞvFðyÞ; 8 y 2 h�1ðGðxÞÞ ð10Þ

for all x 2 E. We say that F and G are weakly isotone with respect to h if F and G are weakly isotone increasing with respect to h
or weakly isotone decreasing with respect to h.

Remark 26. For h ¼ IE, we obtain that F and G are weakly isotone with respect to h implies that F and G are weakly isotone.

Definition 27. Let E be an ordered Banach space. A mapping F : E! 2E is said to be closed if for each sequence fxng in E with
limn!1xn ¼ x0 for some x0 2 E, and for each sequence fyng in E with yn 2 FðxnÞ and limn!1yn ¼ y0 for some y0 2 E, we have
y0 2 Fðx0Þ.
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Definition 28. Let E be an ordered Banach space. A mapping F : E! 2E is said to be monotone-closed if for each increasing or
decreasing sequence fxng in E with limn!1xn ¼ x0 for some x0 2 E, and for each sequence fyng in E with yn 2 FðxnÞ and
limn!1yn ¼ y0 for some y0 2 E, we have y0 2 Fðx0Þ.

Definition 29. Let E be an ordered Banach space and X # E. Two multivalued mappings F;G : X ! 2X are said to satisfy the
condition DX if for any countable set A of X and for any fixed a 2 X the condition

A # fag [ FðAÞ [ GðAÞ

implies A is compact.

Definition 30. Let E be an ordered Banach space, X # E. Two multivalued mappings F;G : X ! 2X are said to satisfy the weak-
condition DX if for any monotone sequence fxng and for any fixed a 2 X the condition

fx1; x2; x3; . . .g# fag [ Fðfx1; x2; x3; . . .gÞ [ Gðfx1; x2; x3; . . .gÞ

implies fxng is convergent.

Remark 31. We obtain that condition DX implies a weak-condition DX in the case of multivalued mappings.

Definition 32. Let E be an ordered Banach space, X # E and h : X ! X. Two multivalued mappings F;G : X ! 2X are said to
satisfy the weak-condition DX with respect to h if for any monotone sequence fhðxnÞg and for any fixed a 2 X the condition

fhðx1Þ;hðx2Þ; hðx3Þ; . . .g# fag [ Fðfx1; x2; x3; . . .gÞ [ Gðfx1; x2; x3; . . .gÞ

implies fxng is convergent.

Remark 33. If we take h ¼ IE, then F and G are weak-condition DX with respect to h implies that F and G are weak-conditions
DX .

Let X be a closed subset of an ordered Banach space E and h : X ! X. Given F;G : X ! 2X be two multivalued mappings
such that F and G are weakly isotone with respect to h and given x0 2 X we define a sequence fhðxnÞg in X as follows:

hðx2n�1Þ 2 Fðx2n�2Þ; hðx2nÞ 2 Gðx2n�1Þ

for all n 2 N. We say that fhðxnÞg is a ðF;G;hÞ�sequence with initial point x0. If h is an identity mapping on X, then we write
ðF;GÞ�sequence with initial point x0. Later on, we denote

COðF;G;hÞ :¼ fx 2 E jhðxÞ 2 FðxÞ and hðxÞ 2 GðxÞg

and denote FðF;GÞ is the set of all common fixed points of F and G, that is,

FðF;GÞ :¼ fx 2 E jx 2 FðxÞ and x 2 GðxÞg:

Now, we establish the coincidence point theorems for weakly isotone increasing for single valued and multivalued mappings
under certain conditions.

Theorem 34. Let X be a closed subset of an ordered Banach space E and let F;G : X ! 2X be two closed mappings and h : X ! X be
a continuous mapping. If F and G are weakly isotone with respect to h and satisfy weak-condition DX with respect to h, then there is
a point z 2 X such that z 2 COðF;G;hÞ. Moreover, for every x0 2 X, we have limn!1hðxnÞ 2 COðF;G;hÞ for every ðF;G;hÞ�sequence
fhðxnÞg with initial point x0.

Proof. Assume that F and G are weakly isotone increasing with respect to h. By Definition 25, we have FðXÞ# hðXÞ and
GðXÞ# hðXÞ. Let x0 be an arbitrary point in X. Since FðXÞ# hðXÞ, we get Fðx0Þ# hðXÞ and so there exists x1 2 X such that
hðx1Þ 2 Fðx0Þ. It follows from GðXÞ# hðXÞ that Gðx1Þ# hðXÞ and then there exists x2 2 X such that hðx2Þ 2 Gðx1Þ. Continuing
this process, we can construct a sequence fhðxnÞg in X defined by

hðx2n�1Þ 2 Fðx2n�2Þ; hðx2nÞ 2 Gðx2n�1Þ; 8 n 2 N: ð11Þ

By construction, we have x1 2 h�1ðFðx0ÞÞ and x2 2 h�1ðGðx1ÞÞ, then using the hypothesis that F and G are weakly isotone
increasing with respect to h, we have Fðx0ÞwGðx1Þ and Gðx1ÞwFðx2Þ. We continue this process to get

Fðx0ÞwGðx1Þw � � �w Fðx2n�2Þw Gðx2n�1Þw � � � ð12Þ

for all n 2 N. From (11) and the definition of w, we get

hðx1Þ � hðx2Þ � � � � � hðx2n�1Þ � hðx2nÞ � � � � ð13Þ
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for all n 2 N. Now, we have

fhðx1Þ;hðx2Þ;hðx3Þ; . . .g¼fhðx1Þg[fhðx3Þ;hðx5Þ; . . .g[fhðx2Þ;hðx4Þ; . . .g#fhðx1Þg[Fðfx1;x2;x3; . . .gÞ[Gðfx1;x2;x3; . . .gÞ:

From the hypothesis that is F and G are weak-conditions DX with respect to h, we get the sequence fxng converge to some
x 2 X. Since F;G are closed mappings and h is a continuous mapping, we get

hðxÞ ¼ limn!1 hðx2n�1Þ 2 limn!1Fðx2n�2Þ ¼ FðxÞ

and

hðxÞ ¼ limn!1hðx2nÞ 2 limn!1Gðx2n�1Þ ¼ GðxÞ:

Therefore, x 2 COðF;G;hÞ. For the case when F and G are weakly isotone decreasing with respect to h is similar.
If we take the mapping h in Theorem 34 as the identity mapping on X, we get the following results for two monotone-

closed mappings. h

Theorem 35. Let X be a closed subset of an ordered Banach space E and let F;G : X ! 2X be two monotone-closed mappings. If F
and G are weakly isotone and satisfy weak-condition DX, then F and G have a common fixed point. Moreover, for every x0 2 X, we
have limn!1xn 2 FðF;GÞ for every ðF;GÞ-sequence with initial point x0.

Since the condition DX implies the weak-condition DX , we can omit the proof of the following result.

Theorem 36. Let X be a closed subset of an ordered Banach space E and let F;G : X ! 2X be two monotone-closed mappings. If F
and G are weakly isotone and satisfy the condition DX, then F and G have a common fixed point. Moreover, for every x0 2 X, we
have limn!1xn 2 FðF;GÞ for every ðF;GÞ�sequence with initial point x0.

From the fact that every closed mapping is a monotone-closed mapping, we get the following results of Dhage et al. [4].

Corollary 37 [4,Theorem 3.1]. Let X be a closed subset of an ordered Banach space E and F;G : X ! CðXÞ. If F and G are closed and
weakly isotone mappings that satisfy condition DX, then F and G have a common fixed point.

Corollary 38 [4,Corollary 3.1]. Let X be a closed subset of an ordered Banach space E and F;G : X ! CðXÞ. If F and G are closed,
weakly isotone and countably condensing mappings, then F and G have a common fixed point.

5. Some applications

Let R be the real line, E be a Banach space with norm k � kE and let CðEÞ denote the class of all nonempty closed subsets of
E. Given a closed and bounded interval J ¼ ½0;1	 in R.

In this section, we consider the integral inclusions

xðtÞ 2 qðtÞ þ
Z rðtÞ

0
kðt; sÞFðs; xðsÞÞds ð14Þ

xðtÞ 2 qðtÞ þ
Z rðtÞ

0
kðt; sÞGðs; xðsÞÞds ð15Þ

for t 2 J, where r : J ! J; q : J ! E; k : J 
 J ! R are continuous and F;G : J 
 E! CðEÞ.
By a common solution for the integral inclusions (14) and (15), we mean a continuous function x : J ! E such that

xðtÞ ¼ qðtÞ þ
Z rðtÞ

0
kðt; sÞv1ðsÞds

and

xðtÞ ¼ qðtÞ þ
Z rðtÞ

0
kðt; sÞv2ðsÞds

for some v1;v2 2 BðJ; EÞ satisfying v1ðtÞ 2 Fðt; xðtÞÞ and v2ðtÞ 2 Gðt; xðtÞÞ, for all t 2 J, where BðJ; EÞ is the space of all E-valued
Bochner integrable functions on J.

In 2007 Turkoglu and Altun [13] proved an existence theorem of common solutions for the integral inclusions (14)
and (15) via a common fixed point theorem of Dhage et al. [4]. We can obtain a similar result as a consequence of
Theorem 4.2.
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6. Open problems:

� Can the notion of monotone-condensing for two single valued mappings (see Definition 12) be extended to the case of
three single valued mappings?
� Can the notion of monotone-condensing for two multivalued mappings (see Definition 15) be extended to cases of single

valued and multivalued mappings?
� Can the idea in this paper be applied to the condition R for single valued and multivalued mappings (see in the work of

Dhage et al. [4])?
� Can main theorems in this paper be applied to other integral inclusions (14) and (15)?
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Abstract
In this paper, we generalized the notion of proximal contractions of the first and
second kinds by using Geraghty’s theorem and establish best proximity point
theorems for proximal contractions. Our results improve and extend the recent results
of Sadiq Basha and some others.
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1 Introduction
Several problems can be modeled as equations of the form Tx = x, where T is a given
self-mapping defined on a subset of a metric space, a normed linear space, a topologi-
cal vector space or some suitable space. However, if T is a nonself-mapping from A to
B, then the aforementioned equation does not necessarily admit a solution. In this case,
it is contemplated to find an approximate solution x in A such that the error d(x, Tx) is
minimum, where d is the distance function. In view of the fact that d(x, Tx) is at least
d(A, B), a best proximity point theorem guarantees the global minimization of d(x, Tx) by
the requirement that an approximate solution x satisfies the condition d(x, Tx) = d(A, B).
Such optimal approximate solutions are called best proximity points of the mapping T .
Interestingly, best proximity theorems also serve as a natural generalization of fixed point
theorems, for a best proximity point becomes a fixed point if the mapping under consid-
eration is a self-mapping.

A classical best approximation theorem was introduced by Fan [], that is, if A is a non-
empty compact convex subset of a Hausdorff locally convex topological vector space B
and T : A → B is a continuous mapping, then there exists an element x ∈ A such that
d(x, Tx) = d(Tx, A). Afterward, several authors, including Prolla [], Reich [], Sehgal and
Singh [, ], derived the extensions of Fan’s theorem in many directions. Other works on
the existence of a best proximity point for contractions can be seen in [–].

In , Banach proved that every contractive mapping in a complete metric spaces has
a unique fixed point, which is called Banach’s fixed point theorem or Banach’s contraction
principle. Since Banach’s fixed point theorem, many authors have extended, improved and
generalized this theorem in several ways. Some applications of Banach’s fixed point theo-
rem can be found in [–]. One of such generalizations is due to Geraghty [] as follows.

© 2013 Mongkolkeha et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.

http://www.fixedpointtheoryandapplications.com/content/2013/1/180
mailto:yjcho@gnu.ac.kr
mailto:poom.kum@kmutt.ac.th
http://creativecommons.org/licenses/by/2.0


Mongkolkeha et al. Fixed Point Theory and Applications 2013, 2013:180 Page 2 of 17
http://www.fixedpointtheoryandapplications.com/content/2013/1/180

Theorem . [] Let (X, d) be a complete metric space and let f be a self-mapping on X
such that for each x, y ∈ X satisfying

d(fx, fy) ≤ α
(
d(x, y)

)
d(x, y), (.)

where α ∈ S , S is the family of functions from [,∞) into [, ) which satisfies the condition

α(tn) →  ⇒ tn → .

Then the sequence {fn} converges to the unique fixed point of f in X.

In , Eldred et al. [] obtained best proximity point theorems for relatively nonex-
pansive mappings. Best proximity point theorems for several types of contractions were
established in [–].

Recently, Sadiq Basha in [] gave necessary and sufficient conditions to claim the exis-
tence of a best proximity point for proximal contractions of the first kind and the second
kind, which are non-self mapping analogues of contraction self-mappings, and also estab-
lished some best proximity and convergence theorems.

The aim of this paper is to introduce the new classes of proximal contractions, which are
more general than a class of proximal contractions of the first and second kinds, by giving
the necessary condition to have best proximity points, and we also give some illustrative
example of our main results. The results of this paper are extension and generalizations
of the main result of Sadiq Basha in [] and some results in the literature.

2 Preliminaries
Given nonempty subsets A and B of a metric space (X, d), we recall the following notations
and notions that will be used in what follows.

d(A, B) := inf
{

d(x, y) : x ∈ A and y ∈ B
}

,

A :=
{

x ∈ A : d(x, y) = d(A, B) for some y ∈ B
}

,

B :=
{

y ∈ B : d(x, y) = d(A, B) for some x ∈ A
}

.

If A ∩ B �= ∅, then A and B are nonempty. Further, it is interesting to notice that A and
B are contained in the boundaries of A and B, respectively, provided A and B are closed
subsets of a normed linear space such that d(A, B) >  (see []).

Definition . [] A mapping T : A → B is called a proximal contraction of the first kind
if there exists k ∈ [, ) such that

d(u, Tx) = d(A, B)
d(v, Ty) = d(A, B)

}


⇒ d(u, v) ≤ kd(x, y)

for all u, v, x, y ∈ A.

It is easy to see that a self-mapping that is a proximal contraction of the first kind is
precisely a contraction. However, a nonself-proximal contraction is not necessarily a con-
traction.
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Definition . [] A mapping T : A → B is called a proximal contraction of the second
kind if there exists k ∈ [, ) such that

d(u, Tx) = d(A, B)
d(v, Ty) = d(A, B)

}


⇒ d(Tu, Tv) ≤ kd(Tx, Ty)

for all a, b, x, y ∈ A.

Definition . Let S : A → B and T : B → A be mappings. The pair (S, T) is called a
proximal cyclic contraction pair if there exists k ∈ [, ) such that

d(a, Sx) = d(A, B)
d(b, Ty) = d(A, B)

}


⇒ d(a, b) ≤ kd(x, y) + ( – k)d(A, B)

for all a, x ∈ A and b, y ∈ B.

Definition . Let S : A → B and g : A → A be an isometry. The mapping S is said to
preserve the isometric distance with respect to g if

d(Sgx, Sgy) = d(Sx, Sy)

for all x, y ∈ A.

Definition . A point x ∈ A is called a best proximity point of the mapping S : A → B if
it satisfies the condition that

d(x, Sx) = d(A, B).

It can be observed that a best proximity reduces to a fixed point if the underlying map-
ping is a self-mapping.

3 Main results
In this section, we introduce a new class of proximal contractions, the so-called Geraghty’s
proximal contraction mappings, and prove best proximity theorems for this class.

Definition . A mapping T : A → B is called Geraghty’s proximal contraction of the first
kind if, there exists β ∈ S such that

d(u, Tx) = d(A, B)
d(v, Ty) = d(A, B)

}


⇒ d(u, v) ≤ β
(
d(x, y)

)
d(x, y)

for all u, v, x, y ∈ A.

Definition . A mapping T : A → B is called Geraghty’s proximal contraction of the sec-
ond kind if, there exists β ∈ S such that

d(u, Tx) = d(A, B)
d(v, Ty) = d(A, B)

}


⇒ d(Tu, Tv) ≤ β
(
d(Tx, Ty)

)
d(Tx, Ty)

for all u, v, x, y ∈ A.
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It is easy to see that if we take β(t) = k, where k ∈ [, ), then Geraghty’s proximal con-
traction of the first kind and Geraghty’s proximal contraction of the second kind reduce
to a proximal contraction of the first kind (Definition .) and a proximal contraction of
the second kind (Definition .), respectively.

Next, we extend the result of Sadiq Basha [] and Banach’s fixed point theorem to the
case of nonself-mappings satisfying Geraghty’s proximal contraction condition.

Theorem . Let (X, d) be a complete metric space and let A, B be nonempty closed subsets
of X such that A and B are nonempty. Let S : A → B, T : B → A and g : A ∪ B → A ∪ B
satisfy the following conditions:

(a) S and T are Geraghty’s proximal contractions of the first kind;
(b) g is an isometry;
(c) the pair (S, T) is a proximal cyclic contraction;
(d) S(A) ⊆ B, T(B) ⊆ A;
(e) A ⊆ g(A) and B ⊆ g(B).

Then there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d(gx, Sx) = d(gy, Ty) = d(x, y) = d(A, B).

Moreover, for any fixed x ∈ A, the sequence {xn} defined by

d(gxn+, Sxn) = d(A, B)

converges to the element x. For any fixed y ∈ B, the sequence {yn} defined by

d(gyn+, Tyn) = d(A, B)

converges to the element y.
On the other hand, a sequence {un} in A converges to x if there exists a sequence of positive

numbers {εn} such that

lim
n→∞ εn = , d(un+, zn+) ≤ εn,

where zn+ ∈ A satisfies the condition that d(gzn+, Sun) = d(A, B).

Proof Let x be a fixed element in A. In view of the fact that S(A) ⊆ B and A ⊆ g(A),
it follows that there exists an element x ∈ A such that

d(gx, Sx) = d(A, B).

Again, since S(A) ⊆ B and A ⊆ g(A), there exists an element x ∈ A such that

d(gx, Sx) = d(A, B).

By the same method, we can find xn in A such that

d(gxn, Sxn–) = d(A, B).
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So, inductively, one can determine an element xn+ ∈ A such that

d(gxn+, Sxn) = d(A, B). (.)

Since S(A) ⊆ B and A ⊆ g(A), S is Geraghty’s proximal contraction of the first kind, g
is an isometry and the property of β , it follows that for each n ≥ 

d(xn+, xn) = d(gxn+, gxn)

≤ β
(
d(xn, xn–)

)
d(xn, xn–)

≤ d(xn, xn–),

which implies that the sequence {d(xn+, xn)} is non-increasing and bounded below. Hence
there exists r ≥  such that limn→∞ d(xn+, xn) = r. Suppose that r > . Observe that

d(xn+, xn)
d(xn, xn–)

≤ β
(
d(xn, xn–)

)
,

which implies that limn→∞ β(d(xn, xn–)) = . Since β ∈ S , we have r =  which is a contra-
diction and hence

lim
n→∞ d(xn–, xn) = . (.)

Now, we claim that {xn} is a Cauchy sequence. Suppose that {xn} is not a Cauchy se-
quence. Then there exists ε >  and subsequences {xmk }, {xnk } of {xn} such that for any
nk > mk ≥ k

rk := d(xmk , xnk ) ≥ ε, d(xmk , xnk –) < ε

for any k ∈ {, , , . . .}. For each n ≥ , let αn := d(xn+, xn). Then we have

ε ≤ rk ≤ d(xmk , xnk –) + d(xnk –, xnk )

< ε + αnk – (.)

and so it follows from (.) and (.) that

lim
k→∞

rk = ε. (.)

Notice also that

ε ≤ rk

≤ d(xmk , xmk+) + d(xnk +, xnk ) + d(xmk +, xnk +)

= αmk + αnk + d(xmk +, xnk +)

≤ αmk + αnk + β
(
d(xmk , xnk )

)
d(xmk , xnk )
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and so

rk – αmk – αnk

d(xmk , xnk )
≤ β

(
d(xmk , xnk )

)
.

Taking k → ∞ in the above inequality, by (.), (.) and β ∈ S , we get ε = , which is
a contradiction. So we know that the sequence {xn} is a Cauchy sequence. Hence {xn}
converges to some element x ∈ A.

Similarly, in view of the fact that T(B) ⊆ A and A ⊆ g(A), we can conclude that there
exists a sequence {yn} such that it converges to some element y ∈ B. Since the pair (S, T)
is a proximal cyclic contraction and g is an isometry, we have

d(xn+, yn+) = d(gxn+, gyn+) ≤ kd(xn, yn) + ( – k)d(A, B). (.)

Taking n → ∞ in (.), it follows that

d(x, y) = d(A, B) (.)

and so x ∈ A and y ∈ B. Since S(A) ⊆ B and T(B) ⊆ A, there exist u ∈ A and v ∈ B
such that

d(u, Sx) = d(A, B), d(v, Ty) = d(A, B). (.)

From (.) and (.), since S is Geraghty’s proximal contraction of the first kind of S, we
get

d(u, gxn+) ≤ β
(
d(x, xn)

)
d(x, xn). (.)

Letting n → ∞ in the above inequality, we get d(u, gx) ≤  and so u = gx. Therefore, we
have

d(gx, Sx) = d(A, B). (.)

Similarly, we can show that v = gy and so

d(gy, Ty) = d(A, B). (.)

From (.), (.) and (.), we get

d(x, y) = d(gx, Sx) = d(gy, Ty) = d(A, B).

Next, to prove the uniqueness, suppose that there exist x∗ ∈ A and y∗ ∈ B with x �= x∗

and y �= y∗ such that

d
(
gx∗, Sx∗) = d(A, B), d

(
gy∗, Ty∗) = d(A, B).
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Since g is an isometry and S is Geraghty’s proximal contraction of the first kind, it follows
that

d
(
x, x∗) = d

(
gx, gx∗) ≤ β

(
d
(
x, x∗))d

(
x, x∗)

and hence

 =
d(x, x∗)
d(x, x∗)

≤ β
(
d
(
x, x∗)) < ,

which is a contradiction. Thus we have x = x∗. Similarly, we can prove that y = y∗.
On the other hand, let {un} be a sequence in A and {εn} be a sequence of positive real

numbers such that

lim
n→∞ εn = , d(un+, zn+) ≤ εn, (.)

where zn+ ∈ A satisfies the condition that

d(gzn+, Sun) = d(A, B). (.)

By (.) and (.), since S is Geraghty’s proximal contraction of the first kind and g is an
isometry, we have

d(xn+, zn+) = d(gxn+, gzn+) ≤ β
(
d(xn, un)

)
d(xn, un).

For any ε > , choose a positive integer N such that εn ≤ ε for all n ≥ N . Observe that

d(xn+, un+) ≤ d(xn+, zn+) + d(zn+, un+)

≤ β
(
d(xn, un)

)
d(xn, un) + εn

≤ d(xn, un) + ε.

Since ε >  is arbitrary, we can conclude that for all n ≥ N the sequence {d(xn, un)} is non-
increasing and bounded below and hence converges to some nonnegative real number r′.
Since the sequence {xn} converges to x, we get

lim
n→∞ d(un, x) = lim

n→∞ d(un, xn) = r′. (.)

Suppose that r′ > . Since

d(un+, x) ≤ d(un+, xn+) + d(xn+, x)

≤ β
(
d(xn, un)

)
d(xn, un) + εn + d(xn+, x), (.)

it follows from inequalities (.), (.) and (.) that

d(un+, x) – εn – d(xn+, x)
d(xn, un)

≤ β
(
d(xn, un)

)
< , (.)
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which implies that β(d(xn, un)) →  and so d(un, xn) → , that is,

lim
n→∞ d(un, x) = lim

n→∞ d(un, xn) = ,

which is a contradiction. Thus r′ =  and hence {un} is convergent to the point x. This
completes the proof. �

If g is the identity mapping in Theorem ., then we obtain the following.

Corollary . Let (X, d) be a complete metric space and let A, B be nonempty closed subsets
of X. Further, suppose that A and B are nonempty. Let S : A → B, T : B → A and g :
A ∪ B → A ∪ B be the mappings satisfying the following conditions:

(a) S and T are Geraghty’s proximal contractions of the first kind;
(b) S(A) ⊆ B, T(B) ⊆ A;
(c) the pair (S, T) is a proximal cyclic contraction.

Then there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d(x, Sx) = d(y, Ty) = d(x, y) = d(A, B).

If we take β(t) = k, where  ≤ k < , we obtain the following corollary.

Corollary . [] Let (X, d) be a complete metric space and let A, B be nonempty closed
subsets of X. Further, suppose that A and B are nonempty. Let S : A → B, T : B → A and
g : A ∪ B → A ∪ B be the mappings satisfying the following conditions:

(a) S and T are proximal contractions of the first kind;
(b) g is an isometry;
(c) the pair (S, T) is a proximal cyclic contraction;
(d) S(A) ⊆ B, T(B) ⊆ A;
(e) A ⊆ g(A) and B ⊆ g(B).

Then there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d(gx, Sx) = d(gy, Ty) = d(x, y) = d(A, B).

Moreover, for any fixed x ∈ A, the sequence {xn} defined by

d(gxn+, Sxn) = d(A, B)

converges to the element x. For any fixed y ∈ B, the sequence {yn} defined by

d(gyn+, Tyn) = d(A, B)

converges to the element y.

If g is the identity mapping in Corollary ., we obtain the following corollary.

Corollary . Let (X, d) be a complete metric space and let A, B be nonempty closed subsets
of X. Further, suppose that A and B are nonempty. Let S : A → B, T : B → A and g :
A ∪ B → A ∪ B be the mappings satisfying the following conditions:

http://www.fixedpointtheoryandapplications.com/content/2013/1/180
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(a) S and T are proximal contractions of the first kind;
(b) S(A) ⊆ B, T(B) ⊆ A;
(c) the pair (S, T) is a proximal cyclic contraction.

Then there exists a unique point x ∈ A and there exists a unique point y ∈ B such that

d(x, Sx) = d(y, Ty) = d(x, y) = d(A, B).

Next, we establish a best proximity point theorem for nonself-mappings which are
Geraghty’s proximal contractions of the first kind and the second kind.

Theorem . Let (X, d) be a complete metric space and let A, B be nonempty closed subsets
of X. Further, suppose that A and B are nonempty. Let S : A → B and g : A → A be the
mappings satisfying the following conditions:

(a) S is Geraghty’s proximal contraction of the first and second kinds;
(b) g is an isometry;
(c) S preserves isometric distance with respect to g ;
(d) S(A) ⊆ B;
(e) A ⊆ g(A).

Then there exists a unique point x ∈ A such that

d(gx, Sx) = d(A, B).

Moreover, for any fixed x ∈ A, the sequence {xn} defined by

d(gxn+, Sxn) = d(A, B)

converges to the element x.
On the other hand, a sequence {un} in A converges to x if there exists a sequence {εn} of

positive numbers such that

lim
n→∞εn = , d(un+, zn+) ≤ εn,

where zn+ ∈ A satisfies the condition that d(gzn+, Sun) = d(A, B).

Proof Since S(A) ⊆ B and A ⊆ g(A), as in the proof of Theorem ., we can construct
the sequence {xn} in A such that

d(gxn+, Sxn) = d(A, B) (.)

for each n ≥ . Since g is an isometry and S is Geraghty’s proximal contraction of the first
kind, we see that

d(xn, xn+) = d(gxn, gxn+) ≤ β
(
d(xn, xn–)

)
d(xn, xn–)

for all n ≥ . Again, similarly, we can show that the sequence {xn} is a Cauchy sequence and
so it converges to some x ∈ A. Since S is Geraghty’s proximal contraction of the second
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kind and preserves the isometric distance with respect to g , we have

d(Sxn, Sxn+) = d(Sgxn, Sgxn+)

≤ β
(
d(Sxn–, Sxn)

)
d(Sxn–, Sxn)

≤ d(Sxn–, Sxn),

which means that the sequence {d(Sxn+, Sxn)} is non-increasing and bounded below.
Hence there exists r ≥  such that

lim
n→∞ d(Sxn+, Sxn) = r.

Suppose that r > . Observe that

d(Sxn, Sxn+)
d(Sxn–, Sxn)

≤ β
(
d(Sxn–, Sxn)

)
.

Taking k → ∞ in the above inequality, we get β(d(Sxn–, Sxn)) → . Since β ∈ S , we have
r =  which is a contradiction and thus

lim
n→∞ d(Sxn+, Sxn) = . (.)

Now, we claim that {Sxn} is a Cauchy sequence. Suppose that {Sxn} is not a Cauchy
sequence. Then there exists ε >  and subsequences {Sxmk }, {Sxnk } of {Sxn} such that, for
any nk > mk ≥ k,

rk := d(Sxmk , Sxnk ) ≥ ε, d(Sxmk , Sxnk–) < ε

for any k ∈ {, , , . . .}. For each n ≥ , let γn := d(Sxn+, Sxn). Then we have

ε ≤ rk ≤ d(Sxmk , Sxnk –) + d(Sxnk –, Sxnk )

< ε + γnk – (.)

and so it follows from (.) and (.) that

lim
k→∞

rk = ε.

Notice also that

ε ≤ rk

≤ d(Sxmk , Sxmk+) + d(Sxnk+, Sxnk ) + d(Sxmk+, Sxnk +)

= γmk + γnk + d(Sxmk+, Sxnk +)

≤ γmk + γnk + β
(
d(Sxmk , Sxnk )

)
d(Sxmk , Sxnk ).

So, it follows that

 = lim
k→∞

rk – γmk – γnk

d(Sxmk , Sxnk )
≤ lim

k→∞
β
(
d(Sxmk , Sxnk )

)
< 
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and so limk→∞ β(d(Sxmk , Sxnk )) = . Since β ∈ S , we have limk→∞ d(Sxmk , Sxnk ) = , that
is, ε = , which is a contradiction. So, we obtain the claim and then it converges to some
y ∈ B. Therefore, we can conclude that

d(gx, y) = lim
n→∞ d(gxn+, Sxn) = d(A, B),

which implies that gx ∈ A. Since A ⊆ g(A), we have gx = gz for some z ∈ A and then
d(gx, gz) = . By the fact that g is an isometry, we have d(x, z) = d(gx, gz) = . Hence x = z
and so x ∈ A. Since S(A) ⊆ B, there exists u ∈ A such that

d(u, Sx) = d(A, B). (.)

Since S is Geraghty’s proximal contraction of the first kind, it follows from (.) and (.)
that

d(u, gxn+) ≤ β
(
d(x, xn)

)
d(x, xn) (.)

for all n ≥ . Taking n → ∞ in (.), it follows that the sequence {gxn} converges to a
point u. Since g is continuous and limn→∞ xn = x, we have gxn → gx as n → ∞. By the
uniqueness of the limit, we conclude that u = gx. Therefore, it follows that d(gx, Sx) =
d(u, Sx) = d(A, B).

The uniqueness and the remaining part of the proof follow from the proof of Theo-
rem .. This completes the proof. �

If g is the identity mapping in Theorem ., then we obtain the following.

Corollary . Let (X, d) be a complete metric space and let A, B be nonempty closed sub-
sets of X. Further, suppose that A and B are nonempty. Let S : A → B be the mappings
satisfying the following conditions:

(a) S is Geraghty’s proximal contraction of the first and second kinds;
(b) S(A) ⊆ B.

Then there exists a unique point x ∈ A such that

d(x, Sx) = d(A, B).

Moreover, for any fixed x ∈ A, the sequence {xn} defined by

d(xn+, Sxn) = d(A, B)

converges to the best proximity point x of S.

If we take β(t) = k in Theorem ., where  ≤ k < , we obtain the following.

Corollary . [] Let (X, d) be a complete metric space and let A, B be nonempty closed
subsets of X. Further, suppose that A and B are nonempty. Let S : A → B and g : A → A
be the mappings satisfying the following conditions:

(a) S is a proximal contraction of the first and second kinds;
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(b) g is an isometry;
(c) S preserves isometric distance with respect to g ;
(d) S(A) ⊆ B;
(e) A ⊆ g(A).

Then there exists a unique point x ∈ A such that

d(gx, Sx) = d(A, B).

Moreover, for any fixed x ∈ A, the sequence {xn} defined by

d(gxn+, Sxn) = d(A, B)

converges to the element x.

If g is the identity mapping in Corollary ., then we obtain the following.

Corollary . Let (X, d) be a complete metric space and let A, B be nonempty closed
subsets of X. Further, suppose that A and B are nonempty. Let S : A → B be a mapping
satisfying the following conditions:

(a) S is a proximal contraction of the first and second kinds;
(b) S(A) ⊆ B.

Then there exists a unique point x ∈ A such that

d(x, Sx) = d(A, B).

Moreover, for any fixed x ∈ A, the sequence {xn} defined by

d(xn+, Sxn) = d(A, B)

converges to the best proximity point x of S.

4 Examples
Next, we give an example to show that Definition . is different from Definition .; more-
over, we give an example which supports Theorem .. First, we give some proposition for
our example as follows.

Proposition . Let f : [,∞) → [,∞) be a function defined by f (t) = ln( + t). Then we
have the following inequality:

f (a) – f (b) ≤ f
(|a – b|) (.)

for all a, b ∈ [,∞).

Proof If x = y, we have done. Suppose that x > y. Then since we have

 + x
 + y

=
 + x + y – y

 + y
=  +

x – y
 + y

<  + |x – y|,
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it follows that ln( + x) – ln( + y) < ln( + |x – y|). In the case x < y, by a similar argument,
we can prove that inequality (.) holds. �

Proposition . For each x, y ∈R, we have that the following inequality holds:


( + |x|)( + |y|) ≤ 

 + |x – y| .

Proof Since

 + |x – y| ≤  + |x| + |y|
≤  + |x| + |y| + |x||y|
=

(
 + |x|)( + |y|),

so that


( + |x|)( + |y|) ≤ 

 + |x – y| . �

Example . Consider the complete metric space R
 with Euclidean metric. Let

A =
{

(, x) : x ∈R
}

, B =
{

(, y) : y ∈R
}

.

Then d(A, B) = . Define the mappings S : A → B as follows:

S
(
(, x)

)
=

(
, ln

(
 + |x|)).

First, we show that S is Geraghty’s proximal contractions of the first kind with β ∈ S de-
fined by

β(t) =

⎧
⎨

⎩
, t = ,
ln(+t)

t , t > .

Let (, x), (, x), (, a) and (, a) be elements in A satisfying

d
(
(, a), S(, x)

)
= d(A, B) = , d

(
(, a), S(, x)

)
= d(A, B) = .

Then we have ai = ln( + |xi|) for i = , . If x = x, we have done. Assume that x �= x.
Then, by Proposition . and the fact that the function f (x) = ln( + t) is increasing, we
have

d
(
(, a), (, a)

)
= d

((
, ln

(
 + |x|

))
,
(
, ln

(
 + |x|

)))

=
∣∣ln

(
 + |x|

)
– ln

(
 + |x|

)∣∣

≤ ∣∣ln
(
 +

∣∣|x| – |x|
∣∣)∣∣

≤ ∣∣ln
(
 + |x – x|

)∣∣

http://www.fixedpointtheoryandapplications.com/content/2013/1/180
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=
| ln( + |x – x|)|

|x – x| |x – x|

= β
(
d
(
(, x), (, x)

))
d
(
(, x), (, x)

)
.

Thus S is Geraghty’s proximal contraction of the first kind.
Next, we prove that S is not a proximal contraction of the first kind. Suppose S is a prox-

imal contraction of the first kind, then for each (, x∗), (, y∗), (, a∗), (, b∗) ∈ A satisfying

d
((

, x∗), S
(
, a∗)) = d(A, B) =  and d

((
, y∗), S

(
, b∗)) = d(A, B) = , (.)

there exists k ∈ [, ) such that

d
((

, x∗),
(
, y∗)) ≤ kd

((
, a∗),

(
, b∗)).

From (.), we get x∗ = ln( + |a∗|) and y∗ = ln( + |b∗|) and so

∣∣ln
(
 +

∣∣a∗∣∣) – ln
(
 +

∣∣b∗∣∣)∣∣ = d
((

, x∗),
(
, y∗))

≤ kd
((

, a∗),
(
, b∗))

= k
∣∣a∗ – b∗∣∣.

Letting b∗ = , we get

 = lim
|a∗|→+

| ln( + |a∗|)|
|a∗| ≤ k < ,

which is a contradiction. Thus S is not a proximal contraction of the first kind.

Example . Consider the complete metric space R
 with metric defined by

d
(
(x, x), (y, y)

)
= |x – y| + |x – y|

for all (x, x), (y, y) ∈R
. Let

A =
{

(, x) : x ∈R
}

, B =
{

(, y) : y ∈R
}

.

Define two mappings S : A → B, T : B → A and g : A ∪ B → A ∪ B as follows:

S
(
(, x)

)
=

(
,

|x|
( + |x|)

)
, T

(
(, y)

)
=

(
,

|y|
( + |y|)

)
, g

(
(x, y)

)
= (x, –y).

Then d(A, B) = , A = A, B = B and the mapping g is an isometry.
Next, we show that S and T are Geraghty’s proximal contractions of the first kind with

β ∈ S defined by

β(t) =


 + t
for all t ≥ .
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Let (, x), (, x), (, a) and (, a) be elements in A satisfying

d
(
(, a), S(, x)

)
= d(A, B) = , d

(
(, a), S(, x)

)
= d(A, B) = .

Then we have

ai =
|xi|

( + |xi|) for i = , .

If x = x, we have done. Assume that x �= x, then, by Proposition ., we have

d
(
(, a), (, a)

)
= d

((
,

|x|
( + |x|)

)
,
(

,
|x|

( + |x|)
))

=
∣∣∣∣

|x|
( + |x|) –

|x|
( + |x|)

∣∣∣∣

=
∣∣∣∣

|x| – |x|
( + |x|)( + |x|)

∣∣∣∣

≤
∣∣∣∣

x – x

( + |x|)( + |x|)
∣∣∣∣

≤ 
 + |x – x| |x – x|

= β
(
d
(
(, x), (, x)

))
d
(
(, x), (, x)

)
.

Thus S is Geraghty’s proximal contraction of the first kind. Similarly, we can see that T is
Geraghty’s proximal contraction of the first kind. Next, we show that the pair (S, T) is a
proximal cyclic contraction. Let (, u), (, x) ∈ A and (, v), (, y) ∈ B be such that

d
(
(, u), S(, x)

)
= d(A, B) = , d

(
(, v), T(, y)

)
= d(A, B) = .

Then we get

u =
|x|

( + |x|) , v =
|y|

( + |y|) .

In the case x = y, clear. Suppose that x �= y, then we have

d
(
(, u), (, v)

)
= |u – v| + 

=
∣∣∣∣

|x|
( + |x|) –

|y|
( + |y|)

∣∣∣∣ + 

=
∣∣∣∣

|x| – |y|
( + |x|)( + |y|)

∣∣∣∣ + 

≤ |x – y|
( + |x|)( + |y|) + 

≤ 

|x – y| + 

≤ k
(|x – y| + 

)
+ ( – k)

= kd
(
(, x), (, y)

)
+ ( – k)d(A, B),

http://www.fixedpointtheoryandapplications.com/content/2013/1/180


Mongkolkeha et al. Fixed Point Theory and Applications 2013, 2013:180 Page 16 of 17
http://www.fixedpointtheoryandapplications.com/content/2013/1/180

where k = [ 
 , ). Hence the pair (S, T) is a proximal cyclic contraction. Therefore, all the

hypotheses of Theorem . are satisfied. Further, it is easy to see that (, ) ∈ A and (, ) ∈
B are the unique elements such that

d
(
g(, ), S(, )

)
= d

(
g(, ), T(, )

)
= d

(
(, ), (, )

)
= d(A, B).

5 Conclusions
This article has investigated the existence of an optimal approximate solution, the so-
called best proximity point, for the generalized notion of proximal contractions of the
first and second kinds, which were defined by Sadiq Basha in []. Furthermore, an algo-
rithm for computing such an optimal approximate solution and example which supports
our main results have been presented.
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Recently, Basha (2011) established the best proximity point theorems for proximal contractions of the first and second kinds which
are extension of Banach’s contraction principle in the case of non-self-mappings.The aimof this paper is to extend and generalize the
notions of proximal contractions of the first and second kinds which aremore general than the notion of self-contractions, establish
the existence of an optimal approximate solution theorems for these non-self-mappings, and also give examples to validate ourmain
results.

1. Introduction

Since Banach’s contraction principle [1] first appeared, several
authors have generalized this principle in different directions.
However, they have shown the existence of a fixed point for
self-mappings.One of themost interesting results onBanach’s
contraction principle is the case of non-self-mappings. In
fact, for any nonempty closed subsets 𝐴 and 𝐵 of a complete
metric space (𝑋, 𝑑), a contractive non-self-mapping𝑇 : 𝐴 →

𝐵 does not necessarily have a fixed point 𝑇𝑥 = 𝑥. In this
case, a best proximity point, that is, a point 𝑥 ∈ 𝐴 for which
𝑑(𝑥, 𝑇𝑥) = 𝑑(𝐴, 𝐵) := inf{𝑑(𝑥, 𝑦) : 𝑥 ∈ 𝐴 𝑦 ∈ 𝐵} represents
an optimal approximate solution to the equation 𝑇𝑥 = 𝑥.
It is well known that a best proximity point reduces to a
fixed point if the underlying mapping is assumed to be a self-
mapping. Consequently, best proximity point theorems are
improvement of Banach’s contraction principle in case of
non-self-mappings.

A classical best approximation theorem was introduced
by Fan [2]. Afterward, several authors including Prolla [3],
Reich [4], and Sehgal and Singh [5, 6] have derived exten-
sions of Fan’s Theorem in many directions. Other works of

the existence of a best proximity point for contractive map-
pings can be found in [7–13]. On the other hand, many best
proximity point theorems for set-valued mappings have been
established in [14–19]. In particular, Eldred et al. [20] have
obtained best proximity point theorems for relatively nonex-
pansive mappings.

Recently, Basha [21] gave necessary and sufficient condi-
tions to claim the existence of best proximity point for proxi-
mal contraction of first and second kinds which are non-self-
mapping analogues of contraction self-mappings, and they
also established some best proximity theorems. Afterward,
several mathematicians extended and improved these results
in many ways (see in [22–25]).

The purpose of this paper is to extend and generalize the
class of proximal contraction of first and second kinds which
are different from another type in the literature. For such
mappings, we seek the necessary condition for these classes
to have best proximity points and also give some examples to
illustrate our main results.The results of this paper are gener-
alizations of results of Basha in [21] and some results of the
fundamental metrical fixed point and best proximity point
theorems in the literature.



2 Abstract and Applied Analysis

2. Preliminaries

Throughout this paper, suppose that 𝐴 and 𝐵 are nonempty
subsets of a metric space (𝑋, 𝑑). We use the following nota-
tions:

𝑑 (𝐴, 𝐵) := inf {𝑑 (𝑥, 𝑦) : 𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵} ,

𝐴
0
:= {𝑥 ∈ 𝐴 : 𝑑 (𝑥, 𝑦) = 𝑑 (𝐴, 𝐵) for some 𝑦 ∈ 𝐵} ,

𝐵
0
:= {𝑦 ∈ 𝐵 : 𝑑 (𝑥, 𝑦) = 𝑑 (𝐴, 𝐵) for some 𝑥 ∈ 𝐴} .

(1)

Remark 1. It is easy to see that𝐴
0
and𝐵

0
are nonemptywhen-

ever𝐴∩𝐵 ̸= 0. Further, if𝐴 and 𝐵 are closed subsets of a nor-
med linear space such that 𝑑(𝐴, 𝐵) > 0, then 𝐴

0
⊆ 𝐵𝑑𝑟(𝐴)

and 𝐵
0
⊆ 𝐵𝑑𝑟(𝐵), where 𝐵𝑑𝑟(𝐴) is a boundary of 𝐴.

Definition 2 (see [21]). A mapping 𝑇 : 𝐴 → 𝐵 is called a
proximal contraction of the first kind if there exists 𝛼 ∈ [0, 1)

such that, for all 𝑎, 𝑏, 𝑥, 𝑦 ∈ 𝐴,

𝑑 (𝑎, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑏, 𝑇𝑦) = 𝑑 (𝐴, 𝐵)
󳨐⇒ 𝑑 (𝑎, 𝑏) ≤ 𝛼𝑑 (𝑥, 𝑦) . (2)

Remark 3. If 𝑇 is self-mapping, then 𝑇 is a proximal contrac-
tion of the first kind deduced to𝑇which is a contractionmap-
ping. But a non-self-proximal contraction is not necessarily a
contraction.

Definition 4 (see [21]). A mapping 𝑇 : 𝐴 → 𝐵 is said to
be a proximal contraction of the second kind if there exists
𝛼 ∈ [0, 1) such that, for all 𝑎, 𝑏, 𝑥, 𝑦 ∈ 𝐴,

𝑑 (𝑎, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑏, 𝑇𝑦) = 𝑑 (𝐴, 𝐵)
󳨐⇒ 𝑑 (𝑇𝑎, 𝑇𝑏) ≤ 𝛼𝑑 (𝑇𝑥, 𝑇𝑦) . (3)

The necessary condition for a self-mapping 𝑇 to be a
proximal contraction of the second kind is that

𝑑 (𝑇𝑇𝑥, 𝑇𝑇𝑦) ≤ 𝛼𝑑 (𝑇𝑥, 𝑇𝑦) (4)

for all 𝑥, 𝑦 in the domain of 𝑇. Therefore, every contraction
self-mapping is a proximal contraction of the second kind,
but the converse is not true (see Example 5).

Example 5. Consider R endowed with the Euclidean metric.
Let the self-mapping𝑇 : [0, 1] → [0, 1] be defined as follows:

𝑇 (𝑥) = {
0 if 𝑥 is rational,
1 otherwise.

(5)

It is easy to prove that 𝑇 is a proximal contraction of the sec-
ond kind. However, 𝑇 is not a contraction mapping.

The above example also exhibits that a self-mapping, that
is, a proximal contraction of the second kind, is not necessa-
rily continuous.

Definition 6. Let 𝑆 : 𝐴 → 𝐵 and T : 𝐵 → 𝐴 be mappings.
The pair (𝑆, 𝑇) is said to be

(1) a cyclic contractive pair if 𝑑(𝐴, 𝐵) < 𝑑(𝑥, 𝑦) ⇒

𝑑(𝑆𝑥, 𝑇𝑦) < 𝑑(𝑥, 𝑦) for all 𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵;

(2) a cyclic expansive pair if 𝑑(𝐴, 𝐵) < 𝑑(𝑥, 𝑦) ⇒

𝑑(𝑆𝑥, 𝑇𝑦) > 𝑑(𝑥, 𝑦) for all 𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵;

(3) a cyclic inequality pair if 𝑑(𝐴, 𝐵) < 𝑑(𝑥, 𝑦) ⇒

𝑑(𝑆𝑥, 𝑇𝑦) ̸= 𝑑(𝑥, 𝑦) for all 𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵.

Definition 7. Let 𝑆 : 𝐴 → 𝐵 and 𝑇 : 𝐵 → 𝐴 be mappings.
The pair (𝑆, 𝑇) is said to satisfy min-max condition if, for all
𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵,

𝑑 (𝐴, 𝐵) < 𝑑 (𝑥, 𝑦) 󳨐⇒ min (𝑆𝑥,T𝑦) ̸= max (𝑆𝑥, 𝑇𝑦) , (6)

where min(𝑆𝑥, 𝑇𝑦) and max(𝑆𝑥, 𝑇𝑦) are defined by

min (𝑆𝑥, 𝑇𝑦) = min {𝑑 (𝑥, 𝑦) , 𝑑 (𝑥, 𝑆𝑥) , 𝑑 (𝑦, 𝑇𝑦) ,

𝑑 (𝑆𝑥, 𝑇𝑦) , 𝑑 (𝑥, 𝑆𝑇𝑦) ,

𝑑 (𝑦, 𝑇𝑆𝑥) , 𝑑 (𝑆𝑥, 𝑇𝑆𝑥) ,

𝑑 (𝑇𝑦, 𝑆𝑇𝑦) , 𝑑 (𝑇𝑆𝑥, 𝑆𝑇𝑦)} ,

max (𝑆𝑥, 𝑇𝑦) = max {𝑑 (𝑥, 𝑦) , 𝑑 (𝑥, 𝑆𝑥) , 𝑑 (𝑦, 𝑇𝑦) ,

𝑑 (𝑥, 𝑇𝑦) , 𝑑 (𝑦, 𝑆𝑥) , 𝑑 (𝑆𝑥, 𝑇𝑦) ,

𝑑 (𝑥, 𝑇𝑆𝑥) , 𝑑 (𝑦, 𝑆𝑇𝑦) , 𝑑 (𝑥, 𝑆𝑇𝑦) ,

𝑑 (𝑦, 𝑇𝑆𝑥) , 𝑑 (𝑆𝑥, 𝑇𝑆𝑥) ,

𝑑 (𝑇𝑦, 𝑆𝑇𝑦) , 𝑑 (𝑇𝑆𝑥, 𝑆𝑇𝑦)} .

(7)

We observe that the cyclic contractive pairs, cyclic expan-
sive pairs, and cyclic inequality pairs satisfy themin-max con-
dition.

Definition 8. Let 𝑇 : 𝐴 → 𝐵 a mapping and 𝑔 : 𝐴 → 𝐴 be
an isometry.Themapping 𝑇 is said to preserve isometric dis-
tance with respect to 𝑔 if

𝑑 (𝑇𝑔𝑥, 𝑇𝑔𝑦) = 𝑑 (𝑇𝑥, 𝑇𝑦) (8)

for all 𝑥, 𝑦 ∈ 𝐴.

Definition 9. A point 𝑥 ∈ 𝐴 is said to be a best proximity
point of a mapping 𝑇 : 𝐴 → 𝐵 if it satisfies the condition
that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (9)

Observe that a best proximity reduces to a fixed point if
the underlying mapping is a self-mapping.

Definition 10. 𝐴 is said to be approximatively compact with
respect to 𝐵 if every sequence {𝑥

𝑛
} in𝐴 satisfies the condition

that 𝑑(𝑦, 𝑥
𝑛
) → 𝑑(𝑦, 𝐴) for some 𝑦 ∈ 𝐵 has a convergent

subsequence.

Remark 11. Any nonempty subset of metric space (𝑋, 𝑑) is
approximatively compact with respect to itself.
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3. Main Results

In this section, we introduce the notions of generalized proxi-
mal contractionmappings of the first and second kindswhich
are different from another type in the literature. We also give
the existence theorems of an optimal approximate solution
for these mappings.

Definition 12. Let 𝐴, 𝐵 be nonempty subset of metric space
(𝑋, 𝑑), 𝑇 : 𝐴 → 𝐵 andK : 𝐴 → [0, 1). A mapping 𝑇 is said
to be a generalized proximal contraction of the first kind with
respect toK if

𝑑 (𝑎, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑏, 𝑇𝑦) = 𝑑 (𝐴, 𝐵)
󳨐⇒ 𝑑 (𝑎, 𝑏) ≤ K (𝑥) 𝑑 (𝑥, 𝑦) (10)

for all 𝑎, 𝑏, 𝑥, 𝑦 ∈ 𝐴.

Remark 13. If we take K(𝑥) = 𝛼 for all 𝑥 ∈ 𝐴, where
𝛼 ∈ [0, 1), then a generalized proximal contraction of the first
kind with respect toK reduces to a proximal contraction of
the first kind (Definition 2). In case of a self-mapping, it is
apparent that the class of contractionmapping is contained in
the class of generalized proximal contraction of the first kind
with respect toKmapping.

Now, we give an example to claim that the class of proxi-
mal contractionmapping of the first kind is a proper subclass
of the class of generalized proximal contractions of the first
kind with respect toKmapping.

Example 14. Consider the metric space R2 with Euclidean
metric. Let 𝐴 = {(0, 𝑦) : −1 < 𝑦 < 1} and 𝐵 = {(1, 𝑦) :

−1 < 𝑦 < 1}. Define a mapping 𝑇 : 𝐴 → 𝐵 as follows:

𝑇 ((0, 𝑦)) = (1,
𝑦
2

2
) (11)

for all (0, 𝑦) ∈ 𝐴.
It is easy to check that there is no 𝛼 ∈ [0, 1) satisfing

𝑑 (𝑎, 𝑇𝑥) = 𝑑 (𝑏, 𝑇𝑦) = 𝑑 (𝐴, 𝐵) 󳨐⇒ 𝑑 (𝑎, 𝑏) ≤ 𝛼𝑑 (𝑥, 𝑦)

(12)

for all 𝑎, 𝑏, 𝑥, 𝑦 ∈ 𝐴. Therefore, 𝑇 is not a proximal contrac-
tion of the first kind.

Consider a functionK : 𝐴 → [0, 1) defined by

K ((0, 𝑦)) =

󵄨󵄨󵄨󵄨𝑦
󵄨󵄨󵄨󵄨 + 1

2
. (13)

Next, we claim that𝑇 is a generalized proximal contraction of
the first kind with respect toK.

If (0, 𝑦
1
), (0, 𝑦

2
) ∈ 𝐴 such that

𝑑 (𝑎, 𝑇 ((0, 𝑦
1
))) = 𝑑 (𝐴, 𝐵) = 1,

𝑑 (𝑏, 𝑇 ((0, 𝑦
2
))) = 𝑑 (𝐴, 𝐵) = 1,

(14)

for all 𝑎, 𝑏 ∈ 𝐴, then we have

𝑎 = (0,
𝑦
2

1

2
) , 𝑏 = (0,

𝑦
2

2

2
) . (15)

Therefore, it follows that

𝑑 (𝑎, 𝑏) = 𝑑((0,
𝑦
2

1

2
) , (0,

𝑦
2

2

2
))

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑦
2

1

2
−
𝑦
2

2

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= (

󵄨󵄨󵄨󵄨𝑦1 + 𝑦
2

󵄨󵄨󵄨󵄨

2
)
󵄨󵄨󵄨󵄨𝑦1 − 𝑦

2

󵄨󵄨󵄨󵄨

≤ (

󵄨󵄨󵄨󵄨𝑦1
󵄨󵄨󵄨󵄨 +

󵄨󵄨󵄨󵄨𝑦2
󵄨󵄨󵄨󵄨

2
)
󵄨󵄨󵄨󵄨𝑦1 − 𝑦

2

󵄨󵄨󵄨󵄨

≤ (

󵄨󵄨󵄨󵄨𝑦1
󵄨󵄨󵄨󵄨 + 1

2
)
󵄨󵄨󵄨󵄨𝑦1 − 𝑦

2

󵄨󵄨󵄨󵄨

= K ((0, 𝑦
1
)) 𝑑 ((0, 𝑦

1
) , (0, 𝑦

2
)) .

(16)

This implies that 𝑇 is a generalized proximal contraction of
the first kind with respect toK.

Definition 15. Let 𝐴, 𝐵 be nonempty subset of metric space
(𝑋, 𝑑), 𝑇 : 𝐴 → 𝐵 andK : 𝐴 → [0, 1). A mapping 𝑇 is said
to be a generalized proximal contraction of the second kind
with respect toK if

𝑑 (𝑎, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑏, 𝑇𝑦) = 𝑑 (𝐴, 𝐵)
󳨐⇒ 𝑑 (𝑎, 𝑏) ≤ K (𝑥) 𝑑 (𝑇𝑥, 𝑇𝑦) (17)

for all 𝑎, 𝑏, 𝑥, 𝑦 ∈ 𝐴.

Clearly, a proximal contraction of the second kind
(Definition 4) is a generalized proximal contraction of the
second kind.

Next, we extend the results of Basha [21] andmany results
in the literature.

Theorem 16. Let (𝑋, 𝑑) a complete metric space and 𝐴, 𝐵 be
nonempty closed subsets of 𝑋 such that 𝐴

0
and 𝐵

0
are non-

empty. Suppose that 𝑇 : 𝐴 → 𝐵, 𝑔 : 𝐴 → 𝐴, andK : 𝐴 →

[0, 1) are mappings satisfying the following conditions:
(a) 𝑇 is a continuous generalized proximal contraction of

first kind with respect toK;
(b) 𝑇(𝐴

0
) ⊆ 𝐵
0
and 𝐴

0
⊆ 𝑔(𝐴

0
);

(c) 𝑔 is an isometry;
(d) K(𝑥) ≤ K(𝑦), whenever 𝑑(𝑔𝑥, 𝑇𝑦) = 𝑑(𝐴, 𝐵).

Then there exists a unique point 𝑥 ∈ 𝐴 such that 𝑑(𝑔𝑥, 𝑇𝑥) =
𝑑(𝐴, 𝐵).

Proof. Let 𝑥
0
be a fixed element in𝐴

0
. From 𝑇(𝐴

0
) ⊆ 𝐵
0
and

𝐴
0
⊆ 𝑔(𝐴

0
), it follows that there exists a point 𝑥

1
∈ 𝐴
0
such

that

𝑑 (𝑔𝑥
1
, 𝑇𝑥
0
) = 𝑑 (𝐴, 𝐵) . (18)

Again, since 𝑇𝑥
1
∈ 𝑇(𝐴

0
) ⊆ 𝐵
0
and 𝐴

0
⊆ 𝑔(𝐴

0
), there exists

a point 𝑥
2
∈ 𝐴
0
such that

𝑑 (𝑔𝑥
2
, 𝑇𝑥
1
) = 𝑑 (𝐴, 𝐵) . (19)
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Continuing this process, we can construct the sequence {𝑥
𝑛
}

in 𝐴
0
such that

𝑑 (𝑔𝑥
𝑛
, 𝑇𝑥
𝑛−1

) = 𝑑 (𝐴, 𝐵) (20)

for all 𝑛 ∈ N. Since 𝑇 is a generalized proximal contraction of
the first kind with respect toK, it follows that

𝑑 (𝑔𝑥
𝑛+1

, 𝑔𝑥
𝑛
) ≤ K (𝑥

𝑛
) 𝑑 (𝑥
𝑛
, 𝑥
𝑛−1

) (21)

for all 𝑛 ∈ N. Also, since 𝑔 is an isometry, we have

𝑑 (𝑥
𝑛+1

, 𝑥
𝑛
) ≤ K (𝑥

𝑛
) 𝑑 (𝑥
𝑛
, 𝑥
𝑛−1

) (22)

for all 𝑛 ∈ N. By using (20) and (d), we have

𝑑 (𝑥
𝑛+1

, 𝑥
𝑛
) ≤ K (𝑥

𝑛
) 𝑑 (𝑥
𝑛
, 𝑥
𝑛−1

)

≤ K (𝑥
𝑛−1

) 𝑑 (𝑥
𝑛
, 𝑥
𝑛−1

)

≤ K (𝑥
𝑛−2

) 𝑑 (𝑥
𝑛
, 𝑥
𝑛−1

)

...

≤ K (𝑥
0
) 𝑑 (𝑥
𝑛
, 𝑥
𝑛−1

)

(23)

for all 𝑛 ∈ N. By repeating (23), we get

𝑑 (𝑥
𝑛+1

, 𝑥
𝑛
) ≤ (K(𝑥

0
))
𝑛
𝑑 (𝑥
1
, 𝑥
0
) (24)

for all 𝑛 ∈ N. Now, we let 𝑘 := K(𝑥
0
) ∈ [0, 1). For positive

integers𝑚 and 𝑛 with 𝑛 > 𝑚, it follows from (24) that

𝑑 (𝑥
𝑛
, 𝑥
𝑚
)

≤ 𝑑 (𝑥
𝑛
, 𝑥
𝑛−1

) + 𝑑 (𝑥
𝑛−1

, 𝑥
𝑛−2

) + ⋅ ⋅ ⋅ + 𝑑 (𝑥
𝑚+1

, 𝑥
𝑚
)

≤ 𝑘
𝑛−1

𝑑 (𝑥
1
, 𝑥
0
) + 𝑘
𝑛−2

𝑑 (𝑥
1
, 𝑥
0
) + ⋅ ⋅ ⋅ + 𝑘

𝑚
𝑑 (𝑥
1
, 𝑥
0
)

≤ (
𝑘
𝑚

1 − 𝑘
)𝑑 (𝑥

1
, 𝑥
0
) .

(25)

Since 𝑘 ∈ [0, 1), we have (𝑘𝑚/(1 − 𝑘))𝑑(𝑥
1
, 𝑥
0
) → 0 as𝑚 →

∞, which implies that {𝑥
𝑛
} is a Cauchy sequence in 𝑋. Since

𝑋 is complete, it follows that the sequence {𝑥
𝑛
} converges to

point 𝑥 ∈ 𝑋. Since 𝑇 and 𝑔 are continuous, we get

𝑑 (𝑔𝑥, 𝑇𝑥) = lim
𝑛→∞

𝑑 (𝑔𝑥
𝑛+1

, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) . (26)

Next, we suppose that 𝑥∗ is another point in𝑋 such that

𝑑 (𝑔𝑥
∗
, 𝑇𝑥
∗
) = 𝑑 (𝐴, 𝐵) . (27)

Since 𝑇 is a generalized proximal contraction of the first kind
with respect toK, by using (26) and (27), we get

𝑑 (𝑔𝑥, 𝑔𝑥
∗
) ≤ K (𝑥) 𝑑 (𝑥, 𝑥

∗
) . (28)

Since 𝑔 is an isometry, it follows that

𝑑 (𝑥, 𝑥
∗
) ≤ K (𝑥) 𝑑 (𝑥, 𝑥

∗
) , (29)

which implies that 𝑥 = 𝑥
∗. This completes the proof.

Now, we give an example to illustrate Theorem 16.

Example 17. Consider the complete metric space R2 with
Euclidean metric. Let 𝐴 = {(0, 𝑦) : −1 ≤ 𝑦 ≤ 1} and 𝐵 =

{(1, 𝑦) : −1 ≤ 𝑦 ≤ 1}. Define two mappings 𝑇 : 𝐴 → 𝐵 and
𝑔 : 𝐴 → 𝐴 as follows:

𝑇 ((0, 𝑦)) = (1,
𝑦
2

4
) , 𝑔 ((0, 𝑦)) = (0, −𝑦) (30)

for all (0, 𝑦) ∈ 𝐴. Then it is easy to see that 𝑑(𝐴, 𝐵) = 1,
𝐴
0
= 𝐴, 𝐵

0
= 𝐵, and the mapping 𝑔 is an isometry.

Consider a functionK : 𝐴 → [0, 1) defined by

K ((0, 𝑦)) =

󵄨󵄨󵄨󵄨𝑦
󵄨󵄨󵄨󵄨 + 1

4
. (31)

Next, we claim that 𝑇 is a generalized proximal contrac-
tion of the first kind with respect toK. If (0, 𝑦

1
), (0, 𝑦

2
) ∈ 𝐴

such that

𝑑 (𝑎, 𝑇 ((0, 𝑦
1
))) = 𝑑 (𝐴, 𝐵) = 1,

𝑑 (𝑏, 𝑇 ((0, 𝑦
2
))) = 𝑑 (𝐴, 𝐵) = 1,

(32)

for all 𝑎, 𝑏 ∈ 𝐴, then we have

𝑎 = (0,
𝑦
2

1

4
) , 𝑏 = (0,

𝑦
2

2

4
) . (33)

Therefore, it follows that

𝑑 (𝑎, 𝑏) = 𝑑((0,
𝑦
2

1

4
) , (0,

𝑦
2

2

4
))

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑦
2

1

4
−
𝑦
2

2

4

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= (

󵄨󵄨󵄨󵄨𝑦1 + 𝑦
2

󵄨󵄨󵄨󵄨

4
)
󵄨󵄨󵄨󵄨𝑦1 − 𝑦

2

󵄨󵄨󵄨󵄨

≤ (

󵄨󵄨󵄨󵄨𝑦1
󵄨󵄨󵄨󵄨 +

󵄨󵄨󵄨󵄨𝑦2
󵄨󵄨󵄨󵄨

4
)
󵄨󵄨󵄨󵄨𝑦1 − 𝑦

2

󵄨󵄨󵄨󵄨

≤ (

󵄨󵄨󵄨󵄨𝑦1
󵄨󵄨󵄨󵄨 + 1

4
)
󵄨󵄨󵄨󵄨𝑦1 − 𝑦

2

󵄨󵄨󵄨󵄨

= K ((0, 𝑦
1
)) 𝑑 ((0, 𝑦

1
) , (0, 𝑦

2
)) .

(34)

This implies that the non-self-mapping 𝑇 is a generalized
proximal contraction of the first kind with respect toK. It is
easy to see thatK(𝑥) ≤ K(𝑦)whenever 𝑑(𝑔𝑥, 𝑇𝑦) = 𝑑(𝐴, 𝐵).
Moreover, since 𝑇 is continuous and 𝑔 is an isometry, all the
conditions ofTheorem 16 are satisfied, and so 𝑇 has a unique
element (0, 0) ∈ 𝐴 such that

𝑑 (𝑔 ((0, 0)) , 𝑇 ((0, 0))) = 𝑑 (𝐴, 𝐵) . (35)

Corollary 18 (see [21,Theorem 3.3]). Let (𝑋, 𝑑) be a complete
metric space and 𝐴, 𝐵 nonempty closed subsets of 𝑋 such that
𝐴
0
and 𝐵

0
are nonempty. Suppose that 𝑇 : 𝐴 → 𝐵 and 𝑔 :

𝐴 → 𝐴 are mappings satisfying the following conditions:

(a) 𝑇 is a continuous proximal contraction of the first kind;
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(b) 𝑇(𝐴
0
) ⊆ 𝐵
0
and 𝐴

0
⊆ 𝑔(𝐴

0
);

(c) 𝑔 is an isometry.

Then there exists a unique element𝑥 ∈ 𝐴 such that𝑑(𝑔𝑥, 𝑇𝑥) =
𝑑(𝐴, 𝐵).

Proof. Since a proximal contraction of the first kind is a spe-
cial case of a generalized proximal contraction of the first
kind, we can prove this result by applyingTheorem 16.

InTheorem 16, if 𝑔 is the identity mapping, then it yields
the following best proximity point theorem.

Corollary 19. Let (𝑋, 𝑑) a complete metric space and 𝐴, 𝐵 be
nonempty closed subsets of 𝑋 such that 𝐴

0
and 𝐵

0
are non-

empty. Suppose that 𝑇 : 𝐴 → 𝐵 and K : 𝐴 → [0, 1) are
mappings satisfying the following conditions:

(a) 𝑇 is a continuous generalized proximal contraction of
first kind with respect toK;

(b) 𝑇(𝐴
0
) ⊆ 𝐵
0
;

(c) K(𝑥) ≤ K(𝑦), whenever 𝑑(𝑥, 𝑇𝑦) = 𝑑(𝐴, 𝐵).

Then 𝑇 has a unique best proximity point in 𝐴.

Corollary 20 (see [21, Corollary 3.4]). Let (𝑋, 𝑑) be a com-
plete metric space and 𝐴, 𝐵 nonempty closed subsets of𝑋 such
that 𝐴

0
and 𝐵

0
are nonempty. Let 𝑇 : 𝐴 → 𝐵 be a mapping

satisfying the following conditions:

(a) 𝑇 is a continuous proximal contraction of the first kind;
(b) 𝑇(𝐴

0
) ⊆ 𝐵
0
.

Then 𝑇 has a unique best proximity point in 𝐴.

Proof. Since a proximal contraction of the first kind is a spe-
cial case of a generalized proximal contraction of the first kind
with respect to K, we can prove this result by applying
Corollary 19.

Next, we prove the second main result for generalized
proximal contraction of the second kind with respect to K
mapping.

Theorem 21. Let (𝑋, 𝑑) a complete metric space and 𝐴, 𝐵 be
nonempty closed subsets of 𝑋 such that 𝐴 is approximatively
compact with respect to 𝐵. Suppose that 𝐴

0
and 𝐵

0
are non-

empty and 𝑇 : 𝐴 → 𝐵, 𝑔 : 𝐴 → 𝐴, andK : 𝐴 → [0, 1) are
mappings satisfying the following conditions:

(a) 𝑇 is a continuous generalized proximal contraction of
the second kind with respect toK;

(b) 𝑇(𝐴
0
) ⊆ 𝐵
0
and 𝐴

0
⊆ 𝑔(𝐴

0
);

(c) 𝑔 is an isometry;
(d) 𝑇 preserves isometric distance with respect to 𝑔;
(e) K(𝑥) ≤ K(𝑦), whenever 𝑑(𝑔𝑥, 𝑇𝑦) = 𝑑(𝐴, 𝐵).

Then there exists a point 𝑥 ∈ 𝐴 such that 𝑑(𝑔𝑥, 𝑇𝑥) = 𝑑(𝐴, 𝐵).
Moreover, if 𝑥∗ is another point in 𝐴 for which 𝑑(𝑔𝑥∗, 𝑇𝑥∗) =
𝑑(𝐴, 𝐵), then 𝑇𝑥 = 𝑇𝑥

∗.

Proof. As in the proof of Theorem 16, for fixed 𝑥
0
∈ 𝐴
0
, we

can define a sequence {𝑥
𝑛
} in 𝐴

0
such that

𝑑 (𝑔𝑥
𝑛
, 𝑇𝑥
𝑛−1

) = 𝑑 (𝐴, 𝐵) (36)

for all 𝑛 ∈ N. Since 𝑇 is a generalized proximal contraction of
the second kind with respect toK, it follows that

𝑑 (𝑇𝑔𝑥
𝑛+1

, 𝑇𝑔𝑥
𝑛
) ≤ K (𝑥

𝑛
) 𝑑 (𝑇𝑥

𝑛
, 𝑇𝑥
𝑛−1

) . (37)

Since 𝑇 preserves isometric distance with respect to 𝑔, we
have

𝑑 (𝑇𝑥
𝑛+1

, 𝑇𝑥
𝑛
) ≤ K (𝑥

𝑛
) 𝑑 (𝑇𝑥

𝑛
, 𝑇𝑥
𝑛−1

) (38)

for all 𝑛 ∈ N. By using (36) and (e), we have

𝑑 (𝑇𝑥
𝑛+1

, 𝑇𝑥
𝑛
) ≤ K (𝑥

𝑛
) 𝑑 (𝑇𝑥

𝑛
, 𝑇𝑥
𝑛−1

)

≤ K (𝑥
𝑛−1

) 𝑑 (𝑇𝑥
𝑛
, 𝑇𝑥
𝑛−1

)

≤ K (𝑥
𝑛−2

) 𝑑 (𝑇𝑥
𝑛
, 𝑇𝑥
𝑛−1

)

...

≤ K (𝑥
0
) 𝑑 (𝑇𝑥

𝑛
, 𝑇𝑥
𝑛−1

)

(39)

for all 𝑛 ∈ N. By repeating (39), we get

𝑑 (𝑇𝑥
𝑛+1

, 𝑇𝑥
𝑛
) ≤ (K(𝑥

0
))
𝑛
𝑑 (𝑇𝑥
1
, 𝑇𝑥
0
) (40)

for all 𝑛 ∈ N. Now, we let 𝑘 := K(𝑥
0
) ∈ [0, 1). For positive

integers𝑚 and 𝑛 with 𝑛 > 𝑚, it follows from (40) that

𝑑 (𝑇𝑥
𝑛
, 𝑇𝑥
𝑚
) ≤ 𝑑 (𝑇𝑥

𝑛
, 𝑇𝑥
𝑛−1

)

+ 𝑑 (𝑇𝑥
𝑛−1

, 𝑇𝑥
𝑛−2

) + ⋅ ⋅ ⋅ + 𝑑 (𝑇𝑥
𝑚+1

, 𝑇𝑥
𝑚
)

≤ 𝑘
𝑛−1

𝑑 (𝑇𝑥
1
, 𝑇𝑥
0
) + 𝑘
𝑛−2

𝑑 (𝑇𝑥
1
, 𝑇𝑥
0
)

+ ⋅ ⋅ ⋅ + 𝑘
𝑚
𝑑 (𝑇𝑥
1
, 𝑇𝑥
0
)

≤ (
𝑘
𝑚

1 − 𝑘
)𝑑 (𝑇𝑥

1
, 𝑇𝑥
0
) .

(41)

Since 𝑘 ∈ [0, 1), we have (𝑘𝑚/(1 − 𝑘))𝑑(𝑇𝑥
1
, 𝑇𝑥
0
) → 0 as

𝑚 → ∞, which implies that {𝑇𝑥
𝑛
} is a Cauchy sequence in𝐵.

By completeness of𝐵 ⊆ 𝑋, there exists a point𝑦 ∈ 𝐵 such that
𝑇𝑥
𝑛
→ 𝑦 as 𝑛 → ∞. By (36) and the triangle inequality, we

have

𝑑 (𝑦, 𝐴) ≤ 𝑑 (𝑦, 𝑔𝑥
𝑛
)

≤ 𝑑 (𝑦, 𝑇𝑥
𝑛−1

) + 𝑑 (𝑇𝑥
𝑛−1

, 𝑔𝑥
𝑛
)

= 𝑑 (𝑦, 𝑇𝑥
𝑛−1

) + 𝑑 (𝐴, 𝐵)

≤ 𝑑 (𝑦, 𝑇𝑥
𝑛−1

) + 𝑑 (𝑦, 𝐴) .

(42)

Letting 𝑛 → ∞ in (42), we get 𝑑(𝑦, 𝑔𝑥
𝑛
) → 𝑑(𝑦, 𝐴). Since

𝐴 is approximatively compact with respect to𝐵, it follows that
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{𝑔𝑥
𝑛
}has a convergence subsequence {𝑔𝑥

𝑛𝑘
}; say𝑔𝑥

𝑛𝑘
→ 𝑧 ∈

𝐴 as 𝑘 → ∞. Thus we have

𝑑 (𝑧, 𝑦) = lim
𝑘→∞

𝑑 (𝑔𝑥
𝑛𝑘
, 𝑇𝑥
𝑛𝑘−1

) = 𝑑 (𝐴, 𝐵) , (43)

which implies that 𝑧 ∈ 𝐴
0
. Since𝐴

0
⊆ 𝑔(𝐴

0
), we have 𝑧 = 𝑔𝑥

for some 𝑥 ∈ 𝐴
0
. Therefore, 𝑔𝑥

𝑛𝑘
→ 𝑔𝑥 as 𝑘 → ∞. Since 𝑔

is an isometry, we get 𝑥
𝑛𝑘

→ 𝑥 as 𝑘 → ∞. By the continuity
of 𝑇, we have 𝑇𝑥

𝑛𝑘
→ 𝑇𝑥 as 𝑘 → ∞ and then 𝑦 = 𝑇𝑥. From

(43), we can conclude that

𝑑 (𝑔𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (44)

Next, we suppose that 𝑥∗ is another point in𝑋 such that

𝑑 (𝑔𝑥
∗
, 𝑇𝑥
∗
) = 𝑑 (𝐴, 𝐵) . (45)

Since 𝑇 is a generalized proximal contraction of the second
kind with respect toK, by the virtue of (44) and (45), we get

𝑑 (𝑇𝑔𝑥, 𝑇𝑔𝑥
∗
) ≤ K (𝑥) 𝑑 (𝑇𝑥, 𝑇𝑥

∗
) . (46)

Since 𝑇 preserves isometric distance with respect to 𝑔, it fol-
lows that

𝑑 (𝑇𝑥, 𝑇𝑥
∗
) ≤ K (𝑥) 𝑑 (𝑇𝑥, 𝑇𝑥

∗
) , (47)

which implies that 𝑇𝑥 = 𝑇𝑥
∗. This completes the proof.

Corollary 22 (see [21,Theorem 3.1]). Let (𝑋, 𝑑) be a complete
metric space and𝐴,𝐵 nonempty closed subsets of𝑋 such that𝐴
is approximatively compact with respect to 𝐵. Suppose that 𝐴

0

and 𝐵
0
are nonempty and 𝑇 : 𝐴 → 𝐵 and 𝑔 : 𝐴 → 𝐴 are

mappings satisfying the following conditions:

(a) 𝑇 is a continuous proximal contraction of the second
kind;

(b) 𝑇(𝐴
0
) ⊆ 𝐵
0
and 𝐴

0
⊆ 𝑔(𝐴

0
);

(c) 𝑔 is an isometry;
(d) 𝑇 preserves isometric distance with respect to 𝑔.

Then there exists a point 𝑥 ∈ 𝐴 such that 𝑑(𝑔𝑥, 𝑇𝑥) = 𝑑(𝐴, 𝐵).
Moreover, if 𝑥∗ is another point in 𝐴 for which 𝑑(𝑔𝑥∗, 𝑇𝑥∗) =
𝑑(𝐴, 𝐵), then 𝑇𝑥 = 𝑇𝑥

∗.

Proof. Since a proximal contraction of the second kind is a
special case of a generalized proximal contraction of the sec-
ond kindwith respect toK, we can prove this result by apply-
ingTheorem 21.

Corollary 23. Let (𝑋, 𝑑) be a complete metric space and 𝐴, 𝐵
nonempty closed subsets of 𝑋 such that 𝐴 is approximatively
compact with respect to 𝐵. Suppose that 𝐴

0
and 𝐵

0
are non-

empty and 𝑇 : 𝐴 → 𝐵 and K : 𝐴 → [0, 1) are mappings
satisfying the following conditions:

(a) 𝑇 is a continuous generalized proximal contraction of
the second kind with respect toK;

(b) 𝑇(𝐴
0
) ⊆ 𝐵
0
;

(c) K(𝑥) ≤ K(𝑦), whenever 𝑑(𝑥, 𝑇𝑦) = 𝑑(𝐴, 𝐵).

Then 𝑇 has a best proximity point. Moreover, if 𝑥∗ is another
best proximity point of 𝑇, then 𝑇𝑥 = 𝑇𝑥

∗.

Proof. We can prove this result by applying Theorem 21 with
𝑔 = 𝐼
𝐴
, where 𝐼

𝐴
is an identity mapping on 𝐴.

Corollary 24 (see [21, Corollary 3.2]). Let (𝑋, 𝑑) be a com-
plete metric space and 𝐴, 𝐵 nonempty closed subsets of𝑋 such
that 𝐴 is approximatively compact with respect to 𝐵. Suppose
that𝐴

0
and𝐵

0
are nonempty and𝑇 : 𝐴 → 𝐵 ismapping satis-

fying the following conditions:

(a) 𝑇 is a continuous generalized proximal contraction of
the second kind;

(b) 𝑇(𝐴
0
) ⊆ 𝐵
0
.

Then 𝑇 has a best proximity point. Moreover, if 𝑥∗ is another
best proximity point of 𝑇, then 𝑇𝑥 = 𝑇𝑥

∗.

Proof. Since a proximal contraction of the second kind is a
special case of a generalized proximal contraction of the sec-
ond kind, we can prove this result by applying Corollary 23.

Here, we give the last result in this work.

Theorem 25. Let (𝑋, 𝑑) be a complete metric space, 𝐴 and 𝐵

nonempty closed subsets of 𝑋, andK : 𝐴 ∪ 𝐵 → [0, 1). Sup-
pose that 𝑆 : 𝐴 → 𝐵 is a mapping satisfying

𝑑 (𝑆𝑥, 𝑆𝑦) ≤ K (𝑥) 𝑑 (𝑥, 𝑦) (48)

for all 𝑥, 𝑦 ∈ 𝐴. Then the following holds.

(A) There exists a nonexpansive mapping 𝑇 : 𝐵 → 𝐴 such
that (𝑆, 𝑇) satisfies the min-max condition whenever 𝑆
has a best proximity point.

(B) If there exists a nonexpansive mapping 𝑇 : 𝐵 → 𝐴

such that (𝑆, 𝑇) satisfies the min-max condition and
K(𝑆𝑥) ≤ K(𝑥) and K(𝑇𝑥) ≤ K(𝑥) for all 𝑥 ∈ 𝐴,
then 𝑆 has a best proximity point.

(C) For two any best proximity points 𝑧 and 𝑧
∗ of 𝑆, we

have

𝑑 (𝑧, 𝑧
∗
) ≤ (

2

1 −K (𝑧)
) 𝑑 (𝐴, 𝐵) . (49)

Proof. (A) Let 𝑆 has a best proximity point 𝑎 ∈ 𝐴. We define
a mapping 𝑇 : 𝐵 → 𝐴 by 𝑇𝑦 = 𝑎 for all 𝑦 ∈ 𝐵. Clearly, 𝑇 is
a nonexpansive mapping. It follows from the definition of 𝑇
that

𝑑 (𝑇𝑦, 𝑆𝑇𝑦) = 𝑑 (𝑎, 𝑆𝑎) = 𝑑 (𝐴, 𝐵) (50)

for all 𝑦 ∈ 𝐵. Thus we can conclude that min(𝑆𝑥, 𝑇𝑦) =

𝑑(𝐴, 𝐵) for all 𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵.
Next, we show that (𝑆, 𝑇) satisfies themin-max condition.

Suppose that 𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵 such that 𝑑(𝐴, 𝐵) < 𝑑(𝑥, 𝑦).
Then we have

min (𝑆𝑥, 𝑇𝑦) = 𝑑 (𝐴, 𝐵) < 𝑑 (𝑥, 𝑦) ≤ max (𝑆𝑥, 𝑇𝑦) , (51)
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which implies that the pair (𝑆, 𝑇) satisfies themin-max condi-
tion.Therefore, we canfind anonexpansivemapping𝑇 : 𝐵 →

𝐴 such that (𝑆, 𝑇) satisfies the min-max condition.
(B) Fix 𝑥

0
∈ 𝐴 and define a sequence {𝑥

𝑛
} in 𝐴 ∪ 𝐵 by

𝑥
2𝑛−1

= 𝑆𝑥
2𝑛−2

, 𝑥
2𝑛

= 𝑇𝑥
2𝑛−1 (52)

for all 𝑛 ∈ N. Since 𝑇 is nonexpansive, it follows from (48)
that

𝑑 (𝑥
2𝑛−2

, 𝑥
2𝑛
) = 𝑑 (𝑇𝑥

2𝑛−3
, 𝑇𝑥
2𝑛−1

)

≤ 𝑑 (𝑥
2𝑛−3

, 𝑥
2𝑛−1

)

= 𝑑 (𝑆𝑥
2𝑛−4

, 𝑆𝑥
2𝑛−2

)

≤ K (𝑥
2𝑛−4

) 𝑑 (𝑥
2𝑛−4

, 𝑥
2𝑛−2

)

= K (𝑇𝑥
2𝑛−5

) 𝑑 (𝑥
2𝑛−4

, 𝑥
2𝑛−2

)

≤ K (𝑥
2𝑛−5

) 𝑑 (𝑥
2𝑛−4

, 𝑥
2𝑛−2

)

= K (𝑆𝑥
2𝑛−6

) 𝑑 (𝑥
2𝑛−4

, 𝑥
2𝑛−2

)

≤ K (𝑥
2𝑛−6

) 𝑑 (𝑥
2𝑛−4

, 𝑥
2𝑛−2

)

...

≤ K (𝑥
0
) 𝑑 (𝑥
2𝑛−4

, 𝑥
2𝑛−2

)

(53)

for all 𝑛 ∈ N. By repeating the above argument, we have

𝑑 (𝑥
2𝑛−2

, 𝑥
2𝑛
) ≤ (K(𝑥

0
))
𝑛−1

𝑑 (𝑥
0
, 𝑥
2
) (54)

for all 𝑛 ∈ N, which implies that the sequence {𝑥
2𝑛
} is a

Cauchy sequence in 𝑋. A similar argument asserts that the
sequence {𝑥

2𝑛−1
} is a Cauchy sequence in𝑋. By the complete-

ness of 𝑋, we conclude that {𝑥
2𝑛
} converges to a point 𝑎 ∈ 𝐴

and {𝑥
2𝑛−1

} converges to a point 𝑏 ∈ 𝐵. Since 𝑆 is continuous,
{𝑆𝑥
2𝑛
} converges to 𝑆𝑎, which implies that {𝑥

2𝑛−1
} converges

to 𝑆𝑎. Thus 𝑆𝑎 = 𝑏.
Similarly, it is easy to check that 𝑇𝑏 = 𝑎. Therefore, we

have

𝑇𝑆𝑎 = 𝑇𝑏 = 𝑎, 𝑆𝑇𝑏 = 𝑆𝑎 = 𝑏. (55)

Now, we can conclude that

min (𝑆𝑎, 𝑇𝑏) = 𝑑 (𝑎, 𝑏) = max (𝑆𝑎, 𝑇𝑏) . (56)

By the virtue of the min-max condition of (𝑆, 𝑇), we get
𝑑(𝑎, 𝑏) ≤ 𝑑(𝐴, 𝐵). Since 𝑑(𝐴, 𝐵) ≤ 𝑑(𝑎, 𝑏), we have 𝑑(𝑎, 𝑏) =
𝑑(𝐴, 𝐵). Therefore, we have

𝑑 (𝑎, 𝑆𝑎) = 𝑑 (𝑎, 𝑏) = 𝑑 (𝐴, 𝐵) , (57)

which implies that 𝑆 has a best proximity point in 𝐴.
(C) Let 𝑧 and 𝑧

∗ be best proximity points of 𝑆. Then
𝑑(𝑧, 𝑆𝑧) = 𝑑(𝐴, 𝐵) and 𝑑(𝑧

∗
, 𝑆𝑧
∗
) = 𝑑(𝐴, 𝐵). Using the trian-

gle inequality and (48), we have

𝑑 (𝑧, 𝑧
∗
) ≤ 𝑑 (𝑧, 𝑆𝑧) + 𝑑 (𝑆𝑧, 𝑆𝑧

∗
) + 𝑑 (𝑆𝑧

∗
, 𝑧
∗
)

≤ K (𝑧) 𝑑 (𝑧, 𝑧
∗
) + 2𝑑 (𝐴, 𝐵) .

(58)

This implies that 𝑑(𝑧, 𝑧∗) ≤ (2/(1−K(𝑧)))𝑑(𝐴, 𝐵).This com-
pletes the proof.

Corollary 26 (see [21,Theorem 3.6]). Let (𝑋, 𝑑) be a complete
metric space and 𝐴 and 𝐵 nonempty closed subsets of 𝑋.
Suppose that 𝑆 : 𝐴 → 𝐵 is a contractionmapping.Then 𝑆 has a
best proximity point if and only if there exists a nonexpansive
mapping 𝑇 : 𝐵 → 𝐴 such that (𝑆, 𝑇) satisfies the min-max
condition.

Moreover, 𝑑(𝑧, 𝑧∗) ≤ (2/(1−𝛼))𝑑(𝐴, 𝐵) for some 𝛼 ∈ [0, 1)

and any two best proximity points 𝑧 and 𝑧∗ of 𝑆.

Proof. Since 𝑆 is a contraction mapping, we have 𝑑(𝑆𝑥, 𝑆𝑦) ≤
𝛼𝑑(𝑥, 𝑦) for some 𝛼 ∈ [0, 1) and all 𝑥, 𝑦 ∈ 𝐴. Now, we can
prove this result by applyingTheorem 25 with a functionK :

𝐴 ∪ 𝐵 → [0, 1) defined byK(𝑥) = 𝛼 for all 𝑥 ∈ 𝐴 ∪ 𝐵.
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Abstract. The purpose of this article is to first introduce the notion of tripled best proximity point
and cyclic contraction pair. We also establish the existence and convergence theorems of tripled
best proximity points in metric spaces. Moreover, we apply our results to setting of uniformly
convex Banach space. Finally, we obtain some results on the existence and convergence of tripled
fixed point in metric spaces and give illustrative examples of our theorems.

1. Introduction and preliminaries

In the two last decades, the theory of fixed points has appeared as a crucial tech-
nique in the study of nonlinear functional analysis. In particular, the techniques and
tools in fixed point theory have application in many branches of applied mathematics
and also in many research fields such as physics, chemistry, biology, economics, com-
puter sciences, and many branches of engineering. The most significant result in fixed
point theory, known as the Banach Contraction Mapping Principle (BCMP) is given
by Banach in [4]. BCMP states that every contraction (self-mapping) T : X → X on a
complete metric space (X ,d) has a unique fixed point, that is, Tx = x . Due to its wide
application potential, this celebrated principle has been generalized in many ways over
the years [2, 10, 11, 23, 33].

On the other hand, the study of the existence of fixed point for non-self mapping
on various abstract spaces is also very interesting. More precisely, for a given non-
empty closed subsets A and B of a complete metric space (X ,d) , a contraction non-
self mapping T : A → B does not necessarily yields a fixed point, that is, d(Tx,x) �= 0.
In this case, it is quite natural to investigate an element x ∈ X such that d(x,Tx) is
minimum, that is, the points x and Tx are close proximity to each other.

Let A and B be closed subsets of a metric space (X ,d) and T : A → B be a non-
self mapping. A point x in A for which d(x,Tx) = d(A,B) is called a best proximity
point of T . If A∩B �= /0 then the best proximity point becomes a fixed point of T .
In other words, since a best proximity point reduces to a fixed point if the underlying
mapping is assumed to be self mappings, the best proximity point theorems are natural
generalizations of the BCMP. In this direction, the first result was given by Fan [13] in
1969. In these pioneering work, the author introduced and established a classical best
approximation theorem:
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THEOREM 1. ([13]) If A is a nonempty compact convex subset of a Hausdorff
locally convex topological vector space B and T : A → B is continuous mapping, then
there exists an element x ∈ A such that d(x,Tx) = d(Tx,A) .

Following this initial paper, a number of authors have derived extensions of Fan’s
Theorem and best approximation theorem in many directions such as Prolla [27], Se-
hgal and Singh [28, 29], Wlodarczyk and Plebaniak [36, 37, 38, 39], Vetrivel et al.
[35], Eldred and Veramani [12], Mongkolkeha and Kumam [24, 25, 26] and Basha and
Veeramani [5, 6, 7, 8] (see also [3, 16, 17, 18, 19, 20, 21, 22] and reference therein).

One interesting and crucial notion is the one of coupled fixed point, introduced by
Guo and Lakshmikantham [15] in 1987. Bhaskar and Laksmikantham [14] introduced
the notion of mixed monotone mapping and proved some coupled fixed point theorems
for mappings satisfying the mixed monotone property. In [14], the authors observed
that their theorems can be used to investigate a large class of problems and discuss the
existence and uniqueness of solution for a periodic boundary value problem. Several
improvements and generalizations of [14] have recently appeared in the literature (see
[1, 30, 31] and references therein).

Very recently, Berinde and Borcut [9] introduced the notions of tripled fixed point.
They proved existence and uniqueness results of tripled fixed point in a partially ordered
complete metric space. On the other hand, the concept of coupled best proximity point
and property UC∗ are first introduced by Sintunavarat and Kumam [32]. They also
give existence and convergence theorems of coupled best proximity point for cyclic
contraction pairs.

Motivated by the interesting works [9] and [32], we first introduce the notions of
tripled best proximity point and later establish the existence and convergence theorems
of tripled best proximity point in metric spaces. Moreover, we apply these results in
uniformly convex Banach space. We also study some results on the existence and con-
vergence of tripled fixed point in metric spaces and give illustrative examples of our
theorems.

We recall some basic definitions and examples that are related to the main results
of this article. Throughout this article we denote by N the set of all positive integers
and by R the set of all real numbers. For nonempty subsets A and B of a metric space
(X ,d) , we set

d(A,B) = inf{d(x,y) : x ∈ A, y ∈ B} (1)

stands for the distance between A and B .
A Banach spaces X is said to be:
(1) strictly convex if the following implication holds: for all x,y ∈ X ,

‖x‖ = ‖y‖ = 1 and x �= y =⇒
∥∥∥x+ y

2

∥∥∥ < 1.

(2) uniformly convex if, for any ε with 0 < ε � 2, there exists δ > 0 such that
the following implication holds: for all x,y ∈ X ,

‖x‖ � 1, ‖y‖ � 1 and ‖x− y‖� ε =⇒
∥∥∥x+ y

2

∥∥∥ < 1− δ .
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It is easily to see that a uniformly convex Banach space X is strictly convex but
the converge is not true.

DEFINITION 1. ([34]) Let A and B be nonempty subsets of a metric space (X ,d) .
We say that the ordered pair (A,B) satisfies the property UC if the following holds:

If {xn} and {zn} are sequences in A and {yn} is a sequence in B such that
d(xn,yn) → d(A,B) and d(zn,yn) → d(A,B), then d(xn,zn) → 0.

EXAMPLE 1. Let A and B be nonempty subsets of a metric space (X ,d) . The
following statements are examples of pairs of nonempty subsets (A,B) satisfying the
property UC.

(1) A pair (A,B) of nonempty subsets A,B of a metric space (X ,d) such that
d(A,B) = 0.

(2) A pair (A,B) of nonempty subsets A,B of a uniformly convex Banach space
X such that A is convex.

(3) A pair (A,B) of nonempty subsets A,B of a strictly convex Banach space such
that A is convex and relatively compact and the closure of B is weakly compact.

DEFINITION 2. ([32]) Let A and B be nonempty subsets of a metric space (X ,d) .
We say that the ordered pair (A,B) satisfies the property UC∗ if (A,B) has property
UC and the following condition holds:

If {xn} , {zn} are two sequences in A and {yn} is a sequence in B satisfying the
following conditions:

(1) d(zn,yn) → d(A,B) ,
(2) for any ε > 0, there exists N ∈ N such that d(xm,yn) � d(A,B)+ ε for all

m > n � N ,
then exists N1 ∈ N such that d(xm,zn) � d(A,B)+ ε for all m > n � N1 .

EXAMPLE 2. ([32]) Let A and B be nonempty subsets of a metric space (X ,d) .
The following statements are examples of a pair of nonempty subsets (A,B) satisfying
the property UC∗ .

(1) A pair (A,B) of nonempty subsets A,B of a metric space (X ,d) such that
d(A,B) = 0.

(2) A pair (A,B) of nonempty closed subsets A,B of a uniformly convex Banach
space X such that A is convex.

DEFINITION 3. Let A and B be nonempty subsets of a metric space (X ,d) and
T : A → B be a mapping. A point x ∈ A is called a best proximity point of T if the
following condition holds:

d(x,Tx) = d(A,B).

It can be observed that a best proximity point reduces to a fixed point if the under-
lying mapping is a self-mapping.
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DEFINITION 4. ([9]) Let A be a nonempty subset of a metric space (X ,d) and
F : A3 → A be a mapping. A point (x,y,z) ∈ A3 is called a tripled fixed point of F if
the following conditions hold:

x = F(x,y,z), y = F(y,x,y), z = F(z,y,x).

2. Tripled best proximity point theorems

In this section we study the existence and convergence of tripled best proximity
points for cyclic contraction pairs in metric spaces.

DEFINITION 5. Let A , B be nonempty subsets of a metric space (X ,d) and F :
A3 → B be mapping. An ordered tripled (x,y,z) ∈ A3 is called a tripled best proximity
point of F if,

d(x,F(x,y,z)) = d(y,F(y,x,y)) = d(z,F(z,y,x)) = d(A,B).

It is easy to see that, if A = B in Definition 5, then a tripled best proximity point
reduces to a tripled fixed point.

Next, we introduce the notions of a cyclic contractions for a pair of mappings.

DEFINITION 6. Let A , B be nonempty subsets of a metric space (X ,d and F :
A3 → B , G : B3 → A be two mappings. The ordered pair (F,G) is called a cyclic
contraction if there exists a non-negative number α < 1 such that

d(F(x,y,z),G(u,v,w)) � α
3

[d(x,u)+d(y,v)+d(z,w)]+ (1−α)d(A,B)

for all (x,y,z) ∈ A3 and (u,v,w) ∈ B3 .

Note that, if (F,G) is a cyclic contraction, then the pair (G,F) is also a cyclic
contraction.

EXAMPLE 3. Let X = R with the usual metric d(x,y) = |x− y| and let A = [2,6]
and B = [−6,−2] . It easy to see that d(A,B) = 4. Define two mappings F : A3 → B
and G : B3 → A by

F(x,y,z) =
−x− y− z−6

6
, G(u,v,w) =

−u− v−w+6
6

for all (x,y,z) ∈ A3 and (u,v,w)∈ B3 , respectively. For any (x,y,z) ∈ A3 , (u,v,w)∈ B3

and fixed α = 1
2 , we get

d(F(x,y,z),F(u,v,w)) =
∣∣∣∣−x− y− z−6

6
− −u− v−w+6

6

∣∣∣∣
� | x−u | + | y− v | + | z−w |

6
+2

=
α
3

[d(x,u)+d(y,v)+d(z,w)]+ (1−α)d(A,B).

This implies that the pair (F,G) is a cyclic contraction with α = 1
2 .
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EXAMPLE 4. Let X = R
3 with the metric

d((x,y,z),(u,v,w)) = max{| x−u |, | y− v |, | z−w |}

for (x,y,z),(u,v,w) ∈ X and let

A = {(x,0,0) ∈ X : 0 � x � 1}, B = {(x,1,1) ∈ X : 0 � x � 1}.

It easy to prove that d(A,B) = 1. Define two mappings F : A3 → B and G : B3 → A by

F((x,0,0),(y,0,0),(z,0,0)) =
(

x+ y+ z
3

,1,1

)
,

G((u,1,1),(v,1,1),(w,1,1)) =
(

u+ v+w
3

,0,0

)
,

respectively. Then we obtain

d(F((x,0,0),(y,0,0),(z,0,0)),G((u,1,1),(v,1,1),(w,1,1)))

= d

((
x+ y+ z

3
,1,1

)
,

(
u+ v+w

3
,0,0

))

= 1.

Also, if (x,0,0),(y,0,0),(z,0,0) ∈ A and (u,1,1),(v,1,1),(w,1,1) ∈ B , then we have

α
3

[d((x,0,0),(u,1,1))+d((y,0,0),(v,1,1))+d((z,0,0),(w,1,1))]+ (1−α)d(A,B)

=
α
3

[max{| x−u |,1,1}+max{| y− v |,1,1}+max{| z−w |,1,1}]+ (1−α)d(A,B)

=
α
3
×3+(1−α)

= 1

for any non-negative real number α < 1. Therefore, letting

(X,Y,Z) = ((x,0,0),(y,0,0),(z,0,0)) ∈ A3,

(U,V,W) = ((u,1,1),(v,1,1),(w,1,1)) ∈ B3,

we get

d(F(X,Y,Z),G(U,V,W)) � α
3

[d(X,U)+d(Y,V)+d(Z,W)]+ (1−α)d(A,B)

for any non-negative real number α < 1. This implies that the pair (F,G) is a cyclic
contraction.

The following lemmas play an important role in our main results.
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LEMMA 1. Let A, B be nonempty subsets of a metric space (X ,d) and F : A3 →
B, G : B3 → A be two mappings such that the ordered pair (F,G) is a cyclic contrac-
tion. If (x0,y0,z0) ∈ A3 and we define the sequence {xn},{yn},{zn} in X by

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1)
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1)
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈ N∪{0} , then we have

d(x2n,x2n+1) → d(A,B), d(x2n+1,x2n+2) → d(A,B),
d(y2n,y2n+1) → d(A,B), d(y2n+1,y2n+2) → d(A,B),
d(z2n,z2n+1) → d(A,B), d(z2n+1,z2n+2) → d(A,B).

Proof. For all n ∈ N , we have

d(x2n,x2n+1)
= d(x2n,F(x2n,y2n,z2n))
= d(G(x2n−1,y2n−1,z2n−1),

F(G(x2n−1,y2n−1,z2n−1),G(y2n−1,x2n−1,y2n−1),G(z2n−1,y2n−1,x2n−1)))

� α
3

[d(x2n−1,G(x2n−1,y2n−1,z2n−1))+d(y2n−1,G(y2n−1,x2n−1,y2n−1))

+d(z2n−1,G(z2n−1,y2n−1,x2n−1)]+ (1−α)d(A,B)

=
α
3

[
d(F(x2n−2,y2n−2,z2n−2),

G(F(x2n−2,y2n−2,z2n−2),F(y2n−2,x2n−2,y2n−2),F(z2n−2,y2n−2,x2n−2)))
+d(F(y2n−2,x2n−2,y2n−2),

G(F(y2n−2,x2n−2,y2n−2),F(x2n−2,y2n−2,z2n−2),F(y2n−2,x2n−2,y2n−2)))
+d(F(z2n−2,y2n−2,x2n−2),

G(F(z2n−2,y2n−2,x2n−2),F(y2n−2,x2n−2,y2n−2),F(x2n−2,y2n−2,z2n−2)))
]

+(1−α)d(A,B)

� α
3

[α
3

[d(x2n−2,F(x2n−2,y2n−2,z2n−2))+d(y2n−2,F(y2n−2,x2n−2,y2n−2))

+d(z2n−2,F(z2n−2,y2n−2,x2n−2))]+ (1−α)d(A,B)

+
α
3

[d(y2n−2,F(y2n−2,x2n−2,y2n−2))+d(z2n−2,F(z2n−2,y2n−2,x2n−2))

+d(x2n−2,F(x2n−2,y2n−2,z2n−2))]+ (1−α)d(A,B)

+
α
3

[d(z2n−2,F(z2n−2,y2n−2,x2n−2))+d(x2n−2,F(x2n−2,y2n−2,z2n−2))

+d(y2n−2,F(y2n−2,x2n−2,y2n−2))]+ (1−α)d(A,B)
]

+(1−α)d(A,B)
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=
α2

3
[d(z2n−2,F(z2n−2,y2n−2,x2n−2))+d(x2n−2,F(x2n−2,y2n−2,z2n−2))

+d(y2n−2,F(y2n−2,x2n−2,y2n−2))]+ (1−α2)d(A,B).

By induction, we see that

d(x2n,x2n+1) � α2n

3
[d(x0,F(x0,y0,z0))+d(y0,F(y0,x0,y0))+d(z0,F(z0,y0,x0))]

+(1−α2n)d(A,B)

for all n ∈ N . Taking n → ∞ , we obtain

d(x2n,x2n+1) → d(A,B). (2)

For all n ∈ N , we have

d(x2n+1,x2n+2)
= d(x2n+1,G(x2n+1,y2n+1,z2n+1))
= d(F(x2n,y2n,z2n),G(F(x2n,y2n,z2n),F(y2n,x2n,y2n),F(z2n,y2n,x2n)))

� α
3

[
d(x2n,F(x2n,y2n,z2n))+d(y2n,F(y2n,x2n,y2n))

+d(z2n,F(z2n,y2n,x2n)
]
+(1−α)d(A,B)

=
α
3

[
d(G(x2n−1,y2n−1,z2n−1),

F(G(x2n−1,y2n−1,z2n−1),G(y2n−1,x2n−1,y2n−1),G(z2n−1,y2n−1,x2n−1)))
+d(G(y2n−1,x2n−1,y2n−1),

F(G(y2n−1,x2n−1,y2n−1),G(x2n−1,y2n−1,z2n−1),G(y2n−1,x2n−1,y2n−1)))
+d(G(z2n−1,y2n−1,x2n−1),

F(G(z2n−1,y2n−1,x2n−1),G(y2n−1,x2n−1,y2n−1),G(x2n−1,y2n−1,z2n−1)))
]

+(1−α)d(A,B)

� α
3

[α
3

[d(x2n−1,G(x2n−1,y2n−1,z2n−1))+d(y2n−1,G(y2n−1,x2n−1,y2n−1))

+d(z2n−1,G(z2n−1,y2n−1,x2n−1))]+ (1−α)d(A,B)

+
α
3

[d(y2n−1,G(y2n−1,x2n−1,y2n−1))+d(z2n−1,G(z2n−1,y2n−1,x2n−1))

+d(x2n−1,G(x2n−1,y2n−1,z2n−1))]+ (1−α)d(A,B)

+
α
3

[d(z2n−1,G(z2n−1,y2n−1,x2n−1))+d(x2n−1,G(x2n−1,y2n−1,z2n−1))

+d(y2n−1,G(y2n−1,x2n−1,y2n−1))]+ (1−α)d(A,B)
]

+(1−α)d(A,B)

=
α2

3
[d(z2n−1,G(z2n−1,y2n−1,x2n−1))+d(x2n−1,G(x2n−1,y2n−1,z2n−1))

+d(y2n−1,G(y2n−1,x2n−1,y2n−1))]+ (1−α2)d(A,B).
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By induction, we see that

d(x2n+1,x2n+2) � α2n

3
[d(x1,G(x1,y1,z1))+d(y1,G(y1,x1,y1))+d(z1,G(z1,y1,x1))]

+(1−α2n)d(A,B)

for all n ∈ N . Therefore, letting n → ∞ , we obtain

d(x2n+1,x2n+2) → d(A,B). (3)

By the similar argument, we also have

d(y2n,y2n+1) → d(A,B), d(y2n+1,y2n+2) → d(A,B),
d(z2n+1,z2n+2) → d(A,B), d(z2n,z2n+1) → d(A,B).

This completes the proof. �

LEMMA 2. Let A, B be nonempty subsets of a metric space (X ,d) such that
the pairs (A,B) and (B,A) have the property UC and F : A3 → B, G : B3 → A be two
mappings such that the ordered pair (F,G) is a cyclic contraction. For any (x0,y0,z0)∈
A3 , we define the sequence {xn},{yn},{zn} in X by

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1)
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1)
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈ N∪{0} . Then, for any ε > 0 , there exists a positive integer N0 such that,
for all m > n � N0 ,

1
3
[d(x2m,x2n+1)+d(y2m,y2n+1)+d(z2m,z2n+1)] < d(A,B)+ ε. (4)

Proof. By Lemma 1, we have

d(x2n,x2n+1) → d(A,B), d(x2n+1,x2n+2) → d(A,B),
d(y2n,y2n+1) → d(A,B), d(y2n+1,y2n+2) → d(A,B),
d(z2n,z2n+1) → d(A,B), d(z2n+1,z2n+2) → d(A,B).

Since (A,B) has the property UC, we get

d(x2n,x2n+2) → 0.

The similar argument shows that

d(y2n,y2n+2) → 0 and d(z2n,z2n+2) → 0.

Since (B,A) has the property UC, we also have

d(x2n+1,x2n+3) → 0, d(y2n+1,y2n+3) → 0, d(z2n+1,z2n+3) → 0.
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Suppose that (4) does not hold. Then there exists ε ′ > 0 such that, for all k ∈ N , there
exists mk > nk � k satisfying

1
3
[d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)+d(z2mk ,z2nk+1)] � d(A,B)+ ε ′.

Further, corresponding to nk , we can choose mk in such a way that it is the smallest
integer with mk > nk and satisfying above relation. Then

1
3
[d(x2mk−2,x2nk+1)+d(y2mk−2,y2nk+1)+d(z2mk−2,z2nk+1)] < d(A,B)+ ε ′.

Therefore, we get

d(A,B)+ ε ′

� 1
3
[d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)+d(z2mk ,z2nk+1)]

� 1
3
[d(x2mk ,x2mk−2)+d(x2mk−2,x2nk+1)

+d(y2mk ,y2mk−2)+d(y2mk−2,y2nk+1)+d(z2mk ,z2mk−2)+d(z2mk−2,z2nk+1)]

<
1
3
[d(x2mk ,x2mk−2)+d(y2mk ,y2mk−2)+d(z2mk ,z2mk−2)]+d(A,B)+ ε ′.

Letting k → ∞ , we obtain

1
3
[d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)+d(z2mk ,z2nk+1)] → d(A,B)+ ε ′.

By using the triangle inequality, we get

1
3
[d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)+d(z2mk ,z2nk+1)]

� 1
3
[d(x2mk ,x2mk+2)+d(x2mk+2,x2nk+3)+d(x2nk+3,x2nk+1)

+d(y2mk ,y2mk+2)+d(y2mk+2,y2nk+3)+d(y2nk+3,y2nk+1)
+d(z2mk ,z2mk+2)+d(z2mk+2,z2nk+3)+d(z2nk+3,z2nk+1)]

=
1
3
[d(x2mk ,x2mk+2)

+d(G(x2mk+1,y2mk+1,z2mk+1),F(x2nk+2,y2nk+2,z2nk+2))+d(x2nk+3,x2nk+1)
+d(y2mk ,y2mk+2)
+d(G(y2mk+1,x2mk+1,y2mk+1),F(y2nk+2,x2nk+2,y2nk+2))+d(y2nk+3,y2nk+1)
+d(z2mk ,z2mk+2)
+d(G(z2mk+1,y2mk+1,x2mk+1),F(z2nk+2,y2nk+2,x2nk+2))+d(z2nk+3,z2nk+1)]

� 1
3

[
d(x2mk ,x2mk+2)+

α
3

(d(x2mk+1,x2nk+2)+d(y2mk+1,y2nk+2)

+d(z2mk+1,z2nk+2))+ (1−α)d(A,B)+d(x2nk+3,x2nk+1)
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+d(y2mk ,y2mk+2)+
α
3

(d(y2mk+1,y2nk+2)+d(x2mk+1,x2nk+2)

+d(y2mk+1,y2nk+2))+ (1−α)d(A,B)+d(y2nk+3,y2nk+1)

+d(z2mk ,z2mk+2)+
α
3

(d(z2mk+1,z2nk+2)+d(y2mk+1,y2nk+2)

+d(x2mk+1,x2nk+2))+ (1−α)d(A,B)+d(z2nk+3,z2nk+1)
]

=
1
3
[d(x2mk ,x2mk+2)+d(x2nk+3,x2nk+1)+d(y2mk ,y2mk+2)

+d(y2nk+3,y2nk+1)+d(z2mk ,z2mk+2)+d(z2nk+3,z2nk+1)]

+
α
3

(d(x2mk+1,x2nk+2)+d(y2mk+1,y2nk+2)+d(z2mk+1,z2nk+2))

+(1−α)d(A,B)

=
1
3
[d(x2mk ,x2mk+2)+d(x2nk+3,x2nk+1)+d(y2mk ,y2mk+2)

+d(y2nk+3,y2nk+1)+d(z2mk ,z2mk+2)+d(z2nk+3,z2nk+1)]

+
α
3

[d(F(x2mk ,y2mk ,z2mk ),G(x2nk+1,y2nk+1,z2nk+1))

+d(F(y2mk ,x2mk ,y2mk ),G(y2nk+1,x2nk+1,y2nk+1))
+d(F(z2mk ,y2mk ,x2mk),G(z2nk+1,y2nk+1,x2nk+1))]
+(1−α)d(A,B)

� 1
3
[d(x2mk ,x2mk+2)+d(x2nk+3,x2nk+1)+d(y2mk ,y2mk+2)

+d(y2nk+3,y2nk+1)+d(z2mk ,z2mk+2)+d(z2nk+3,z2nk+1)]

+
α2

3
[d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)+d(z2mk ,z2nk+1)]

+(1−α2)d(A,B).

Taking k → ∞ , we get

d(A,B)+ ε ′ � α2[d(A,B)+ ε ′]+ (1−α2)d(A,B) = d(A,B)+ α2ε ′,

which is a contradiction. Therefore, we can conclude that (4) holds. This completes the
proof. �

LEMMA 3. Let A, B be nonempty subsets of a metric space (X ,d) such that
the pairs (A,B) , (B,A) satisfy the property UC∗ . Let F : A3 → B, G : B3 → A be two
mappings such that the ordered pair (F,G) is a cyclic contraction. For (x0,y0,z0)∈A3 ,
we define the sequence {xn},{yn},{zn} in X by

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1),
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1),
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈ N∪{0} . Then the sequences {x2n} , {y2n} , {z2n} , {x2n+1} , {y2n+1} and
{z2n+1} are Cauchy sequences.
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Proof. By Lemma 1, we have

d(x2n,x2n+1) → d(A,B), d(x2n+1,x2n+2) → d(A,B).

Since the pair (A,B) satisfies the property UC, we get d(x2n,x2n+2)→ 0. Similarly, we
also have d(x2n+1,x2n+3) → 0 since the pair (B,A) satisfies the property UC.

Now, we show that, for any ε > 0, there exists N ∈ N such that

d(x2m,x2n+1) � d(A,B)+ ε (5)

for all m > n � N . Suppose that (5) does not hold. Then there exists ε > 0 such that,
for all k ∈ N , there exists mk > nk � k such that

d(x2mk ,x2nk+1) > d(A,B)+ ε. (6)

Further, corresponding to nk , we can choose mk in such a way that it is the smallest
integer with mk > nk and satisfying above relation. Now, we have

d(A,B)+ ε < d(x2mk ,x2nk+1)
� d(x2mk ,x2mk−2)+d(x2mk−2,x2nk+1)
� d(x2mk ,x2mk−2)+d(A,B)+ ε.

Taking k → ∞ , we have d(x2mk ,x2nk+1) → d(A,B) + ε . By Lemma 2, there exists
N ∈ N such that

1
3
[d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)+d(z2mk ,z2nk+1)] < d(A,B)+ ε (7)

for all m > n � N . By using the triangle inequality, we get

d(A,B)+ ε
< d(x2mk ,x2nk+1)
� d(x2mk ,x2mk+2)+d(x2mk+2,x2nk+3)+d(x2nk+3,x2nk+1)
= d(x2mk ,x2mk+2)

+d(G(x2mk+1,y2mk+1,z2mk+1),F(x2nk+2,y2nk+2,z2nk+2))+d(x2nk+3,x2nk+1)

� d(x2mk ,x2mk+2)+
α
3

[d(x2mk+1,x2nk+2)+d(y2mk+1,y2nk+2)+d(z2mk+1,z2nk+2)]

+(1−α)d(A,B)+d(x2nk+3,x2nk+1)

=
α
3

[d(F(x2mk ,y2mk ,z2mk),G(x2nk+1,y2nk+1,z2nk+1))

+d(F(y2mk ,x2mk ,y2mk),G(y2nk+1,x2nk+1,y2nk+1))
+d(F(z2mk ,y2mk ,x2mk ),G(z2nk+1,y2nk+1,x2nk+1))]
+(1−α)d(A,B)+d(x2mk,x2mk+2)+d(x2nk+3,x2nk+1)

� α
3

[
α
3

[d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)+d(z2mk ,z2nk+1)]+ (1−α)d(A,B)
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+
α
3

[d(y2mk ,y2nk+1)+d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)]+ (1−α)d(A,B)

+
α
3

[d(z2mk ,z2nk+1)+d(y2mk ,y2nk+1)+d(x2mk ,x2nk+1)]+ (1−α)d(A,B)
]

+(1−α)d(A,B)+d(x2mk,x2mk+2)+d(x2nk+3,x2nk+1)

=
α2

3
[d(x2mk ,x2nk+1)+d(y2mk ,y2nk+1)+d(z2mk ,z2nk+1)]

+(1−α2)d(A,B)+d(x2mk ,x2mk+2)+d(x2nk+3,x2nk+1)

< α2(d(A,B)+ ε)+ (1−α2)d(A,B)+d(x2mk ,x2mk+2)+d(x2nk+3,x2nk+1)

= α2ε +d(A,B)+d(x2mk,x2mk+2)+d(x2nk+3,x2nk+1).

Taking k → ∞ , we get
d(A,B)+ ε � d(A,B)+ α2ε,

which is a contradiction. Therefore, the condition (5) holds. Since (5) holds and
d(x2n,x2n+1) → d(A,B) , by using the property UC∗ of (A,B) , we deduce that {x2n} is
a Cauchy sequence. In a similar way, we can prove that {y2n} , {z2n} ,{x2n+1} , {y2n+1}
and {z2n+1} are Cauchy sequences. This completes the proof. �

Here, we state the main result of this article on the existence and convergence of
tripled best proximity points for cyclic contraction pairs on nonempty subsets of metric
spaces satisfying the property UC∗ .

THEOREM 2. Let A, B be nonempty closed subsets of a metric space (X ,d) such
that the pairs (A,B) and (B,A) have the property UC∗ and F : A3 → B, G : B3 → A
be two mappings such that the ordered pair (F,G) is a cyclic contraction. For any
(x0,y0,z0) ∈ A3 , we define the sequence {xn},{yn},{zn} in X by

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1),
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1),
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈N∪{0} . Then F has a tripled best proximity point (p,q,r) ∈ A3 and G has
a tripled best proximity point (p′,q′,r′) ∈ B3 . Moreover, we have

x2n → p, y2n → q, z2n → r, x2n+1 → p′, y2n+1 → q′, z2n+1 → r′.

Furthermore, if q = r and q′ = r′ , then

d(p, p′)+d(q,q′)+d(r,r′) = 3d(A,B).

Proof. By Lemma 1, we get d(x2n,x2n+1) → d(A,B) . Using Lemma 3, we see
that {x2n} , {y2n} and {z2n} are Cauchy sequences. Thus there exist p,q,r ∈ A such
that x2n → p , y2n → q and z2n → r . Now, we obtain

d(A,B) � d(p,x2n−1) � d(p,x2n)+d(x2n,x2n−1). (8)
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Letting n → ∞ in (8), we have d(p,x2n−1) → d(A,B) . By the similar argument, we
also have d(q,y2n−1) → d(A,B) and d(r,z2n−1) → d(A,B) . It follows that

d(x2n,F(p,q,r)) = d(G(x2n−1,y2n−1,z2n−1),F(p,q,r))

� α
3

[d(x2n−1, p)+d(y2n−1,q)+d(z2n−1,r)]+ (1−α)d(A,B).

Taking n → ∞ , we get d(p,F(p,q,r)) = d(A,B) . Similarly, we can prove that

d(q,F(q, p,q)) = d(A,B), d(r,F(r,q, p)) = d(A,B).

Therefore, (p,q,r) is a tripled best proximity point of F .
By the similar way, we can prove that there exist p′,q′,r′ ∈B such that x2n+1 → p′ ,

y2n+1 → q′ and z2n+1 → r′ . Moreover, we have

d(p′,G(p′,q′,r′)) = d(A,B), d(q′,F(q′, p′,q′)) = d(A,B)

and
d(r′,F(r′,q′, p′)) = d(A,B)

and so (p′,q′,r′) is a tripled best proximity point of G .
Finally, we assume that q = r and q′ = r′ and then we show that

d(p, p′)+d(q,q′)+d(r,r′) = 3d(A,B).

For all n ∈ N , we obtain

d(x2n,x2n+1) = d(G(x2n−1,y2n−1,z2n−1),F(x2n,y2n,z2n))

� α
3

[d(x2n−1,x2n)+d(y2n−1,y2n)+d(z2n−1,z2n)]+ (1−α)d(A,B).

Letting n → ∞ , we have

d(p, p′) � α
3

[d(p, p′)+d(q,q′)+d(r,r′)]+ (1−α)d(A,B). (9)

For all n ∈ N , we have

d(y2n,y2n+1) = d(G(y2n−1,x2n−1,y2n−1),F(y2n,x2n,y2n))

� α
3

[d(y2n−1,y2n)+d(x2n−1,x2n)+d(y2n−1,y2n)]+ (1−α)d(A,B).

Letting n → ∞ , we have

d(q,q′) � α
3

[d(q,q′)+d(p, p′)+d(q,q′)]+ (1−α)d(A,B)

=
α
3

[d(q,q′)+d(p, p′)+d(r,r′)]+ (1−α)d(A,B). (10)

Similarly, we have,

d(r,r′) � α
3

[d(p, p′)+d(q,q′)+d(r,r′)]+ (1−α)d(A,B). (11)
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It follows from (9), (10) and (11) that

d(p, p′)+d(q,q′)+d(r,r′) � α[d(p, p′)+d(q,q′)+d(r,r′)]+3(1−α)d(A,B)

which implies that
d(p, p′)+d(q,q′)+d(r,r′) � 3d(A,B). (12)

Since d(A,B) � d(p, p′) , d(A,B) � d(q,q′) and d(A,B) � d(r,r′) , we have

d(p, p′)+d(q,q′)+d(r,r′) � 3d(A,B). (13)

From (12) and (13), we get

d(p, p′)+d(q,q′)+d(r,r′) = 3d(A,B). (14)

This completes the proof. �

Note that every pair of nonempty closed subsets A,B of a uniformly convex Ba-
nach space X such that A is convex satisfies the property UC∗ . Therefore, we obtain
the following corollary.

COROLLARY 1. Let A and B be nonempty closed convex subsets of a uniformly
convex Banach space X and F : A3 → B,G : B3 → A be two mappings such that the
ordered pair (F,G) is a cyclic contraction. For any (x0,y0,z0) ∈ A3 , we define the
sequence {xn},{yn},{zn} in X by

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1),
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1),
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈N∪{0} . Then F has a tripled best proximity point (p,q,r) ∈ A3 and G has
a tripled best proximity point (p′,q′,r′) ∈ B3 . Moreover, we have

x2n → p, y2n → q, z2n → r, x2n+1 → p′, y2n+1 → q′, z2n+1 → r′.

Furthermore, if q = r and q′ = r′ , then

d(p, p′)+d(q,q′)+d(r,r′) = 3d(A,B).

Next, we give an example to illustrate Corollary 1.

EXAMPLE 5. Consider a uniformly convex Banach space X = R with the usual
norm and let A = [1,3] and B = [−3,−1] . Thus d(A,B) = 2. Define two mappings
F : A3 → B and G : B3 → A by

F(x,y,z) =
−x− y− z−3

6
, G(u,v,w) =

−u− v−w+3
6
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for all (x,y,z)∈A3 and (u,v,w)∈B3 , respectively. For any (x,y,z)∈A3 and (u,v,w)∈
B3 and fixed α = 1

2 , we get

d(F(x,y,z),G(u,v,w)) =
∣∣∣∣−x− y− z−3

6
− −u− v−w+3

6

∣∣∣∣
� |x−u|+ |y− v|+ |z−w|

6
+1

=
α
3

[d(x,u)+d(y,v)+d(z,w)]+ (1−α)d(A,B)

This implies that (F,G) is a cyclic contraction with α = 1
2 . Since A and B are closed

convex, the pairs (A,B) and (B,A) satisfy the property UC∗ . Therefore, all the hy-
pothesis of Corollary 1 hold. Therefore, F has a tripled best proximity point and G has
a tripled best proximity point. We note that a point (1,1,1)∈ A3 is a unique tripled best
proximity point of F and a point (−1,−1,−1) ∈ B3 is a unique tripled best proximity
point of G. Furthermore, we get

d(1,−1)+d(1,−1)+d(1,−1)= 6 = 3d(A,B).

Next, we give the tripled best proximity point result in compact subsets of metric
spaces.

THEOREM 3. Let A, B be nonempty compact subsets of a metric space (X ,d)
and F : A3 → B, G : B3 → A be two mappings such that the ordered pair (F,G) is a
cyclic contraction. For any (x0,y0,z0) ∈ A3 we define the sequence {xn},{yn},{zn} in
X by

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1),
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1),
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈N∪{0} . Then F has a tripled best proximity point (p,q,r) ∈ A3 and G has
a tripled best proximity point (p′,q′,r′) ∈ B3 . Moreover, we have

x2n → p, y2n → q, z2n → r, x2n+1 → p′, y2n+1 → q′, z2n+1 → r′.

Furthermore, if q = r and q′ = r′ , then

d(p, p′)+d(q,q′)+d(r,r′) = 3d(A,B).

Proof. Since x0,y0,z0 ∈ A and

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1)
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1)
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈N∪{0} , we have x2n,y2n,z2n ∈ A and x2n+1,y2n+1,z2n+1 ∈ A for all n∈N∪
{0} . Since A is compact, the sequences {x2n} , {y2n} and {z2n} have the convergent
subsequences {x2nk} , {y2nk} and {z2nk} , respectively, such that
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x2nk → p ∈ A, y2nk → q ∈ A, z2nk → r ∈ A.

Now, we have

d(A,B) � d(p,x2nk−1) � d(p,x2nk)+d(x2nk,x2nk−1). (15)

By Lemma 1, we have d(x2nk ,x2nk−1) → d(A,B) . Taking k → ∞ in (15), we get

d(p,x2nk−1) → d(A,B).

By the similar argument, we observe that

d(q,x2nk−1) → d(A,B), d(r,x2nk−1) → d(A,B).

Note that

d(A,B) � d(x2nk ,F(p,q,r)) = d(G(x2nk−1,y2nk−1,z2nk−1),F(p,q,r))

� α
3

[d(x2nk−1, p)+d(y2nk−1,q)+d(z2nk−1,r)]+ (1−α)d(A,B).

Taking k → ∞ , we get d(p,F(p,q,r)) = d(A,B) . Similarly, we can prove that

d(q,F(q, p,q)) = d(A,B), d(r,F(r,q, p)) = d(A,B).

Thus F has a tripled best proximity (p,q,r)∈ A3 . In a similar way, since B is compact,
we can also prove that G has a tripled best proximity point (p′,q′,r′) ∈ B3 . To prove

d(p, p′)+d(q,q′)+d(r,r′) = 3d(A,B),

we follows the step of the proof of Theorem 2. This completes the proof. �

3. Tripled fixed point theorems

In this section, we give a new tripled fixed point theorem for a cyclic contraction
pair and give one example to illustrate the result.

THEOREM 4. Let A, B be nonempty closed subsets of a metric space (X ,d) and
F : A3 → B, G : B3 → A be two mappings such that the ordered pair (F,G) is a cyclic
contraction. For any (x0,y0,z0) ∈ A3 , we define the sequence {xn},{yn},{zn} in X by

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1),
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1),
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈ N∪{0} . If d(A,B) = 0 , then F has a tripled fixed point (p,q,r) ∈ A3 and
G has a tripled fixed point (p′,q′,r′) ∈ B3 . Moreover, we have

x2n → p, y2n → q, z2n → r, x2n+1 → p′, y2n+1 → q′, z2n+1 → r′.

Furthermore, if q = r and q′ = r′ , then F and G have a common tripled fixed point in
(A∩B)3 .
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Proof. Since d(A,B) = 0, it follows that the pairs (A,B) and (B,A) satisfy the
property UC∗ . Therefore, by Theorem 2, we claim that F has a tripled best proximity
point (p,q,r) ∈ A3 , that is,

d(p,F(p,q,r)) = d(q,F(q, p,q)) = d(r,F(r,q, p)) = d(A,B) (16)

and G has a tripled best proximity point (p′,q′,r′) ∈ B3 , that is,

d(p′,G(p′,q′,r′)) = d(q′,G(q′, p′,q′)) = d(r′,G(r′,q′, p′)) = d(A,B). (17)

From (16) and d(A,B) = 0, we conclude that

p = F(p,q,r), q = F(q, p,q), r = F(r,q, p),

that is, (p,q,r) is a tripled fixed point of F . It follows from (17) and d(A,B) = 0 that

p′ = G(p′,q′,r′), q′ = G(q′, p′,q′), r′ = G(r′,q′, p′),

that is, (p′,q′,r′) is a tripled fixed point of G .
Next, we assume that q = r and q′ = r′ and then we show that F and G have a

unique common tripled fixed point in (A∩B)3 . From Theorem 2, we get

d(p, p′)+d(q,q′)+d(r,r′) = 3d(A,B). (18)

Since d(A,B) = 0, we get

d(p, p′)+d(q,q′)+d(r,r′) = 0

which implies that p = p′ , q = q′ and r = r′ . Therefore, we conclude that (p,q,r) ∈
(A∩B)3 is common tripled fixed point of F and G . This completes the proof. �

Next, we give one example to illustrate Theorem 4.

EXAMPLE 6. Consider a space X = R with the usual metric and let A = [−2,0]
and B = [0,2] . Define two mappings F : A3 → B and G : B3 → A by

F(x,y,z) = −x+ y+ z
6

, G(x,y,z) = −u+ v+w
6

for all (x,y,z) ∈ A3 and (u,v,w) ∈ B3 , respectively. Then d(A,B) = 0 and the or-
dered pair (F,G) is a cyclic contraction with α = 1

2 . Indeed, for any (x,y,z) ∈ A3 and
(u,v,w) ∈ B3 , we have

d(F(x,y,z),G(u,v,w)) =
∣∣∣∣−x+ y+ z

6
+

u+ v+w
6

∣∣∣∣
� 1

6
(| x−u | + | y− v | + | z−w |)

� α
3

[d(x,u)+d(y,v)+d(z,w)]+ (1−α)d(A,B).

Therefore, all the hypothesis of Theorem 4 hold. Therefore, F and G have a common
tripled fixed point and this point is (0,0,0) ∈ (A∩B)3 .
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If we take A = B in Theorem 4, then we get the following results.

COROLLARY 2. Let A be a nonempty closed subset of a complete metric space
(X ,d) and F : A3 → A, G : A3 → A be two mappings such that the ordered pair (F,G)
be a cyclic contraction. For any (x0,y0,z0) ∈ A3 , we define the sequences {xn} , {yn} ,
{zn} in X by

x2n+1 = F(x2n,y2n,z2n), x2n+2 = G(x2n+1,y2n+1,z2n+1),
y2n+1 = F(y2n,x2n,y2n), y2n+2 = G(y2n+1,x2n+1,y2n+1),
z2n+1 = F(z2n,y2n,x2n), z2n+2 = G(z2n+1,y2n+1,x2n+1)

for all n ∈N∪{0} . Then F has a tripled fixed point (p,q,r) ∈ A3 and G has a tripled
fixed point (p′,q′,r′) ∈ A3 . Moreover, we have

x2n → p, y2n → q, z2n → r, x2n+1 → p′, y2n+1 → q′, z2n+1 → r′.

Furthermore, if q = r and q′ = r′ , then F and G have a common tripled fixed point in
A3 .

If we take F = G in Corollary 2, then we get the following results.

COROLLARY 3. Let A be nonempty closed subsets of a complete metric space
(X ,d) and F : A3 → A be a mapping satisfying

d(F(x,y,z),F(u,v,w)) � α
3

[d(x,u)+d(y,v)+d(z,w)]

for all (x,y,z),(u,v,w) ∈ A3 . Then F has a tripled fixed point (p,q,r) ∈ A3 .
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The purpose of this paper is to elicit some interesting extensions of generalized almost contraction mappings to the case of non-
self-mappings with 𝛼-proximal admissible and prove best proximity point theorems for this classes. Moreover, we also give some
examples and applications to support our main results.

1. Introduction

Many problems can be formulated as equations of the form
𝑇𝑥 = 𝑥, where 𝑇 is a self-mapping with some suitable
domains. From the fact that fixed point theory plays an
important role in furnishing a uniform treatment to solve
various equations of the form 𝑇𝑥 = 𝑥 However, in the case
that 𝑇 is non-self-mapping, the aforementioned equation
does not necessarily have a fixed point. In such case, it is
worthy to determine an approximate solution 𝑥 such that
the error 𝑑(𝑥, 𝑇𝑥) is minimum. This is the idea behind
best approximation theory. 𝐴 classical best approximation
theoremwas introduced by Fan [1]; that is, if𝐴 is a nonempty
compact convex subset of aHausdorff locally convex topolog-
ical vector space 𝐵 and 𝑇 : 𝐴 → 𝐵 is a continuous mapping,
then there exists an element 𝑥 ∈ 𝐴 such that 𝑑(𝑥, 𝑇𝑥) =

𝑑(𝑇𝑥, 𝐴). Afterward, several authors, including Prolla [2],
Reich [3], and Sehgal and Singh [4, 5], have derived exten-
sions of Fan’s Theorem in many directions. Moreover, for a
detailed account of global optimization and the existence of a
best proximity point, one can refer to [5–15]. In 2013, Samet
[16] studied the existence and uniqueness of best proximity
points for almost (𝜑, 𝜃)-contractive mappings in complete
metric spaces. Recently, Jleli et al. [17] introduced a new class

of non-self-contractive mappings with generalization of 𝛼-
proximal admissible defined by Samet et al. [18] which is
called 𝛼 −𝜓-proximal contractive type mappings and proved
existence and uniqueness of best proximity points.

Motivated from the above results, we will study the
best proximity point theorem for new classes as generalized
almost contraction in metric spaces by using the 𝛼-proximal
admissible of Jleli et al. [17]. Also, we give some illustrative
examples and applications to support our main results.

2. Preliminaries

Let𝐴 and 𝐵 be nonempty subsets of a metric space (𝑋, 𝑑); we
recall the following notations and notions that will be used in
what follows:

𝑑 (𝐴, 𝐵) := inf {𝑑 (𝑥, 𝑦) : 𝑥 ∈ 𝐴 and 𝑦 ∈ 𝐵} ,

𝐴
0
:= {𝑥 ∈ 𝐴 : 𝑑 (𝑥, 𝑦) = 𝑑 (𝐴, 𝐵) for some 𝑦 ∈ 𝐵} ,

𝐵
0
:= {𝑦 ∈ 𝐵 : 𝑑 (𝑥, 𝑦) = 𝑑 (𝐴, 𝐵) for some 𝑥 ∈ 𝐴} .

(1)

If 𝐴 ∩ 𝐵 ̸= 0, then 𝐴
0
and 𝐵

0
are nonempty. Further, it

is interesting to notice that 𝐴
0
and 𝐵

0
are contained in the

boundaries of 𝐴 and 𝐵, respectively, provided 𝐴 and 𝐵 are
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closed subsets of a normed linear space such that 𝑑(𝐴, 𝐵) > 0
(see [19]).

Definition 1. A point 𝑥 ∈ 𝐴 is said to be a best proximity
point of the mapping 𝑆 : 𝐴 → 𝐵 if it satisfies the following
condition:

𝑑 (𝑥, 𝑆𝑥) = 𝑑 (𝐴, 𝐵) . (2)

It can be observed that a best proximity reduces to a fixed
point if the underlying mapping is a self-mapping.

Definition 2 (see [13]). Let (𝐴, 𝐵) be a pair of nonempty
subsets of 𝑋 with 𝐴

0
̸= 0. Then the pair (𝐴, 𝐵) is said to have

the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦if and only if

{
𝑑 (𝑥
1
, 𝑦
1
) = 𝑑 (𝐴, 𝐵)

𝑑 (𝑥
2
, 𝑦
2
) = 𝑑 (𝐴, 𝐵)

󳨐⇒ 𝑑 (𝑥
1
, 𝑥
2
) = (𝑦

1
, 𝑦
2
) , (3)

where 𝑥
1
, 𝑥
2
∈ 𝐴
0
and 𝑦

1
, 𝑦
2
∈ 𝐵
0
.

It is easy to see that, for any nonempty subset 𝐴 of𝑋, the
pair (𝐴, 𝐴) has the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦.

Example 3 (see [13]). Let 𝐴, 𝐵 be two nonempty closed
convex subsets of a Hilbert space 𝑋. Then (𝐴, 𝐵) satisfies the
𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦.

Example 4 (see [20]). Let 𝐴, 𝐵 be two nonempty, bounded,
closed, and convex subsets of a uniformly convex Banach
space𝑋. Then (𝐴, 𝐵) has the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦.

Example 5 (see [20]). Let𝑋 = 𝑅
2 with the metric defined by

𝑑 ((𝑥
1
, 𝑦
1
) , (𝑥
2
, 𝑦
2
)) = max {󵄨󵄨󵄨󵄨𝑥1 − 𝑦1

󵄨󵄨󵄨󵄨 ,
󵄨󵄨󵄨󵄨𝑥2 − 𝑦2

󵄨󵄨󵄨󵄨} . (4)

Let 𝐴 := {(𝑥, 0) : −1 ≤ 𝑥 ≤ 1} and 𝐵 := {(0, 𝑦) : −1 ≤ 𝑦 ≤ 1}.
Then (𝐴, 𝐵) satisfies the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦.

Definition 6 (see [18]). A self-mapping 𝑇 : 𝑋 → 𝑋 is said to
be 𝛼-admissible, where 𝛼 : 𝑋 × 𝑋 → [0,∞), if

𝑥, 𝑦 ∈ 𝑋, 𝛼 (𝑥, 𝑦) ≥ 1 󳨐⇒ 𝛼 (𝑇𝑥, 𝑇𝑦) ≥ 1. (5)

Definition 7 (see [17]). Let 𝑇 : 𝐴 → 𝐵 and 𝛼 : 𝐴 × 𝐴 →

[0,∞). One says that 𝑇 is 𝛼-proximal admissible, if

{

{

{

𝛼 (𝑥
1
, 𝑥
2
) ≥ 1

𝑑 (𝑢
1
, 𝑇𝑥
1
) = 𝑑 (𝐴, 𝐵)

𝑑 (𝑢
2
, 𝑇𝑥
2
) = 𝑑 (𝐴, 𝐵)

󳨐⇒ 𝛼 (𝑢
1
, 𝑢
2
) ≥ 1 (6)

for all 𝑥
1
, 𝑥
2
, 𝑢
1
, 𝑢
2
∈ 𝐴.

Clearly, for self-mapping, 𝑇 being 𝛼-proximal admissible
implies that 𝑇 is 𝛼-admissible.

Definition 8. One says the function 𝜑 : [0,∞) → [0,∞)

is a (c)-comparison function if and only if the following
conditions hold:

(Φ
1
) 𝜑 is a nondecreasing function,

(Φ
2
) for any 𝑡 > 0, ∑∞

𝑛=1
𝜑
𝑛
(𝑡) is a convergent series.

One denotes the set of (c)-comparison function by Ψ.
It is easily proved that if 𝜑 is a (c)-comparison function,

then 𝜑(𝑡) < 𝑡 for all 𝑡 > 0.

Definition 9 (see [16]). Let 𝜃 : [0,∞)
4
→ [0,∞) satisfy the

following conditions:

(1) 𝜃 is continuous,
(2) 𝜃(𝑎, 𝑏, 𝑐, 𝑑) = 0 if and only if the product 𝑎𝑏𝑐𝑑 = 0.

One denotes the class of function 𝜃 by Θ.

Example 10 (see [16]). The following functions belong to Θ:

(1) 𝜃(𝑡
1
, 𝑡
2
, 𝑡
3
, 𝑡
4
) = 𝜏min{𝑡

1
, 𝑡
2
, 𝑡
3
, 𝑡
4
}, 𝜏 > 0;

(2) 𝜃(𝑡
1
, 𝑡
2
, 𝑡
3
, 𝑡
4
) = 𝜏 ln(1 + 𝑡

1
𝑡
2
𝑡
3
𝑡
4
), 𝜏 > 0;

(3) 𝜃(𝑡
1
, 𝑡
2
, 𝑡
3
, 𝑡
4
) = 𝜏𝑡

1
𝑡
2
𝑡
3
𝑡
4
, 𝜏 > 0.

3. The Existence and Uniqueness
of Best Proximity Points

In this section, we introduce the new class of the gener-
alized Banach contraction for non-self-mappings so-called
generalized almost (𝜑, 𝜃)

𝛼
contraction and we also study the

best proximity theorems for these classes. First, we recall the
notion of (𝜑, 𝜃) contraction defined by Samet [16] as follows.

Definition 11 (see [16]). Let 𝐴 and 𝐵 be nonempty subsets of
metric space𝑋. Amapping𝑇 : 𝐴 → 𝐵 is said to be an almost
(𝜑, 𝜃) contraction if and only if there exist 𝜑 ∈ Ψ and 𝜃 ∈ Θ
such that, for all 𝑥, 𝑦 ∈ 𝐴,

𝑑 (𝑇𝑥, 𝑇𝑦) ≤ 𝜑 (𝑑 (𝑥, 𝑦))

+ 𝜃 (𝑑 (𝑦, 𝑇𝑥)

− 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑦) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥)

−𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦) − 𝑑 (𝐴, 𝐵)) .

(7)

3.1. The Existence

Definition 12. Let 𝐴 and 𝐵 be nonempty subsets of metric
space 𝑋. A mapping 𝑇 : 𝐴 → 𝐵 is said to be a generalized
almost (𝜑, 𝜃)

𝛼
contraction if and only if

𝛼 (𝑥, 𝑦) 𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝜑 (𝑀 (𝑥, 𝑦))

+ 𝜃 (𝑑 (𝑦, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑦)

− 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦)

−𝑑 (𝐴, 𝐵)) ,

(8)
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for all 𝑥, 𝑦 ∈ 𝐴, where 𝛼 : 𝐴 × 𝐴 → [0,∞), 𝜑 ∈ Ψ 𝜃 ∈

Θ, and

𝑀(𝑥, 𝑦)

= max {𝑑 (𝑥, 𝑦) , 𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦)

−𝑑 (𝐴, 𝐵) ,
1

2
[𝑑 (𝑥, 𝑇𝑦) + 𝑑 (𝑦, 𝑇𝑥)] − 𝑑 (𝐴, 𝐵)} .

(9)

Clearly, if we take 𝛼(𝑥, 𝑦) = 1 for all 𝑥, 𝑦 ∈ 𝐴 and
𝑀(𝑥, 𝑦) = 𝑑(𝑥, 𝑦), the generalized almost (𝜑, 𝜃)

𝛼
contraction

reduces to almost (𝜑, 𝜃) contraction.

Theorem 13. Let 𝐴 and 𝐵 be nonempty closed subsets of a
complete metric space 𝑋 such that 𝐴

0
is nonempty and the

pair (𝐴, 𝐵) has the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let 𝑇 : 𝐴 → 𝐵 satisfy the
following conditions:

(a) 𝑇 are 𝛼-proximal admissible and generalized almost
(𝜑, 𝜃)
𝛼
-contraction;

(b) 𝑇 is continuous;
(c) there exist elements 𝑥

0
and 𝑥

1
in 𝐴
0
such that

𝑑(𝑥
1
, 𝑇𝑥
0
) = 𝑑(𝐴, 𝐵) and 𝛼(𝑥

0
, 𝑥
1
) ≥ 1;

(d) 𝑇(𝐴
0
) ⊆ 𝐵
0
.

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (10)

Moreover, for any fixed 𝑥
0
∈ 𝐴
0
, the sequence {𝑥

𝑛
}, defined by

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , (11)

converges to the element 𝑥.

Proof. By the hypothesis (𝑐), there exist 𝑥
0
and 𝑥

1
in𝐴
0
such

that

𝑑 (𝑥
1
, 𝑇𝑥
0
) = 𝑑 (𝐴, 𝐵) , 𝛼 (𝑥

0
, 𝑥
1
) ≥ 1. (12)

From the fact that 𝑇(𝐴
0
) ⊆ 𝐵

0
, there exists an element 𝑥

2
∈

𝐴
0
such that

𝑑 (𝑥
2
, 𝑇𝑥
1
) = 𝑑 (𝐴, 𝐵) . (13)

By (12), (13), and the 𝛼-proximal admissible, we get

𝛼 (𝑥
1
, 𝑥
2
) ≥ 1. (14)

Since 𝑇(𝐴
0
) ⊆ 𝐵
0
, we can find an element 𝑥

3
∈ 𝐴
0
such that

𝑑 (𝑥
3
, 𝑇𝑥
2
) = 𝑑 (𝐴, 𝐵) . (15)

Again, by (13), (15), and the 𝛼-proximal admissible, we have

𝛼 (𝑥
2
, 𝑥
3
) ≥ 1. (16)

By similar fashion, we can find 𝑥
𝑛
in 𝐴
0
. Having chosen

𝑥
𝑛
, one can determine an element 𝑥

𝑛+1
∈ 𝐴
0
such that

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , 𝛼 (𝑥

𝑛
, 𝑥
𝑛+1
) ≥ 1. (17)

In view of the fact that the pair (𝐴, 𝐵) has𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 and
generalized almost (𝜑, 𝜃)

𝛼
-contraction of 𝑇, we have

𝑑 (𝑥
1
, 𝑥
2
)

= 𝑑 (𝑇𝑥
0
, 𝑇𝑥
1
)

≤ 𝛼 (𝑥
0
, 𝑥
1
) 𝑑 (𝑇𝑥

0
, 𝑇𝑥
1
)

≤ 𝜑 (𝑀 (𝑥
0
, 𝑥
1
))

+ 𝜃 (𝑑 (𝑥
1
, 𝑇𝑥
0
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥0, 𝑇𝑥1)−𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥
0
, 𝑇𝑥
0
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥1, 𝑇𝑥1)−𝑑 (𝐴, 𝐵))

= 𝜑 (𝑀 (𝑥
0
, 𝑥
1
))

+ 𝜃 (0, 𝑑 (𝑥
0
, 𝑇𝑥
1
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥0, 𝑇𝑥0)

−𝑑 (𝐴, 𝐵) , 𝑑 (𝑥1, 𝑇𝑥1) − 𝑑 (𝐴, 𝐵))

= 𝜑 (𝑀 (𝑥
0
, 𝑥
1
)) .

(18)

Since
𝑀(𝑥
0
, 𝑥
1
)

= max {𝑑 (𝑥
0
, 𝑥
1
) , 𝑑 (𝑥

0
, 𝑇𝑥
0
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥1, 𝑇𝑥1)

− 𝑑 (𝐴, 𝐵) ,
1

2
[𝑑 (𝑥
0
, 𝑇𝑥
1
) + 𝑑 (𝑥

1
, 𝑇𝑥
0
)]

−𝑑 (𝐴, 𝐵) }

≤ max {𝑑 (𝑥
0
, 𝑥
1
) , 𝑑 (𝑥

0
, 𝑥
1
) + 𝑑 (𝑥

1
, 𝑇𝑥
0
)

− 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥1, 𝑥2) + 𝑑 (𝑥2, 𝑇𝑥1)

− 𝑑 (𝐴, 𝐵) ,
1

2
[𝑑 (𝑥
0
, 𝑥
1
) + 𝑑 (𝑥

1
, 𝑥
2
)

+𝑑 (𝑥
2
, 𝑇𝑥
1
) + 𝑑 (𝐴, 𝐵)]

−𝑑 (𝐴, 𝐵) }

= max {𝑑 (𝑥
0
, 𝑥
1
) , 𝑑 (𝑥

1
, 𝑥
2
) ,

1

2
[𝑑 (𝑥
0
, 𝑥
1
) + 𝑑 (𝑥

1
, 𝑥
2
) + 𝑑 (𝐴, 𝐵) + 𝑑 (𝐴, 𝐵)]

−𝑑 (𝐴, 𝐵) }

= max {𝑑 (𝑥
0
, 𝑥
1
) , 𝑑 (𝑥

1
, 𝑥
2
) ,
1

2
[𝑑 (𝑥
0
, 𝑥
1
) + 𝑑 (𝑥

1
, 𝑥
2
)]}

= max {𝑑 (𝑥
0
, 𝑥
1
) , 𝑑 (𝑥

1
, 𝑥
2
)} .

(19)

By (18) and (19), we get

𝑑 (𝑥
1
, 𝑥
2
) ≤ 𝜑 (max {𝑑 (𝑥

0
, 𝑥
1
) , 𝑑 (𝑥

1
, 𝑥
2
)}) . (20)
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If there exists 𝑛
0
∈ N ∪ {0} such that 𝑥

𝑛0+1
= 𝑥
𝑛0
, by (17), we

obtain the best proximity point. Suppose that 𝑥
𝑛+1

̸= 𝑥
𝑛
for

all 𝑛 ∈ N ∪ {0}; then 𝑑(𝑥
𝑛
, 𝑥
𝑛+1
) > 0 for all 𝑛 ∈ N ∪ {0}. If

max{𝑑(𝑥
0
, 𝑥
1
), 𝑑(𝑥
1
, 𝑥
2
)} = 𝑑(𝑥

1
, 𝑥
2
), by the property 𝜑(𝑡) <

𝑡 for all 𝑡 > 0, we get

𝑑 (𝑥
1
, 𝑥
2
) ≤ 𝜑 (max {𝑑 (𝑥

0
, 𝑥
1
) , 𝑑 (𝑥

1
, 𝑥
2
)}) < 𝑑 (𝑥

1
, 𝑥
2
) ,

(21)

which is a contradiction and hence max{𝑑(𝑥
0
, 𝑥
1
), 𝑑(𝑥
1
, 𝑥
2
)}

= 𝑑(𝑥
0
, 𝑥
1
). That is,

𝑑 (𝑥
1
, 𝑥
2
) ≤ 𝜑 (𝑑 (𝑥

0
, 𝑥
1
)) . (22)

Again, since the pair (𝐴, 𝐵) has 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦, is 𝛼-proximal
admissible, and generalized almost (𝜑, 𝜃)

𝛼
-contraction of 𝑇,

we have

𝑑 (𝑥
2
, 𝑥
3
)

= 𝑑 (𝑇𝑥
1
, 𝑇𝑥
2
)

≤ 𝛼 (𝑥
1
, 𝑥
2
) 𝑑 (𝑇𝑥

1
, 𝑇𝑥
2
)

≤ 𝜑 (𝑀 (𝑥
1
, 𝑥
2
))

+ 𝜃 (𝑑 (𝑥
2
, 𝑇𝑥
1
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥1, 𝑇𝑥2) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥
1
, 𝑇𝑥
1
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥2, 𝑇𝑥2) − 𝑑 (𝐴, 𝐵))

= 𝜑 (𝑀 (𝑥
1
, 𝑥
2
))

+ 𝜃 (0, 𝑑 (𝑥
1
, 𝑇𝑥
2
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥1, 𝑇𝑥1) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥
2
, 𝑇𝑥
2
) − 𝑑 (𝐴, 𝐵))

= 𝜑 (𝑀 (𝑥
1
, 𝑥
2
))

(23)

and since

𝑀(𝑥
1
, 𝑥
2
)

= max {𝑑 (𝑥
1
, 𝑥
2
) , 𝑑 (𝑥

1
, 𝑇𝑥
1
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥2, 𝑇𝑥2)

− 𝑑 (𝐴, 𝐵) ,
1

2
[𝑑 (𝑥
1
, 𝑇𝑥
2
) + 𝑑 (𝑥

2
, 𝑇𝑥
1
)]

−𝑑 (𝐴, 𝐵) }

≤ max {𝑑 (𝑥
1
, 𝑥
2
) , 𝑑 (𝑥

1
, 𝑥
2
) + 𝑑 (𝑥

2
, 𝑇𝑥
1
) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥
2
, 𝑥
3
) + 𝑑 (𝑥

3
, 𝑇𝑥
2
) − 𝑑 (𝐴, 𝐵) ,

1

2
[𝑑 (𝑥
1
, 𝑥
2
) + 𝑑 (𝑥

2
, 𝑥
3
)

+𝑑 (𝑥
3
, 𝑇𝑥
2
) + 𝑑 (𝐴, 𝐵)]

−𝑑 (𝐴, 𝐵) }

= max {𝑑 (𝑥
1
, 𝑥
2
) , 𝑑 (𝑥

2
, 𝑥
3
) ,

1

2
[𝑑 (𝑥
1
, 𝑥
2
) + 𝑑 (𝑥

2
, 𝑥
3
) + 𝑑 (𝐴, 𝐵) + 𝑑 (𝐴, 𝐵)]

−𝑑 (𝐴, 𝐵) }

= max {𝑑 (𝑥
1
, 𝑥
2
) , 𝑑 (𝑥

2
, 𝑥
3
) ,

1

2
[𝑑 (𝑥
1
, 𝑥
2
) + 𝑑 (𝑥

2
, 𝑥
3
)]}

= max {𝑑 (𝑥
1
, 𝑥
2
) , 𝑑 (𝑥

2
, 𝑥
3
)} .

(24)

By (23) and (24), we get

𝑑 (𝑥
2
, 𝑥
3
) ≤ 𝜑 (max {𝑑 (𝑥

1
, 𝑥
2
) , 𝑑 (𝑥

2
, 𝑥
3
)}) . (25)

By similar argument as above, we can conclude that
max{𝑑(𝑥

1
, 𝑥
2
), 𝑑(𝑥
2
, 𝑥
3
)} = 𝑑(𝑥

1
, 𝑥
2
) and thus

𝑑 (𝑥
2
, 𝑥
3
) ≤ 𝜑 (𝑑 (𝑥

1
, 𝑥
2
)) . (26)

Using (22) and (26) and the nondecreasing of 𝜑, we get

𝑑 (𝑥
2
, 𝑥
3
) ≤ 𝜑
2
(𝑑 (𝑥
0
, 𝑥
1
)) . (27)

Continuing this process, by induction we have that

𝑑 (𝑥
𝑛
, 𝑥
𝑛+1
) ≤ 𝜑
𝑛
(𝑑 (𝑥
0
, 𝑥
1
)) (28)

for all 𝑛 ∈ N ∪ {0}. Fix 𝜀 > 0 and let ℎ = ℎ(𝜀) be a positive
integer such that

∑

𝑛≥ℎ

𝜑
𝑛
(𝑑 (𝑥
0
, 𝑥
1
)) < 𝜀. (29)

Let𝑚 > 𝑛 > ℎ; using the triangular inequality, (28) and (29),
we obtain

𝑑 (𝑥
𝑛
, 𝑥
𝑚
) ≤

𝑚−1

∑

𝑘=𝑛

𝑑 (𝑥
𝑘
, 𝑥
𝑘+1
)

≤

𝑚−1

∑

𝑘=𝑛

𝜑
𝑘
(𝑑 (𝑥
0
, 𝑥
1
)) ≤ ∑

𝑛≥ℎ

𝜑
𝑛
(𝑑 (𝑥
0
, 𝑥
1
)) < 𝜀.

(30)

This shows that {𝑥
𝑛
} is a Cauchy sequence. Since𝐴 is a closed

subset of complete metric spaces 𝑋, then there exists 𝑥 ∈ 𝐴
such that

lim
𝑛→∞

𝑑 (𝑥
𝑛
, 𝑥) = 0. (31)
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By (17), (31), and the continuity of 𝑇, we get

𝑑 (𝑥, 𝑇𝑥) = lim
𝑛→∞

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) (32)

and the proof is complete.

Next, we remove condition 𝑇 is continuous in
Theorem 13, by assuming the following condition which was
defined by Jleli et al. [17] for proving the new best proximity
point theorem.

(𝐻) If {𝑥
𝑛
} is a sequence in 𝐴 such that 𝛼(𝑥

𝑛
, 𝑥
𝑛+1
) ≥ 1

for all 𝑛 and 𝑥
𝑛
→ 𝑥 for some 𝑥 ∈ 𝐴 as 𝑛 → ∞,

then there exists a subsequence {𝑥
𝑛𝑘
} of {𝑥

𝑛
} such that

𝛼(𝑥
𝑛𝑘
, 𝑥) ≥ 1 for all 𝑘.

Theorem 14. Let 𝐴 and 𝐵 be nonempty closed subsets of a
complete metric space𝑋 such that𝐴

0
is nonempty and the pair

(𝐴, 𝐵) has the𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let𝑇 : 𝐴 → 𝐵 satisfy the following
conditions:

(a) 𝑇 are 𝛼-proximal admissible and generalized almost
(𝜑, 𝜃)
𝛼
-contraction;

(b) 𝐴 satisfies condition (𝐻);

(c) there exist elements 𝑥
0
and 𝑥

1
in 𝐴
0
such that

𝑑(𝑥
1
, 𝑇𝑥
0
) = 𝑑(𝐴, 𝐵) and 𝛼((𝑥

0
, 𝑥
1
)) ≥ 1;

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (33)

Moreover, for any fixed 𝑥
0
∈ 𝐴
0
, the sequence {𝑥

𝑛
}, defined by

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , (34)

converges to the element 𝑥.

Proof. As in the proof of Theorem 13, we have

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) (35)

for all 𝑛 ≥ 0. Moreover, {𝑥
𝑛
} is a Cauchy sequence and

converges to some point 𝑥 ∈ 𝐴. By the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 and (28),
we have

𝑑 (𝑇𝑥
𝑛−1
, 𝑇𝑥
𝑛
) = 𝑑 (𝑥

𝑛
, 𝑥
𝑛+1
) ≤ 𝜑
𝑛
(𝑑 (𝑥
0
, 𝑥
1
)) (36)

for all 𝑛 ∈ N ∪ {0}. That is, lim
𝑛→∞

𝑑(𝑇𝑥
𝑛−1
, 𝑇𝑥
𝑛
) = 0 and,

by the same argument as proof ofTheorem 13, we obtain that
{𝑇𝑥
𝑛
} is a Cauchy sequence. Since 𝐵 is a closed subset of the

complete metric space (𝑋, 𝑑), there exists 𝑥
⋆
∈ 𝐵 such that

𝑇𝑥
𝑛
converges to 𝑥

⋆
. Therefore

𝑑 (𝑥, 𝑥
⋆
) = lim
𝑛→∞

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) . (37)

On the other hand, from the condition (𝐻) of 𝑇, then there
exists a subsequence {𝑥

𝑛𝑘
} of {𝑥

𝑛
} such that 𝛼(𝑥

𝑛𝑘
, 𝑥) ≥ 1

for all 𝑘. The pair (𝐴, 𝐵) has 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 and property of
mapping 𝑇; we get

𝑑 (𝑥
𝑛𝑘+1

, 𝑥)

= 𝑑 (𝑇𝑥
𝑛𝑘
, 𝑇𝑥)

≤ 𝛼 (𝑥
𝑛𝑘
, 𝑥) 𝑑 (𝑇𝑥

𝑛𝑘
, 𝑇𝑥)

≤ 𝜑 (𝑀(𝑥
𝑛𝑘
, 𝑥))

+ 𝜃 (𝑑 (𝑥
𝑛𝑘
, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥𝑛𝑘

) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥𝑛𝑘
, 𝑇𝑥
𝑛𝑘
) − 𝑑 (𝐴, 𝐵)) .

(38)

Indeed,

𝑀(𝑥
𝑛𝑘
, 𝑥)

= max{𝑑 (𝑥
𝑛𝑘
, 𝑥) , 𝑑 (𝑥

𝑛𝑘
, 𝑇𝑥
𝑛𝑘
) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥)

− 𝑑 (𝐴, 𝐵) ,
1

2
[𝑑 (𝑥
𝑛𝑘
, 𝑇𝑥) + 𝑑 (𝑥, 𝑇𝑥

𝑛𝑘
)]

−𝑑 (𝐴, 𝐵) }

≤ max{𝑑 (𝑥
𝑛𝑘
, 𝑥) , 𝑑 (𝑥

𝑛𝑘
, 𝑥
𝑛𝑘+1

) + 𝑑 (𝑥
𝑛𝑘+1

, 𝑇𝑥
𝑛𝑘
)

− 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) ,

1

2
[𝑑 (𝑥
𝑛𝑘
, 𝑥) + 𝑑 (𝑥, 𝑇𝑥) + 𝑑 (𝑥, 𝑥𝑛𝑘+1

)

+𝑑 (𝑥
𝑛𝑘+1

, 𝑇𝑥
𝑛𝑘
)] −𝑑 (𝐴, 𝐵) }

≤ max{𝑑 (𝑥
𝑛𝑘
, 𝑥) , 𝑑 (𝑥

𝑛𝑘
, 𝑥
𝑛𝑘+1

) , 𝑑 (𝑥, 𝑇𝑥)−𝑑 (𝐴, 𝐵) ,

1

2
[𝑑 (𝑥
𝑛𝑘
, 𝑥)+𝑑 (𝑥, 𝑇𝑥)+𝑑 (𝑥, 𝑥𝑛𝑘+1

)+𝑑 (𝐴, 𝐵)]

−𝑑 (𝐴, 𝐵) } :=M (𝑥
𝑛𝑘
, 𝑥) .

(39)

From the definition ofM(𝑥
𝑛𝑘
, 𝑥), we get

lim
𝑘→∞

M (𝑥
𝑛𝑘
, 𝑥) = 𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) . (40)

Since

𝑑 (𝑥, 𝑇𝑥) ≤ 𝑑 (𝑥, 𝑥𝑛𝑘+1
) + 𝑑 (𝑥

𝑛𝑘+1
, 𝑇𝑥
𝑛𝑘
) + 𝑑 (𝑇𝑥

𝑛𝑘
, 𝑇𝑥)

≤ 𝑑 (𝑥, 𝑥
𝑛𝑘+1

) + 𝑑 (𝐴, 𝐵) + 𝑑 (𝑇𝑥𝑛𝑘
, 𝑇𝑥)

(41)
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it follows that

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝑥, 𝑥𝑛𝑘+1
) − 𝑑 (𝐴, 𝐵)

≤ 𝑑 (𝑇𝑥
𝑛𝑘
, 𝑇𝑥)

≤ 𝛼 (𝑥
𝑛𝑘
, 𝑥) 𝑑 (𝑇𝑥

𝑛𝑘
, 𝑇𝑥)

≤ 𝜑 (𝑀(𝑥
𝑛𝑘
, 𝑥))

+ 𝜃 (𝑑 (𝑥
𝑛𝑘
, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥𝑛𝑘

) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥𝑛𝑘
, 𝑇𝑥
𝑛𝑘
) − 𝑑 (𝐴, 𝐵))

≤ 𝜑 (M (𝑥
𝑛𝑘
, 𝑥))

+ 𝜃 (𝑑 (𝑥
𝑛𝑘
, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥𝑛𝑘

) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥𝑛𝑘
, 𝑇𝑥
𝑛𝑘
) − 𝑑 (𝐴, 𝐵)) .

(42)

Suppose that

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) > 0. (43)

Then for 𝑘 large enough, we have M(𝑥
𝑛𝑘
, 𝑥) > 0. Using the

property 𝜑(𝑡) < 𝑡 for all 𝑡 > 0, we get

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝑥, 𝑥𝑛𝑘+1
) − 𝑑 (𝐴, 𝐵)

<M (𝑥
𝑛𝑘
, 𝑥)

+ 𝜃 (𝑑 (𝑥
𝑛𝑘
, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥𝑛𝑘

) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥𝑛𝑘
, 𝑇𝑥
𝑛𝑘
) − 𝑑 (𝐴, 𝐵)) .

(44)

Combining (37) and (40) with (44) and the property of 𝜃, we
obtain that

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵)

= lim
𝑘→∞

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝑥, 𝑥𝑛𝑘+1
) − 𝑑 (𝐴, 𝐵)

< lim
𝑘→∞

M (𝑥
𝑛𝑘
, 𝑥)

+ lim
𝑘→∞

𝜃 (𝑑 (𝑥
𝑛𝑘
, 𝑇𝑥)−𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥𝑛𝑘

)−𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥)−𝑑 (𝐴, 𝐵) , 𝑑 (𝑥𝑛𝑘
, 𝑇𝑥
𝑛𝑘
)−𝑑 (𝐴, 𝐵))

= lim
𝑘→∞

M (𝑥
𝑛𝑘
, 𝑥)

= 𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵)

(45)

which is a contradiction and thus 𝑑(𝑥, 𝑇𝑥) − 𝑑(𝐴, 𝐵) = 0.
Hence, 𝑑(𝑥, 𝑇𝑥) = 𝑑(𝐴, 𝐵) and the proof is complete.

3.2. The Uniqueness. Next, we present an example where it
can be appreciated that hypotheses inTheorems 13 and 14 do
not guarantee uniqueness of the best proximity point.

Example 15. Let 𝑋 = 𝑅
2 with the Euclidean metric.

Consider 𝐴 := {(2, 0), (0, 2)} and 𝐵 := {(−2, 0), (0, −2)}.
Obviously, (𝐴, 𝐵) satisfies the𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 and𝑑(𝐴, 𝐵) = 2√2;
furthermore 𝐴

0
= 𝐴 and 𝐵

0
= 𝐵. Define 𝑇 : 𝐴 → 𝐵

by 𝑇(𝑥, 𝑦) = (−𝑦/2, −𝑥/2) for all 𝑥, 𝑦 ∈ 𝐴; clearly 𝑇 is
continuous. Let 𝛼 : 𝐴 × 𝐴 → [0,∞) be defined by

𝛼 (𝑥, 𝑦) =
{

{

{

2; 𝑥 = 𝑦,

1

2
; 𝑥 ̸= 𝑦.

(46)

We can show that 𝑇 are 𝛼-proximal admissible and general-
ized almost (𝜑, 𝜃)

𝛼
-contraction with 𝜑(𝑡) = 𝑡/2 for all 𝑡 ≥ 0

and for all 𝜃 ∈ Θ. Furthermore,

𝑑 ((2, 0) , 𝑇 (2, 0)) = 𝑑 ((2, 0) , (0, −2)) = 𝑑 ((0, 2) , (−2, 0))

= 𝑑 ((0, 2) , 𝑇 (0, 2)) = 𝑑 (𝐴, 𝐵) = 2√2.

(47)

Therefore, (2, 0) and (0, 2) are a best proximity point of
mapping 𝑇.

Now, we need a sufficient condition to give uniqueness of
the best proximity point as follows.

Definition 16 (see [17]). Let 𝑇 : 𝐴 → 𝐵 be a non-self-
mapping and 𝛼 : 𝐴 × 𝐴 → [0,∞). One says that 𝑇 is
(𝛼, 𝑑)-regular if, for all (𝑥, 𝑦) ∈ 𝛼

−1
([0, 1)), there exists 𝑧 ∈

𝐴
0
such that

𝛼 (𝑥, 𝑧) ≥ 1, 𝛼 (𝑦, 𝑧) ≥ 1. (48)

Theorem 17. Adding condition (𝛼, 𝑑)-regular of 𝑇 to the
hypotheses of Theorem 13, then one obtains the uniqueness of
the best proximity point of 𝑇.

Proof. We will only prove the part of uniqueness. Suppose
that there exist 𝑥 and 𝑥

∗ in 𝐴 which are distinct best
proximity points; that is,

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥
∗
, 𝑇𝑥
∗
) = 𝑑 (𝐴, 𝐵) . (49)

Using the pair (𝐴, 𝐵) that has 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦, we have

𝑑 (𝑥, 𝑥
∗
) = 𝑑 (𝑇𝑥, 𝑇𝑥

∗
) . (50)
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Case 1 (if 𝛼(𝑥, 𝑥∗) ≥ 1). By (50) and generalized almost
(𝜑, 𝜃)
𝛼
-contraction of 𝑇, we have

𝑑 (𝑥, 𝑥
∗
)

= 𝑑 (𝑇𝑥, 𝑇𝑥
∗
)

≤ 𝛼 (𝑥, 𝑥
∗
) 𝑑 (𝑇𝑥, 𝑇𝑥

∗
)

≤ 𝜑 (𝑀 (𝑥, 𝑥
∗
))

+ 𝜃 (𝑑 (𝑥
∗
, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥

∗
) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥
∗
, 𝑇𝑥
∗
) − 𝑑 (𝐴, 𝐵))

= 𝜑 (𝑀 (𝑥, 𝑥
∗
))

+ 𝜃 (𝑑 (𝑥
∗
, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑥

∗
) − 𝑑 (𝐴, 𝐵) , 0, 0)

= 𝜑 (𝑀 (𝑥, 𝑥
∗
))

(51)

since

𝑀(𝑥, 𝑥
∗
)

= max {𝑑 (𝑥, 𝑥∗) , 𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥∗, 𝑇𝑥∗)

−𝑑 (𝐴, 𝐵) ,
1

2
[𝑑 (𝑥, 𝑇𝑥

∗
) + 𝑑 (𝑥

∗
, 𝑇𝑥)] − 𝑑 (𝐴, 𝐵)}

= max {𝑑 (𝑥, 𝑥∗) , 0, 0, 1
2
[𝑑 (𝑥, 𝑇𝑥

∗
) + 𝑑 (𝑥

∗
, 𝑇𝑥)]

−𝑑 (𝐴, 𝐵) }

≤ max {𝑑 (𝑥, 𝑥∗) , 1
2
[𝑑 (𝑥, 𝑥

∗
) + 𝑑 (𝑥

∗
, 𝑇𝑥
∗
) + 𝑑 (𝑥

∗
, 𝑥)

+𝑑 (𝑥, 𝑇𝑥) ] − 𝑑 (𝐴, 𝐵) }

= max {𝑑 (𝑥, 𝑥∗) , 1
2
[𝑑 (𝑥, 𝑥

∗
) + 𝑑 (𝑥

∗
, 𝑥)]}

= 𝑑 (𝑥, 𝑥
∗
) .

(52)

Combining (51) with (52) and using the property 𝜑(𝑡) < 𝑡 for
all 𝑡 > 0, we get

𝑑 (𝑥, 𝑥
∗
) ≤ 𝜑 (𝑀 (𝑥, 𝑥

∗
)) = 𝜑 (𝑑 (𝑥, 𝑥

∗
)) < 𝑑 (𝑥, 𝑥

∗
) (53)

which is a contradiction and hence 𝑥 = 𝑥∗.
Case 2 (if 𝛼(𝑥, 𝑥∗) < 1). By the (𝛼, 𝑑)-regular of 𝑇, there
exists 𝑧 ∈ 𝐴

0
such that

𝛼 ((𝑥, 𝑧)) ≥ 1, 𝛼 (𝑥
∗
, 𝑧) ≥ 1. (54)

Since 𝑇(𝐴
0
) ⊆ 𝐵
0
, there exists a point V

0
∈ 𝐴
0
such that

𝑑 (V
0
, 𝑇𝑧) = 𝑑 (𝐴, 𝐵) . (55)

From 𝛼(𝑥, 𝑧) ≥ 1, 𝑑(𝑥, 𝑇𝑥) = 𝑑(𝐴, 𝐵), and 𝑑(V
0
, 𝑇𝑧) =

𝑑(𝐴, 𝐵) and by the 𝛼-proximal admissible, we have
𝛼 (𝑥, V

0
) ≥ 1. (56)

Since 𝑇(𝐴
0
) ⊆ 𝐵
0
, there exists a point V

1
∈ 𝐴
0
such that

𝑑 (V
1
, 𝑇V
0
) = 𝑑 (𝐴, 𝐵) . (57)

By similar argument as above, we can conclude that𝛼(𝑥, V
1
) ≥

1. One can proceed further in a similar fashion to find V
𝑛
in

𝐴
0
with V

𝑛+1
∈ 𝐴
0
such that

𝑑 (V
𝑛+1
, 𝑇V
𝑛
) = 𝑑 (𝐴, 𝐵) , 𝛼 (𝑥, V

𝑛
) ≥ 1, (58)

for all 𝑛 ∈ N. By (58), the pair (𝐴, 𝐵) has 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦 and
property of mapping 𝑇; we get

𝑑 (𝑥, V
𝑛+1
) = 𝑑 (𝑇𝑥, 𝑇V

𝑛
) . (59)

Using the property of mapping 𝑇, we get

𝑑 (𝑥, V
𝑛+1
)

= 𝑑 (𝑇𝑥, 𝑇V
𝑛
)

≤ 𝛼 (𝑥, V
𝑛
) 𝑑 (𝑇𝑥, 𝑇V

𝑛
)

≤ 𝜑 (𝑀 (𝑥, V
𝑛
))

+ 𝜃 (𝑑 (V
𝑛
, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇V𝑛) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (V𝑛, 𝑇V𝑛) − 𝑑 (𝐴, 𝐵))

= 𝜑 (𝑀 (𝑥, V
𝑛
))

+ 𝜃 (𝑑 (V
𝑛
, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇V𝑛) − 𝑑 (𝐴, 𝐵) ,

0, 𝑑 (V
𝑛
, 𝑇V
𝑛
) − 𝑑 (𝐴, 𝐵))

= 𝜑 (𝑀 (𝑥, V
𝑛
))

(60)
since
𝑀(𝑥, V

𝑛
)

= max {𝑑 (𝑥, V
𝑛
) , 𝑑 (𝑥, 𝑇𝑥)−𝑑 (𝐴, 𝐵) , 𝑑 (V𝑛, 𝑇V𝑛)

− 𝑑 (𝐴, 𝐵) ,
1

2
[𝑑 (𝑥, 𝑇V

𝑛
) + 𝑑 (V

𝑛
, 𝑇𝑥)] − 𝑑 (𝐴, 𝐵)}

= max {𝑑 (𝑥, V
𝑛
) , 0, 0,

1

2
[𝑑 (𝑥, 𝑇V

𝑛
) + 𝑑 (V

𝑛
, 𝑇𝑥)]

−𝑑 (𝐴, 𝐵) }

≤ max {𝑑 (𝑥, V
𝑛
) ,
1

2
[𝑑 (𝑥, V

𝑛+1
) + 𝑑 (V

𝑛+1
, 𝑇V
𝑛
)

+𝑑 (V
𝑛
, 𝑥) + 𝑑 (𝑥, 𝑇𝑥)] − 𝑑 (𝐴, 𝐵) }

= max {𝑑 (𝑥, V
𝑛
) ,
1

2
[𝑑 (𝑥, V

𝑛+1
) + 𝑑 (V

𝑛
, 𝑥)]}

≤ max {𝑑 (𝑥, V
𝑛
) , 𝑑 (𝑥, V

𝑛+1
)} .

(61)
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Thus

𝑑 (𝑥, V
𝑛+1
) ≤ 𝜑 (𝑀 (𝑥, V

𝑛
))

≤ 𝜑 (max {𝑑 (𝑥, V
𝑛
) , 𝑑 (𝑥, V

𝑛+1
)}) .

(62)

If V
𝑁
= 𝑥, for some𝑁 ∈ N. By (59), we get

𝑑 (𝑥, V
𝑁+1

) = 𝑑 (𝑇𝑥, 𝑇V
𝑁
) = 0 (63)

which implies that V
𝑁+1

= 𝑥. Moreover, we obtain V
𝑛
= 𝑥

for all 𝑛 ≥ 𝑁 and thus V
𝑛
→ 𝑥 as 𝑛 → ∞. Suppose

that V
𝑛
̸= 𝑥 for all 𝑛 ∈ N; then 𝑑(V

𝑛
, 𝑥) > 0 for all 𝑛. If

max{𝑑(𝑥, V
𝑛
), 𝑑(𝑥, V

𝑛+1
)} = 𝑑(𝑥, V

𝑛+1
), by the property 𝜑(𝑡) <

𝑡 for all 𝑡 > 0, we get

𝑑 (𝑥, V
𝑛+1
) ≤ 𝜑 (𝑀 (𝑥, V

𝑛
))

= 𝜑 (𝑑 (𝑥, V
𝑛+1
)) < 𝑑 (𝑥, V

𝑛+1
)

(64)

which is a contradiction and hence max{𝑑(𝑥, V
𝑛
), 𝑑(𝑥, V

𝑛+1
)}

= 𝑑(𝑥, V
𝑛
). That is,

𝑑 (𝑥, V
𝑛+1
) ≤ 𝜑 (𝑀 (𝑥, V

𝑛
)) = 𝜑 (𝑑 (𝑥, V

𝑛
)) (65)

for all 𝑛 ≥ 𝑁. By induction of (65), we have

𝑑 (𝑥, V
𝑛+1
) ≤ 𝜑
𝑛
(𝑑 (𝑥, V

1
)) . (66)

Taking 𝑛 → ∞, we obtain that V
𝑛
→ 𝑥 as 𝑛 → ∞. So,

in all cases, we have V
𝑛
→ 𝑥 as 𝑛 → ∞. Similarly, we can

prove that V
𝑛
→ 𝑥
∗ as 𝑛 → ∞. By the uniqueness of limit,

we conclude that 𝑥 = 𝑥∗ and this completes the proof.

Theorem 18. Adding condition (𝛼, 𝑑)−regular of 𝑇 to the
hypotheses ofTheorem 14, then we obtain the uniqueness of the
best proximity point of 𝑇.

Proof. Combine the proofs of Theorems 17 and 14.

4. Consequences

4.1. Best Proximity Points Theorems. If we take 𝜑(𝑡) = 𝑘𝑡,
where 0 ≤ 𝑘 < 1 and 𝜃(𝑡

1
, 𝑡
2
, 𝑡
3
, 𝑡
4
) = 𝐿min{𝑡

1
, 𝑡
2
, 𝑡
3
, 𝑡
4
},

thenTheorem 13 andTheorem 14, we get the following.

Theorem 19. Let 𝐴 and 𝐵 be nonempty closed subsets of a
complete metric space𝑋 such that𝐴

0
is nonempty and the pair

(𝐴, 𝐵) has the𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let𝑇 : 𝐴 → 𝐵 satisfy the following
conditions:

(a) 𝑇 is 𝛼-proximal admissible and

𝛼 (𝑥, 𝑦) 𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝑘𝑀(𝑥, 𝑦)

+ 𝐿min {𝑑 (𝑥, 𝑇𝑦) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑥) − 𝑑 (𝐴, 𝐵)

, 𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦) − 𝑑 (𝐴, 𝐵)}

(67)

for all 𝑥, 𝑦 ∈ 𝐴;

(b) 𝑇 is continuous (or 𝐴 satisfies condition (𝐻));

(c) there exist elements 𝑥
0
and 𝑥

1
in 𝐴
0
such that

𝑑(𝑥
1
, 𝑇𝑥
0
) = 𝑑(𝐴, 𝐵) and 𝛼((𝑥

0
, 𝑥
1
)) ≥ 1;

(d) 𝑇(𝐴
0
) ⊆ 𝐵
0
.

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (68)

Moreover, for any fixed 𝑥
0
∈ 𝐴
0
, the sequence {𝑥

𝑛
}, defined by

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , (69)

converges to the element 𝑥.

If we add the condition that 𝑇 is (𝛼, 𝑑)-regular in
Theorem 19, therefore we can obtain the uniqueness of the
best proximity point.

If we take 𝛼(𝑥, 𝑦) = 1, for all 𝑥, 𝑦 ∈ 𝐴 inTheorems 13 and
14, we get the followingTheorems.

Theorem 20. Let 𝐴 and 𝐵 be nonempty closed subsets of a
complete metric space𝑋 such that𝐴

0
is nonempty and the pair

(𝐴, 𝐵) has the𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let𝑇 : 𝐴 → 𝐵 satisfy the following
conditions:

(a)

𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝜑 (𝑀 (𝑥, 𝑦)) + 𝜃 (𝑑 (𝑥, 𝑇𝑦) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑥)

− 𝑑 (𝐴, 𝐵) 𝑑 (𝑥, 𝑇𝑥)

−𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦) − 𝑑 (𝐴, 𝐵))

(70)

for all 𝑥, 𝑦 ∈ 𝐴;

(b) 𝑇 is continuous (or 𝐴 satisfies condition (𝐻));

(c) 𝑇(𝐴
0
) ⊆ 𝐵
0
.

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (71)

Moreover, for any fixed 𝑥
0
∈ 𝐴
0
, the sequence {𝑥

𝑛
}, defined by

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , (72)

converges to the element 𝑥.

If 𝑀(𝑥, 𝑦) = 𝑑(𝑥, 𝑦), then Theorem 20 includes the
following.

Theorem 21. Let 𝐴 and 𝐵 be nonempty closed subsets of a
complete metric space 𝑋 such that 𝐴

0
is nonempty and the

pair (𝐴, 𝐵) has the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let 𝑇 : 𝐴 → 𝐵 satisfy the
following conditions:



Abstract and Applied Analysis 9

(a)

𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝜑 (𝑑 (𝑥, 𝑦)) + 𝜃 (𝑑 (𝑥, 𝑇𝑦) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑥)

− 𝑑 (𝐴, 𝐵) 𝑑 (𝑥, 𝑇𝑥)

−𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦) − 𝑑 (𝐴, 𝐵))

(73)

for all 𝑥, 𝑦 ∈ 𝐴;
(b) 𝑇 is continuous (or 𝐴 satisfies condition (𝐻));
(c) 𝑇(𝐴

0
) ⊆ 𝐵
0
.

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (74)

Moreover, for any fixed 𝑥
0
∈ 𝐴
0
, the sequence {𝑥

𝑛
}, defined by

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , (75)

converges to the element 𝑥.

If we take 𝜑(𝑡) = 𝑘𝑡 and 𝜃(𝑡
1
, 𝑡
2
, 𝑡
3
, 𝑡
4
) = 𝐿min

{𝑡
1
, 𝑡
2
, 𝑡
3
, 𝑡
4
}, for all 𝑥, 𝑦 ∈ 𝐴 in Theorem 21, we obtain

the following theorem.

Theorem 22. Let 𝐴 and 𝐵 be nonempty closed subsets of a
complete metric space𝑋 such that𝐴

0
is nonempty and the pair

(𝐴, 𝐵) has the𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let𝑇 : 𝐴 → 𝐵 satisfy the following
conditions:

(a)

𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝑘𝑀(𝑥, 𝑦)

+ 𝐿min {𝑑 (𝑥, 𝑇𝑦) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑥) − 𝑑 (𝐴, 𝐵)

, 𝑑 (𝑥, 𝑇𝑥) −𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦) − 𝑑 (𝐴, 𝐵)}

(76)

for all 𝑥, 𝑦 ∈ 𝐴;
(b) 𝑇 is continuous (or 𝐴 satisfies condition (𝐻));
(c) 𝑇(𝐴

0
) ⊆ 𝐵
0
.

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (77)

Moreover, for any fixed 𝑥
0
∈ 𝐴
0
, the sequence {𝑥

𝑛
}, defined by

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , (78)

converges to the element 𝑥.

If𝑀(𝑥, 𝑦) = 𝑑(𝑥, 𝑦) and putting 𝐿 = 0 inTheorem 22, we
obtain the following.

Theorem 23. Let 𝐴 and 𝐵 be nonempty closed subsets of a
complete metric space 𝑋 such that 𝐴

0
is nonempty and the

pair (𝐴, 𝐵) has the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let 𝑇 : 𝐴 → 𝐵 satisfy the
following conditions:

(a)

𝑑 (𝑇𝑥, 𝑇𝑦) ≤ 𝑘𝑑 (𝑥, 𝑦) (79)

for all 𝑥, 𝑦 ∈ 𝐴;

(b) 𝑇 is continuous (or 𝐴 satisfies condition (𝐻));

(c) there exist elements 𝑥
0
and 𝑥

1
in 𝐴
0
such that

𝑑(𝑥
1
, 𝑇𝑥
0
) = 𝑑(𝐴, 𝐵);

(d) 𝑇(𝐴
0
) ⊆ 𝐵
0
.

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (80)

Moreover, for any fixed 𝑥
0
∈ 𝐴
0
, the sequence {𝑥

𝑛
}, defined by

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , (81)

converges to the element 𝑥.

If 𝑀(𝑥, 𝑦) = (𝑘/2)[𝑑(𝑥, 𝑇𝑦) + 𝑑(𝑦, 𝑇𝑥)] − 𝑑(𝐴, 𝐵) and
putting 𝐿 = 0 in Theorem 22, we obtain the following
theorem.

Theorem 24. Let 𝐴 and 𝐵 be nonempty closed subsets of a
complete metric space𝑋 such that𝐴

0
is nonempty and the pair

(𝐴, 𝐵) has the𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let𝑇 : 𝐴 → 𝐵 satisfy the following
conditions:

(a)

𝑑 (𝑇𝑥, 𝑇𝑦) ≤
𝑘

2
[𝑑 (𝑥, 𝑇𝑦) + 𝑑 (𝑦, 𝑇𝑥)] − 𝑑 (𝐴, 𝐵) (82)

for all 𝑥, 𝑦 ∈ 𝐴;

(b) 𝑇 is continuous (or 𝐴 satisfies condition (𝐻));

(c) there exist elements 𝑥
0
and 𝑥

1
in 𝐴
0
such that

𝑑(𝑥
1
, 𝑇𝑥
0
) = 𝑑(𝐴, 𝐵);

(d) 𝑇(𝐴
0
) ⊆ 𝐵
0
.

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (83)

Moreover, for any fixed 𝑥
0
∈ 𝐴
0
, the sequence {𝑥

𝑛
}, defined by

𝑑 (𝑥
𝑛+1
, 𝑇𝑥
𝑛
) = 𝑑 (𝐴, 𝐵) , (84)

converges to the element 𝑥.
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4.2. Fixed Points Theorem. It is easy to observe that, for self-
mappings, our results include the following.

Theorem 25. Let 𝐴 be nonempty closed subsets of a complete
metric space𝑋 and 𝑇 : 𝐴 → 𝐴 such that

𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝜑 (𝑀 (𝑥, 𝑦))

+ 𝜃 ({𝑑 (𝑥, 𝑇𝑦) , 𝑑 (𝑦, 𝑇𝑥) , 𝑑 (𝑥, 𝑇𝑥) , 𝑑 (𝑦, 𝑇𝑦)}) ,

(85)

for all 𝑥, 𝑦 ∈ 𝐴, where 𝜑 ∈ Ψ 𝜃 ∈ Θ.Then𝑇 has a unique fixed
point 𝑥 ∈ 𝐴. Moreover, for any fixed 𝑥

0
∈ 𝐴, the sequence {𝑥

𝑛
},

defined by 𝑥
𝑛+1

= 𝑇𝑥
𝑛
, converges to the element 𝑥.

Theorem 26. Let 𝐴 be nonempty closed subsets of a complete
metric space𝑋 and 𝑇 : 𝐴 → 𝐴 such that

𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝑘𝑀(𝑥, 𝑦)

+ 𝐿min {𝑑 (𝑥, 𝑇𝑦) , 𝑑 (𝑦, 𝑇𝑥) , 𝑑 (𝑥, 𝑇𝑥) , 𝑑 (𝑦, 𝑇𝑦)} .
(86)

Then 𝑇 has a unique fixed point 𝑥 ∈ 𝐴. Moreover, for any fixed
𝑥
0
∈ 𝐴, the sequence {𝑥

𝑛
}, defined by 𝑥

𝑛+1
= 𝑇𝑥
𝑛
, converges to

the element 𝑥.

Theorem 27. Let 𝐴 be nonempty closed subsets of a complete
metric space𝑋 and 𝑇 : 𝐴 → 𝐴 such that

𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝑘𝑑 (𝑥, 𝑦)

+ 𝐿min {𝑑 (𝑥, 𝑇𝑦) , 𝑑 (𝑦, 𝑇𝑥) , 𝑑 (𝑥, 𝑇𝑥) , 𝑑 (𝑦, 𝑇𝑦)}
(87)

for all 𝑥, 𝑦 ∈ 𝐴. Then 𝑇 has a unique fixed point 𝑥 ∈ 𝐴.
Moreover, for any fixed 𝑥

0
∈ 𝐴, the sequence {𝑥

𝑛
}, defined by

𝑥
𝑛+1

= 𝑇𝑥
𝑛
, converges to the element 𝑥.

5. Some Applications and an Example

We recall some preliminaries from (see, [6, 17] also) as
follows.

Let (𝑋, 𝑑) be a metric space andR a binary relation over
𝑋. Denote

S =R ∪R
−1
; (88)

this is the symmetric relation attached toR. Clearly,

𝑥, 𝑦 ∈ 𝑋, 𝑥S𝑦 ⇐⇒ 𝑥R𝑦 or 𝑦R𝑥. (89)

Definition 28 (see [17]). A mapping 𝑇 : 𝐴 → 𝐵 is said to be
proximal comparative if and only if

{

{

{

𝑥
1
S𝑥
2

𝑑 (𝑢
1
, 𝑇𝑥
1
) = 𝑑 (𝐴, 𝐵)

𝑑 (𝑢
2
, 𝑇𝑥
2
) = 𝑑 (𝐴, 𝐵)

󳨐⇒ 𝑢
1
S𝑢
2
. (90)

Corollary 29. Let (𝑋, 𝑑) be a complete metric space, R a
binary relation over 𝑋, and 𝐴 and 𝐵 two nonempty, closed
subsets of 𝑋 such that 𝐴

0
are nonempty and the pair (𝐴, 𝐵)

has the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let 𝑇 : 𝐴 → 𝐵 such that the following
conditions hold:

(a) 𝑇 is a continuous proximal comparative mapping;
(b) there exist elements 𝑥

0
and 𝑥

1
in 𝐴
0
such that

𝑑(𝑥
1
, 𝑇𝑥
0
) = 𝑑(𝐴, 𝐵) and 𝑥

0
S𝑥
1
;

(c) there exist 𝜑 ∈ Ψ and 𝜃 ∈ Θ such that 𝑥, 𝑦 ∈ 𝐴, 𝑥S𝑦
implies that

𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝜑 (𝑀 (𝑥, 𝑦))

+ 𝜃 (𝑑 (𝑦, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑦) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦) − 𝑑 (𝐴, 𝐵))

(91)

(d) 𝑇(𝐴
0
) ⊆ 𝐵
0
.

Then there exists an element 𝑥 ∈ 𝐴 such that

𝑑 (𝑥, 𝑇𝑥) = 𝑑 (𝐴, 𝐵) . (92)

Proof. Define the mapping 𝛼 : 𝐴 × 𝐴 → [0,∞) by

𝛼 (𝑥, 𝑦) = {
1; 𝑥S𝑦,

0; otherwise.
(93)

Since 𝑇 is proximal comparative, we have

{

{

{

𝑥
1
S𝑥
2

𝑑 (𝑢
1
, 𝑇𝑥
1
) = 𝑑 (𝐴, 𝐵)

𝑑 (𝑢
2
, 𝑇𝑥
2
) = 𝑑 (𝐴, 𝐵)

󳨐⇒ 𝑢
1
S𝑢
2
. (94)

for all 𝑢, V, 𝑥, 𝑦 ∈ 𝐴. Using the definition of 𝛼, we get

{

{

{

𝛼 (𝑥, 𝑦) ≥ 1,

𝑑 (𝑢, 𝑇𝑥) = 𝑑 (𝐴, 𝐵)

𝑑 (V, 𝑇𝑦) = 𝑑 (𝐴, 𝐵) ,
, 󳨐⇒ 𝛼 (𝑢, V) ≥ 1, (95)

for all 𝑢, V, 𝑥, 𝑦 ∈ 𝐴 and hence 𝑇 is 𝛼-proximal admissi-
ble. Condition (𝑏) implies that 𝑑(𝑥

1
, 𝑇𝑥
0
) = 𝑑(𝐴, 𝐵) and

𝛼(𝑥
0
, 𝑥
1
) ≥ 1. By condition (c), we get

𝛼 (𝑥, 𝑦) 𝑑 (𝑇𝑥, 𝑇𝑦)

≤ 𝜑 (𝑀 (𝑥, 𝑦))

+ 𝜃 (𝑑 (𝑦, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑥, 𝑇𝑦) − 𝑑 (𝐴, 𝐵) ,

𝑑 (𝑥, 𝑇𝑥) − 𝑑 (𝐴, 𝐵) , 𝑑 (𝑦, 𝑇𝑦) − 𝑑 (𝐴, 𝐵)) ;

(96)

that is,𝑇 is generalized almost (𝜑, 𝜃)
𝛼
-contraction.Therefore,

all hypotheses of Theorem 13 are satisfied, and the desired
result follows immediately.

Next, below we give an example to illustrate the main
result of Theorem 13.
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Example 30. Consider𝑋 = 𝑅
4 with the metric defined by

𝑑 ((𝑥
1
, 𝑥
2
, 𝑥
3
, 𝑥
4
) , (𝑦
1
, 𝑦
2
, 𝑦
3
, 𝑦
4
))

=
󵄨󵄨󵄨󵄨𝑥1 − 𝑦1

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑥2 − 𝑦2

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑥3 − 𝑦3

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝑥4 − 𝑦4

󵄨󵄨󵄨󵄨

(97)

for all (𝑥
1
, 𝑥
2
, 𝑥
3
, 𝑥
4
), (𝑦
1
, 𝑦
2
, 𝑦
3
, 𝑦
4
) ∈ 𝑅

4. Let 𝐴, 𝐵 ⊂ 𝑋

defined by

𝐴 := {(0, 0,
1

𝑛
,
−1

𝑛
)} ∪ {(0, 0, 0, 0)} ,

𝐵 := {(1, −1,
1

𝑛
,
−1

𝑛
)} ∪ {(1, −1, 0, 0)} .

(98)

Then𝐴 and𝐵 are nonempty closed subsets of𝑋 and𝑑(𝐴, 𝐵) =
2. Moreover 𝐴

0
= 𝐴 and 𝐵

0
= 𝐵. Suppose

𝑑 ((0, 0, 𝑥
1
, 𝑥
2
) , (1, −1, 𝑦

1
, 𝑦
2
)) = 𝑑 (𝐴, 𝐵) = 2,

𝑑 ((0, 0, 𝑥
󸀠

1
, 𝑥
󸀠

2
) , (1, −1, 𝑦

󸀠

1
, 𝑦
󸀠

2
)) = 𝑑 (𝐴, 𝐵) = 2;

(99)

then we get 𝑥
1
= 𝑦
1
, 𝑥
2
= 𝑦
2
and 𝑥󸀠

1
= 𝑦
󸀠

1
, 𝑥
󸀠

2
= 𝑦
󸀠

2
. Hence, the

pair (𝐴, 𝐵) has the 𝑃-𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦. Let 𝑇 : 𝐴 → 𝐵 be a mapping
defined as

𝑇 (0, 0, 𝑥, 𝑦) = (0, 0,
𝑥

2
,
𝑦

2
) (100)

for all (0, 0, 𝑥, 𝑦) ∈ 𝐴. We define the mapping 𝛼 : 𝐴 × 𝐴 →

[0,∞) by

𝛼 (𝑥, 𝑦) = 1 ∀𝑥, 𝑦 ∈ 𝐴. (101)

We can see that 𝑇 is generalized almost (𝜑, 𝜃)
𝛼
-contraction

with 𝜑 ∈ Ψ given by 𝜑(𝑡) = 𝑡/2 for all 𝑡 ≥ 0 and for all 𝜃 ∈
Θ. Furthermore, (0, 0, 0, 0) ∈ 𝐴 is a best proximity point of
mapping 𝑇.

6. Conclusions

We introduce the new class of generalized almost (𝜑, 𝜃)
𝛼

contraction and presented sufficient conditions for proving
the existence and uniqueness of the best proximity point.
Moreover, we also gave some applications and examples to
support our results.
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Abstract
In this paper, we introduce a multi-valued cyclic generalized contraction by
extending the Mizoguchi and Takahashi’s contraction for non-self mappings. We also
establish a best proximity point for such type contraction mappings in the context of
metric spaces. Later, we characterize this result to investigate the existence of best
proximity point theorems in uniformly convex Banach spaces. We state some
illustrative examples to support our main theorems. Our results extend, improve and
enrich some celebrated results in the literature, such as Nadler’s fixed point theorem,
Mizoguchi and Takahashi’s fixed point theorem.
MSC: 41A65; 46B20; 47H09; 47H10

Keywords: best proximity points; multi-valued contraction; cyclic contraction;
MT -function (orR-function)

1 Introduction
It is evident that the fixed point theory is one of the fundamental tools in nonlinear
functional analysis. The celebrated Banach contraction mapping principle [] is the most
known and crucial result in fixed point theory. It says that each contraction in a complete
metric space has a unique fixed point. This theorem not only guarantees the existence and
uniqueness of the fixed point but also shows how to evaluate this point. By virtue of this
fact, the Banach contraction mapping principle has been generalized in many ways over
the years (see e.g., [–]).

Investigation of the existence and uniqueness of a fixed point of non-self mappings is one
of the interesting subjects in fixed point theory. In fact, given nonempty closed subsets
A and B of a complete metric space (X, d), a contraction non-self-mapping T : A → B
does not necessarily yield a fixed point Tx = x. In this case, it is very natural to investigate
whether there is an element x such that d(x, Tx) is minimum. A notion of best proximity
point appears at this point. A point x is called best proximity point of T : A → B if

d(x, Tx) = d(A, B) = inf
{

d(x, y) : x ∈ A and y ∈ B
}

,

where (X, d) is a metric space, and A, B are subsets of X. A best proximity point represents
an optimal approximate solution to the equation Tx = x whenever a non-self-mapping T
has no fixed point. It is clear that a fixed point coincides with a best proximity point if
d(A, B) = . Since a best proximity point reduces to a fixed point if the underlying mapping

©2013 Kumam et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
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is assumed to be self-mappings, the best proximity point theorems are natural generaliza-
tions of the Banach’s contraction principle.

In , Fan [] introduced the notion of a best proximity and established a classical best
approximation theorem. More precisely, if T : A → B is a continuous mapping, then there
exists an element x ∈ A such that d(x, Tx) = d(Tx, A), where A is a nonempty compact con-
vex subset of a Hausdorff locally convex topological vector space B. Subsequently, many
researchers have studied the best proximity point results in many ways (see in [–] and
the references therein).

In the same year, Nadler [] gave a useful lemma about Hausdorff metric. In paper [],
the author also characterized the celebrated Banach fixed point theorem in the context of
multi-valued mappings.

Lemma . (Nadler []) If A, B ∈ CB(X) and a ∈ A, then for each ε > , there exists b ∈ B
such that d(a, b) ≤ H(A, B) + ε.

Theorem . (Nadler []) Let (X, d) be a complete metric space and T : X → CB(X). If
there exists r ∈ [, ) such that

H(Tx, Ty) ≤ rd(x, y), (.)

for all x, y ∈ X, then T has at least one fixed point, that is, there exists z ∈ X such that
z ∈ Tz.

The theory of multi-valued mappings has applications in many areas such as in opti-
mization problem, control theory, differential equations, economics and many branches
in analysis. Due to this fact, a number of authors have focused on the topic and have pub-
lished some interesting fixed point theorems in this frame (see [–] and references
therein). Following this trend, in , Mizoguchi and Takahashi [] proved a generaliza-
tion (Theorem . below) of Theorem .; see Theorem  in Alesina et al. []. Theorem 
is a partial answer of Problem  in Reich []. See also [–].

Theorem . (Mizoguchi and Takahashi []) Let (X, d) be a complete metric space and
T : X → CB(X). Assume that

H(Tx, Ty) ≤ α
(
d(x, y)

)
d(x, y), (.)

for all x, y ∈ X, where α : [,∞) → [, ) is MT -function (or R-function), i.e.,

lim sup
x→t+

α(x) < 

for all t ∈ [,∞). Then T has at least one fixed point, that is, there exists z ∈ X such that
z ∈ Tz.

Remark . In original statement of Mizoguchi and Takahashi [], the domain α is
(,∞). However both are equivalent, because d(x, y) =  implies that H(Tx, Ty) = .

http://www.fixedpointtheoryandapplications.com/content/2013/1/242
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Remark . We obtain that if α : [,∞) → [, ) is a nondecreasing function or a nonin-
creasing function, then α is a MT -function. Therefore, the class of MT -functions is a
rich class, and so this class has been investigated heavily by many authors.

In , Eldred et al. [] claimed that Theorem . is equivalent to Theorem . in the
following sense:

If a mapping T : X → CB(X) satisfies (.), then there exists a nonempty complete subset
M of X satisfying the following:

(i) M is T-invariant, that is, Tx ⊆ M for all x ∈ M,
(ii) T satisfies (.) for all x, y ∈ M.
Very recently, Suzuki [] gave an example which says that Mizoguchi-Takahashi’s fixed

point theorem for multi-valued mappings is a real generalization of Nadler’s result. In his
remarkable paper, Suzuki also gave a very simple proof of Mizoguchi-Takahashi’s theorem.

On the other hand, Kirk-Srinavasan-Veeramani [] introduced the concept of a cyclic
contraction.

Let A and B be two nonempty subsets of a metric space (X, d), and let T : A ∪ B → A ∪ B
be a mapping. Then T is called a cyclic map if T(A) ⊆ B and T(B) ⊆ A. In addition, if T is
a contraction, then T is called cyclic contraction.

The authors [] give a characterization of Banach contraction mapping principle in
complete metric spaces. After this initial paper, a number of papers has appeared on the
topic in literature (see, e.g., [–]).

In this paper, we introduce the notion of a generalized multi-valued cyclic contraction
pair, which is an extension of Mizoguchi-Takahashi’s contraction mappings for non-self
version and establish a best proximity point of such mappings in metric spaces via prop-
erty UC∗ due to Sintunavarat and Kumam []. Further, by applying the main results, we
investigate best proximity point theorems in a uniformly convex Banach space. We also
give some illustrative examples, which support our main results. Our results generalize,
improve and enrich some well-known results in literature.

2 Preliminaries
In this section, we recall some basic definitions and elementary results in literature.
Throughout this paper, we denote by N the set of all positive integers, by R the set of
all real numbers and by R+ the set of all nonnegative real numbers. We denote by CB(X)
the class of all nonempty closed bounded subsets of a metric space (X, d). The Hausdorff
metric induced by d on CB(X) is given by

H(A, B) = max
{
sup
a∈A

d(a, B), sup
b∈B

d(b, A)
}

,

for every A, B ∈ CB(X), where d(a, B) = inf{d(a, b) : b ∈ B} is the distance from a to B ⊆ X.

Remark . The following properties of the Hausdorff metric induced by d are well
known:

(i) H is a metric on CB(X).
(ii) If A, B ∈ CB(X) and q >  is given, then for every a ∈ A, there exists b ∈ B such that

d(a, b) ≤ qH(A, B).

http://www.fixedpointtheoryandapplications.com/content/2013/1/242
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Definition . Let A and B be nonempty subsets of a metric space (X, d) and let T : A →
B be a multi-valued mapping. A point x ∈ A is said to be a best proximity point of a multi-
valued mapping T if it satisfies the condition that

d(x, Tx) = d(A, B).

We notice that a best proximity point reduces to a fixed point for a multi-valued mapping
if the underlying mapping is a self-mapping.

A Banach space X is said to be
(i) strictly convex if the following implication holds for all x, y ∈ X :

‖x‖ = ‖y‖ =  and x 
= y �⇒
∥∥∥∥

x + y


∥∥∥∥ < ;

(ii) uniformly convex if for each ε with  < ε ≤ , there exists δ >  such that the
following implication holds for all x, y ∈ X :

‖x‖ ≤ , ‖y‖ ≤  and ‖x – y‖ ≥ ε �⇒
∥∥∥∥

x + y


∥∥∥∥ <  – δ.

It is easy to see that a uniformly convex Banach space X is strictly convex, but the con-
verse is not true.

Definition . [] Let A and B be nonempty subsets of a metric space (X, d). The ordered
pair (A, B) is said to satisfy the property UC if the following holds:

If {xn} and {zn} are sequences in A, and {yn} is a sequence in B such that d(xn, yn) →
d(A, B) and d(zn, yn) → d(A, B), then d(xn, zn) → .

Example . [] The following are examples of a pair of nonempty subsets (A, B) satis-
fying the property UC.

(i) Every pair of nonempty subsets A, B of a metric space (X, d) such that d(A, B) = .
(ii) Every pair of nonempty subsets A, B of a uniformly convex Banach space X such

that A is convex.
(iii) Every pair of nonempty subsets A, B of a strictly convex Banach space, where A is

convex and relatively compact and the closure of B is weakly compact.

Definition . [] Let A and B be nonempty subsets of a metric space (X, d). The or-
dered pair (A, B) satisfies the property UC∗ if (A, B) has property UC, and the following
condition holds:

If {xn} and {zn} are sequences in A, and {yn} is a sequence in B satisfying
(i) d(zn, yn) → d(A, B).

(ii) For every ε > , there exists N ∈ N such that

d(xm, yn) ≤ d(A, B) + ε

for all m > n ≥ N ,
then d(xn, zn) → .
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Example . The following are examples of a pair of nonempty subsets (A, B) satisfying
the property UC∗.

(i) Every pair of nonempty subsets A, B of a metric space (X, d) such that d(A, B) = .
(ii) Every pair of nonempty closed subsets A, B of uniformly convex Banach space X

such that A is convex (see Lemma . in []).

3 Best proximity point for multi-valued mapping theorems
In this section, we investigate the existence and convergence of best proximity points for
generalized multi-valued cyclic contraction pairs and obtain some new results on fixed
point theorems for such mappings. We begin by introducing the notion of multi-valued
cyclic contraction.

Definition . Let A and B be nonempty subsets of a metric space X, T : A → B and S :
B → A. The ordered pair (T , S) is said to be a generalized multi-valued cyclic contraction
if there exists a function α : [d(A, B),∞) → [, ) with

lim sup
x→t+

α(x) < 

for each t ∈ [d(A, B),∞) such that

H(Tx, Sy) ≤ α
(
d(x, y)

)
d(x, y) +

(
 – α

(
d(x, y)

))
d(A, B) (.)

for all x ∈ A and y ∈ B.

Note that if (T , S) is a generalized multi-valued cyclic contraction, then (S, T) is also a
generalized multi-valued cyclic contraction. Here, we state the main results of this paper
on the existence of best proximity points for a generalized multi-valued cyclic contraction
pair, which satisfies the property UC∗ in metric spaces.

Theorem . Let A and B be nonempty closed subsets of a complete metric space X such
that (A, B) and (B, A) satisfy the property UC∗. Let T : A → CB(B) and S : B → CB(A). If
(T , S) is a generalized multi-valued cyclic contraction pair, then T has a best proximity
point in A, or S has a best proximity point in B.

Proof We consider two cases separately.
Case . Suppose that d(A, B) = . Define the function β : [d(A, B),∞) → [, ) by

β(t) =
α(t) + 



for t ∈ [d(A, B),∞) = [,∞). Then we obtain that

lim sup
s→t+

β(s) < 

for all t ∈ [,∞).
Now, we will construct the sequence {xn} in X. Let x ∈ A be an arbitrary point. Since

Tx ∈ CB(B), we can choose x ∈ Tx. If x = x, we have x ∈ Tx, and then x is a best
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proximity point of T . Also, it follows from (.) with x = x and y = x that Tx = Sx. This
implies that x ∈ Sx. Therefore, x is a best proximity point of S, and we finish the proof.
Otherwise, if x 
= x, by Lemma ., there exists x ∈ Sx such that

d(x, x) ≤ H(Tx, Sx) +
[

 – α(d(x, x))


]
d(x, x)

≤ α
(
d(x, x)

)
d(x, x) +

(
 – α

(
d(x, x)

))
d(A, B)

+
[

 – α(d(x, x))


]
d(x, x)

=
[

 + α(d(x, x))


]
d(x, x)

= β
(
d(x, x)

)
d(x, x).

If x = x, we have x ∈ Sx, and then x is a best proximity point of S. Also, it follows
from (.) with x = x and y = x that Tx = Sx. This implies that x ∈ Tx. Therefore, x is
a best proximity point of T , and we finish the proof. Otherwise, if x 
= x, by Lemma .,
there exists x ∈ Tx such that

d(x, x) ≤ H(Sx, Tx) +
[

 – α(d(x, x))


]
d(x, x)

= H(Tx, Sx) +
[

 – α(d(x, x))


]
d(x, x)

≤ α
(
d(x, x)

)
d(x, x) +

(
 – α

(
d(x, x)

))
d(A, B)

+
[

 – α(d(x, x))


]
d(x, x)

=
[

 + α(d(x, x))


]
d(x, x)

= β
(
d(x, x)

)
d(x, x)

= β
(
d(x, x)

)
d(x, x).

By repeating this process, we can find xn such that

d(xn+, xn+) ≤ β
(
d(xn, xn+)

)
d(xn, xn+) < d(xn, xn+)

for all n ∈N.
Thus, for fixed x ∈ A, we can define a sequence {xn} in X satisfying

xn ∈ Sxn– ⊆ A and xn– ∈ Txn– ⊆ B

such that

d(xn+, xn+) ≤ β
(
d(xn, xn+)

)
d(xn, xn+) < d(xn, xn+)

for n ∈ N. Therefore, {d(xn, xn+)} is a strictly decreasing sequence in R+. So {d(xn, xn+)}
converges to some nonnegative real number ρ . Since lim sups→ρ+ β(s) <  and β(ρ) < ,
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there exist r ∈ [, ) and η >  such that β(s) ≤ r for all s ∈ [ρ,ρ + η]. We can take ν ∈ N

such that

ρ ≤ d(xn, xn+) ≤ ρ + η

for all n ∈N with n ≥ ν . Then since

d(xn+, xn+) ≤ β
(
d(xn, xn+)

)
d(xn, xn+) ≤ rd(xn, xn+)

for n ∈N with n ≥ ν , we have

∞∑

n=

d(xn, xn+) ≤
ν∑

n=

d(xn, xn+) +
∞∑

n=ν

d(xn, xn+) < ∞,

that is, {xn} is a Cauchy sequence. Since X is complete, {xn} converges to some point z ∈ X.
Clearly, the subsequences {xn} and {xn–} converge to the same point z. Since A and B
are closed, we derive that z ∈ A ∩ B. We consider that

d(Tz, z) = lim
n→∞ d(Tz, xn)

≤ lim
n→∞ H(Tz, Sxn–)

≤ lim
n→∞β

(
d(z, xn–)

)
d(z, xn–)

≤ lim
n→∞ d(z, xn–)

= 

= d(A, B).

Hence we get d(z, Tz) = d(A, B). Analogously, we also obtain d(z, Sz) = d(A, B).
Case . We will show that T or S have best proximity points in A and B, respectively,

under the assumption of d(A, B) > . Suppose, to the contrary, that for all a ∈ A, d(a, Ta) >
d(A, B) and for all b′ ∈ B, d(Sb′, b′) > d(A, B).

Next, we define a function β : [d(A, B),∞) → [, ) by

β(t) =
α(t) + 



for all t ∈ [d(A, B),∞). So we derive lim supx→t+ β(x) <  and α(t) < β(t) for all t ∈
[d(A, B),∞).

For each a ∈ A and b ∈ Ta, we have

d(A, B) < d(a, Ta) ≤ d(a, b).

Therefore,

[
β
(
d(a, b)

)
– α

(
d(a, b)

)]
d(A, B) <

[
β
(
d(a, b)

)
– α

(
d(a, b)

)]
d(a, b),
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and then we get

α
(
d(a, b)

)
d(a, b) +

(
 – α

(
d(a, b)

))
d(A, B)

< β
(
d(a, b)

)
d(a, b) +

(
 – β

(
d(a, b)

))
d(A, B). (.)

Since (T , S) is a generalized multi-valued cyclic contraction pair, by (.), we conclude

H(Ta, Sb) ≤ α
(
d(a, b)

)
d(a, b) +

(
 – α

(
d(a, b)

))
d(A, B)

< β
(
d(a, b)

)
d(a, b) +

(
 – β

(
d(a, b)

))
d(A, B) (.)

for all a ∈ A and b ∈ Ta.
Similarly, we obtain that for each b′ ∈ B and a′ ∈ Sb′, we have

H
(
Ta′, Sb′) < β

(
d
(
a′, b′))d

(
a′, b′) +

(
 – β

(
d
(
a′, b′)))d(A, B). (.)

Next, we will construct the sequence {xn} in A ∪ B. Let x be an arbitrary point in A and
x ∈ Tx ⊆ B. From (.), there exists x ∈ Sx ⊆ A such that

d(x, x) < β
(
d(x, x)

)
d(x, x) +

(
 – β

(
d(x, x)

))
d(A, B). (.)

Since x ∈ B and x ∈ Sx, from (.), we can find x ∈ Tx such that

d(x, x) < β
(
d(x, x)

)
d(x, x) +

(
 – β

(
d(x, x)

))
d(A, B). (.)

Analogously, we can define the sequence {xn} in A ∪ B such that

xn– ∈ Txn–, xn ∈ Sxn–

and

d(xn, xn+) < β
(
d(xn–, xn)

)
d(xn–, xn) +

(
 – β

(
d(xn–, xn)

))
d(A, B) (.)

for all n ∈N. Since β(d(xn–, xn)) <  and d(A, B) < d(xn–, xn) for all n ∈N, we get

d(xn, xn+) < β
(
d(xn–, xn)

)
d(xn–, xn) +

(
 – β

(
d(xn–, xn)

))
d(xn–, xn)

= d(xn–, xn) (.)

for all n ∈ N. Therefore, {d(xn–, xn)} is a strictly decreasing sequence in R+ and bounded
below. So the sequence {d(xn–, xn)} converges to some nonnegative real number d. Since
lim supx→d+ β(x) <  and β(d) < , there exist d ∈ [, ) and ε >  such that β(s) ≤ d for
all s ∈ [d, d + ε]. Now, we can take N ∈N such that

d ≤ d(xn–, xn) ≤ d + ε
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for all n ≥ N. From (.), we have

d(xn, xn+) < dd(xn–, xn) + ( – d)d(A, B) (.)

for all n ≥ N. By the same consideration, we obtain

d(A, B) < d(xn, xn+) < dn–N
 d(xN , xN+) +

(
 – dn–N


)
d(A, B) (.)

for all n ≥ N. Since d ∈ [, ), we get

lim
n→∞ d(xn, xn+) = d(A, B). (.)

From (.), we conclude that

lim
n→∞ d(xn, xn+) = d(A, B), (.)

and

lim
n→∞ d(xn+, xn+) = d(A, B). (.)

Since {xn} and {xn+} are two sequences in A, and {xn+} is sequence in B with (A, B)
satisfies the property UC∗, we derive that

lim
n→∞ d(xn, xn+) = . (.)

Since (B, A) satisfies the property UC∗, and by (.), we find that

lim
n→∞ d(xn–, xn+) = . (.)

Next, we show that for each ε > , there exists N ∈ N such that for all m > n ≥ N , we
have

d(xm, xn+) ≤ d(A, B) + ε. (.)

Suppose, to the contrary, that there exists ε >  such that for each k ≥ , there is mk >
nk ≥ k such that

d(xmk , xnk +) > d(A, B) + ε. (.)

Further, corresponding to nk , we can choose mk in such a way that it is the smallest integer
with mk > nk ≥ k satisfying (.). Then we have

d(xmk , xnk +) > d(A, B) + ε (.)

and

d(x(mk –), xnk +) ≤ d(A, B) + ε. (.)
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From (.), (.) and the triangle inequality, we have

d(A, B) + ε < d(xmk , xnk +)

≤ d(xmk , x(mk –)) + d(x(mk –), xnk +)

≤ d(xmk , x(mk –)) + d(A, B) + ε. (.)

Using the fact that limk→∞ d(xmk , x(mk –)) = . Letting k → ∞ in (.), we have

lim
k→∞

d(xmk , xnk +) = d(A, B) + ε. (.)

From (.), (.) and (T , S) is a generalized multi-valued cyclic contraction pair, we get

d(xmk , xnk +) ≤ d(xmk , xmk +) + d(xmk +, xnk +) + d(xnk +, xnk +)

< d(xmk , xmk +) + d(xmk +, xnk +) + d(xnk +, xnk +)

≤ d(xmk , xmk +) + d(xnk +, xnk +) + α
(
d(xmk , xnk +)

)
d(xmk , xnk +)

+
(
 – α

(
d(xmk , xnk +)

))
d(A, B)

< d(xmk , xmk +) + d(xnk +, xnk +) + β
(
d(xmk , xnk +)

)
d(xmk , xnk +)

+
(
 – β

(
d(xmk , xnk +)

))
d(A, B)

≤ d(xmk , xmk +) + d(xnk +, xnk +) + dd(xmk , xnk +)

+ ( – d)d(A, B). (.)

Letting k → ∞ in (.) and using (.), (.) and (.), we have

d(A, B) + ε ≤ d
(
d(A, B) + ε

)
+ ( – d)d(A, B) = d(A, B) + dε,

which is a contradiction. Therefore, (.) holds.
Since (.) and (.) hold, by using property UC∗ of (A, B), we have d(xn, xm) → .

Therefore, {xn} is a Cauchy sequence. By the completeness of X and since A is closed, we
get

lim
n→∞ xn = p (.)

for some p ∈ A = A. But

d(A, B) ≤ d(p, xn–)

≤ d(p, xn) + d(xn, xn–)

for all n ∈N. From (.) and (.),

lim
n→∞ d(p, xn–) = d(A, B). (.)
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Since

d(A, B) < d(xn, Tp)

≤ H(Sxn–, Tp)

= H(Tp, Sxn–)

≤ α
(
d(p, xn–)

)
d(p, xn–) +

(
 – d(p, xn–)

)
d(A, B)

≤ d(p, xn–) (.)

for all n ∈N. By (.) and (.), we get

d(p, Tp) = d(A, B). (.)

In a similar mode, we can conclude that the sequence {xn–} is a Cauchy sequence in B.
Since X is complete, and since B is closed, we have

lim
n→∞ xn– = q (.)

for some q ∈ B = B. Since

d(A, B) ≤ d(xn, q)

≤ d(xn, xn–) + d(xn–, q)

for all n ∈N. It follows from (.) and (.) that

lim
n→∞ d(xn, q) = d(A, B). (.)

Since

d(A, B) < d(Sq, xn+)

≤ H(Sq, Txn)

= H(Txn, Sq)

≤ α
(
d(xn, q)

)
d(xn, q) +

(
 – d(xn, q)

)
d(A, B)

≤ d(xn, q) (.)

for all n ∈N, then by (.) and (.), we have

d(q, Sq) = d(A, B). (.)

From (.) and (.), we have a contradiction. Therefore, T has a best proximity point
in A or S has a best proximity point in B. This completes the proof. �

Remark . If d(A, B) = , then Theorem . yields existence of a fixed point in A ∩ B
of two multi-valued non-self mappings S and T . Moreover, if A = B = X and T = S, then
Theorem . reduces to Mizoguchi-Takahashi’s fixed point theorem [].
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Note that every pair of nonempty closed subsets A, B of a uniformly convex Banach
space such that A is convex satisfies the property UC∗. Therefore, we obtain the following
corollary.

Corollary . Let A and B be nonempty closed convex subsets of a uniformly convex Ba-
nach space X, T : A → CB(B) and S : B → CB(A). If (T , S) is a generalized multi-valued
cyclic contraction pair, then T has a best proximity point in A or S has a best proximity
point in B.

Next, we give some illustrative examples of Corollary ..

Example . Consider the uniformly convex Banach space X = R with Euclidean norm.
Let A = [, ] and B = [–, –]. Then A and B are nonempty closed and convex subsets of
X and d(A, B) = . Since A and B are convex, we have (A, B) and (B, A) satisfy the property
UC∗.

Let T : A → CB(B) and S : B → CB(A) be defined as

Tx =
[

–x – 


, –
]

for all x ∈ A and

Sy =
[

,
–y + 



]

for all y ∈ B.
Let α : [d(A, B),∞) → [, ) be defined by α(t) = 

 for all t ∈ [d(A, B),∞) = [,∞). Next,
we show that (T , S) is a generalized multi-valued cyclic contraction pair with α(t) = 

 for
all t ∈ [,∞).

For each x ∈ A and y ∈ B, we have

H(Tx, Sy) = H
([

–x – 


, –
]

,
[

,
–y + 



])

≤
∣∣∣∣

(
–x – 



)
–

(
–y + 



)∣∣∣∣

=
∣∣∣∣
–x + y – 



∣∣∣∣

≤ 

|x – y| + 

=



d(x, y) +



d(A, B)

= α
(
d(x, y)

)
d(x, y) +

(
 – α

(
d(x, y)

))
d(A, B).

Therefore, all assumptions of Corollary . are satisfied, and then T has a best proximity
point in A, that is, a point x = . Moreover, S also has a best proximity point in B, that is,
a point y = –.

http://www.fixedpointtheoryandapplications.com/content/2013/1/242
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Example . Consider the uniformly convex Banach space X = R
 with Euclidean norm.

Let

A :=
{

(, x) : x ≥ 
}

and

B =
{

(, y) : y ≥ 
}

.

Then A and B are nonempty closed and convex subsets of X and d(A, B) = . Since A and
B are convex, we have (A, B) and (B, A) satisfy the property UC∗.

Let T : A → CB(B) and S : B → CB(A) be defined as

T(, x) = {} ×
[

,
x


]

and

S(, y) = {} ×
[

,
y


]

for all x, y ≥ .
Let α : [d(A, B),∞) → [, ) define by α(t) = 

 for all t ∈ [d(A, B),∞) = [,∞). Next,
we show that (T , S) is a generalized multi-valued cyclic contraction pair with mapping
α(t) = 

 for all t ∈ [,∞).
For each (, x) ∈ A and (, y) ∈ B, we have

H
(
T(, x), S(, y)

)
= H

(
{} ×

[
,

x


]
, {} ×

[
,

y


])

=

√

 +
( |x – y|



)

≤ 

(√

 + |x – y|) + 

=



d
(
(, x), (, y)

)
+




d(A, B)

= α
(
d
(
(, x), (, y)

))
d
(
(, x), (, y)

)
+

(
 – α

(
d
(
(, x), (, y)

)))
d(A, B).

Therefore, all assumptions of Corollary . are satisfied, and then T has a best proximity
point in A that is a point (, ). Furthermore, S also has a best proximity point in B that is
a point (, ).

Open problems
• In Theorem ., can we replace the property UC∗ by a more general property?
• In Theorem ., can we drop the property UC∗?
• Can we extend the result in this paper to another spaces?

http://www.fixedpointtheoryandapplications.com/content/2013/1/242
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Abstract
First we introduce new concepts of contraction mappings, then we establish certain
best proximity point theorems for such kind of mappings in metric spaces. Finally, as
consequences of these results, we deduce best proximity point theorems in metric
spaces endowed with a graph and in partially ordered metric spaces. Moreover, we
present an example and some fixed point results to illustrate the usability of the
obtained theorems.
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1 Introduction
A wide variety of problems arising in different areas of pure and applied mathematics, such
as difference and differential equations, discrete and continuous dynamic systems, and
variational analysis, can be modeled as fixed point equations of the form x = Tx. There-
fore, fixed point theory plays a crucial role for solving equations of above kind, whose
solutions are the fixed points of the mapping T : X → X, where X is a nonempty set. Ar-
eas of potential applications of this theory include physics, economics, and engineering in
dealing with the study of equilibrium points (which are fixed points of certain mappings).
On the other hand, if T is a nonself-mapping, the above fixed point equation could have
no solutions and, in this case, it is of a certain interest to determine an approximate solu-
tion x that is optimal in the sense that the distance between x and Tx is minimum. In this
context, best proximity point theory is an useful tool in studying such kind of element. We
recall the following concept.

Definition . Let A, B be two nonempty subsets of a metric space (X, d) and T : A → B
be a nonself-mapping. An element x ∈ A such that d(x, Tx) = d(A, B) is a best proximity
point of the nonself-mapping T .

Clearly, if T is a self-mapping, a best proximity point is a fixed point, that is, x = Tx.
From the beginning, best proximity point theory of nonself-mappings has been studied

by many authors; see the pioneering papers of Fan [] and Kirk et al. []. The investigation
of several variants of conditions for the existence of a best proximity point can be found in
[–]. In particular, some significant best proximity point results for multivalued map-
pings are presented in []; see also the references therein.

©2014 Kumam et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
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Inspired and motivated by the above facts, in this paper, we introduce new concepts
of contraction mappings. Then we establish certain best proximity point theorems for
such kind of mappings in metric spaces. As consequences of these results, we deduce best
proximity point theorems in metric spaces endowed with a graph and in partially ordered
metric spaces. Moreover, we present an example and some fixed point results to illustrate
the usability of the obtained theorems.

2 Preliminaries
In this section, we collect some useful definitions and results from fixed point theory.

Samet et al. [] defined the notion of α-admissible mapping as follows.

Definition . ([]) Let α : X × X → [, +∞) be a function. We say that a self-mapping
T : X → X is α-admissible if

x, y ∈ X, α(x, y) ≥  �⇒ α(Tx, Ty) ≥ .

By using this concept, they proved some fixed point results.

Theorem . ([]) Let (X, d) be a complete metric space and T : X → X be an α-
admissible mapping. Assume that the following conditions hold:

(i) for all x, y ∈ X we have

α(x, y)d(Tx, Ty) ≤ ψ
(
d(x, y)

)
, ()

where ψ : [, +∞) → [, +∞) is a nondecreasing function such that
∑+∞

n= ψn(t) < +∞ for each t > ,
(ii) there exists x ∈ X such that α(x, Tx) ≥ ,

(iii) either T is continuous or for any sequence {xn} in X with α(xn, xn+) ≥  for all
n ∈N∪ {} and xn → x as n → +∞, then α(xn, x) ≥  for all n ∈ N∪ {}.

Then T has a fixed point.

Later on, working on these ideas a wide variety of papers appeared in the literature; see
for instance [–]. Finally, we recall that Karapinar et al. [] introduced the notion of
triangular α-admissible mapping as follows.

Definition . ([]) Let α : X ×X → (–∞, +∞) be a function. We say that a self-mapping
T : X → X is triangular α-admissible if

(i) x, y ∈ X, α(x, y) ≥  �⇒ α(Tx, Ty) ≥ ,

(ii) x, y, z ∈ X,

⎧
⎨

⎩
α(x, z) ≥ ,

α(z, y) ≥ 
�⇒ α(x, y) ≥ .

For more details and applications of this line of research, we refer the reader to some
related papers of the authors and others [–].

http://www.fixedpointtheoryandapplications.com/content/2014/1/99
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3 Main results in metric spaces
Let A, B be two nonempty subsets of a metric space (X, d). Following the usual notation,
we put

A :=
{

x ∈ A : d(x, y) = d(A, B), for some y ∈ B
}

,

B :=
{

y ∈ B : d(x, y) = d(A, B), for some x ∈ A
}

.

If A ∩ B �= ∅, then A and B are nonempty. Further, it is interesting to notice that A

and B are contained in the boundaries of A and B, respectively, provided A and B are
closed subsets of a normed linear space such that d(A, B) >  (see []). Also, we will use
the following definition; see [] for more details.

Definition . Let A, B be two nonempty subsets of a metric space (X, d). The pair (A, B)
is said to have the V -property if, for every sequence {yn} of B that satisfies the condition
d(x, yn) → d(x, B) for some x ∈ A, there is y ∈ B such that d(x, y) = d(x, B).

From now on, denote with � the family of all continuous and nondecreasing functions
ψ : [, +∞) × [, +∞) → [, +∞) such that ψ(x, y) =  if and only if x = y = .

Definition . Let A, B be two nonempty subsets of a metric space (X, d) and α : A×A →
[, +∞) be a function. We say that a nonself-mapping T : A → B is triangular α-proximal
admissible if, for all x, y, z, x, x, u, u ∈ A,

(T)

⎧
⎪⎪⎨

⎪⎪⎩

α(x, x) ≥ ,

d(u, Tx) = d(A, B),

d(u, Tx) = d(A, B)

�⇒ α(u, u) ≥ ,

(T)

⎧
⎨

⎩
α(x, z) ≥ ,

α(z, y) ≥ 
�⇒ α(x, y) ≥ .

Definition . Let A, B be two nonempty subsets of a metric space (X, d) and α : A×A →
[, +∞) be a function. We say that a nonself-mapping T : A → B is

(i) a modified α-proximal C-contraction if, for all u, v, x, y ∈ A,
⎧
⎪⎪⎨

⎪⎪⎩

α(x, y) ≥ ,

d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B)

�⇒ d(u, v) ≤ 

(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)
, ()

(ii) an α-proximal C-contraction of type (I) if, for all u, v, x, y ∈ A,
⎧
⎨

⎩
d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B)

�⇒ α(x, y)d(u, v) ≤ 

(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)
,

where  ≤ α(x, y) ≤  for all x, y ∈ A,

http://www.fixedpointtheoryandapplications.com/content/2014/1/99
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(iii) an α-proximal C-contraction of type (II) if, for all u, v, x, y ∈ A,

⎧
⎨

⎩
d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B)

�⇒ (
α(x, y) + �

)d(u,v) ≤ (� + )

 (d(x,v)+d(y,u))–ψ(d(x,v),d(y,u)),

where � > .

Remark . Every α-proximal C-contraction of type (I) and α-proximal C-contraction of
type (II) mappings are modified α-proximal C-contraction mappings.

Now we give our main result.

Theorem . Let A, B be two nonempty subsets of a metric space (X, d) such that A is
complete and A is nonempty. Assume that T : A → B is a continuous modified α-proximal
C-contraction such that the following conditions hold:

(i) T is a triangular α-proximal admissible mapping and T(A) ⊆ B,
(ii) there exist x, x ∈ A such that

d(x, Tx) = d(A, B) and α(x, x) ≥ .

Then T has a best proximity point. Further, the best proximity point is unique if, for every
x, y ∈ A such that d(x, Tx) = d(A, B) = d(y, Ty), we have α(x, y) ≥ .

Proof By (ii) there exist x, x ∈ A such that

d(x, Tx) = d(A, B) and α(x, x) ≥ .

On the other hand, T(A) ⊆ B, then there exists x ∈ A such that

d(x, Tx) = d(A, B).

Now, since T is triangular α-proximal admissible, we have α(x, x) ≥ . Thus

d(x, Tx) = d(A, B) and α(x, x) ≥ .

Since T(A) ⊆ B, there exists x ∈ A such that

d(x, Tx) = d(A, B).

Then we have

d(x, Tx) = d(A, B), d(x, Tx) = d(A, B), α(x, x) ≥ .

Again, since T is triangular α-proximal admissible, we obtain α(x, x) ≥  and hence

d(x, Tx) = d(A, B), α(x, x) ≥ .

http://www.fixedpointtheoryandapplications.com/content/2014/1/99
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By continuing this process, we construct a sequence {xn} such that

⎧
⎪⎪⎨

⎪⎪⎩

α(xn–, xn) ≥ ,

d(xn, Txn–) = d(A, B),

d(xn+, Txn) = d(A, B),

()

for all n ∈N. Now, from () with u = xn, v = xn+, x = xn– and y = xn, we get

d(xn, xn+) ≤ 

(
d(xn–, xn+) + d(xn, xn)

)
– ψ

(
d(xn–, xn+), d(xn, xn)

)

=



d(xn–, xn+) – ψ
(
d(xn–, xn+), 

)

≤ 


d(xn–, xn+)

≤ 

(
d(xn–, xn) + d(xn, xn+)

)
, ()

which implies d(xn, xn+) ≤ d(xn–, xn). It follows that the sequence {dn}, where dn :=
d(xn, xn+), is decreasing and so there exists d ≥  such that dn → d as n → +∞. Then,
taking the limit as n → +∞ in (), we obtain

d ≤ 


lim
n→+∞ d(xn–, xn+) ≤ 


(d + d) = d,

that is,

lim
n→+∞ d(xn–, xn+) = d. ()

Again taking the limit as n → +∞ in (), by () and the continuity of ψ , we get

d ≤ d – ψ(d, ),

and so ψ(d, ) = . Therefore, by the property of ψ , we get d = , that is,

lim
n→+∞ d(xn+, xn) = . ()

Now, we prove that {xn} is a Cauchy sequence. Suppose, to the contrary, that {xn} is not
a Cauchy sequence. Then there are ε >  and sequences {m(k)} and {n(k)} such that for all
positive integers k

n(k) > m(k) > k, d(xn(k), xm(k)) ≥ ε, d(xn(k)–, xm(k)) < ε.

This implies that, for all k ∈N, we have

ε ≤ d(xn(k), xm(k)) ≤ d(xn(k), xn(k)–) + d(xn(k)–, xm(k))

< d(xn(k), xn(k)–) + ε.
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Taking the limit as k → +∞ in the above inequality and using (), we get

lim
k→+∞

d(xn(k), xm(k)) = ε. ()

Again, from

d(xn(k), xm(k)) ≤ d(xm(k), xm(k)+) + d(xm(k)+, xn(k)+) + d(xn(k)+, xn(k))

and

d(xn(k)+, xm(k)+) ≤ d(xm(k), xm(k)+) + d(xm(k), xn(k)) + d(xn(k)+, xn(k)),

taking the limit as k → +∞, by () and () we deduce

lim
k→+∞

d(xn(k)+, xm(k)+) = ε. ()

Similarly, we deduce

lim
k→+∞

d(xn(k), xm(k)+) = ε ()

and

lim
k→+∞

d(xm(k), xn(k)+) = ε. ()

We shall show that

α(xm(k), xn(k)) ≥ , where n(k) > m(k) > k. ()

Since T is a triangular α-proximal admissible mapping and

⎧
⎨

⎩
α(xm(k), xm(k)+) ≥ ,

α(xm(k)+, xm(k)+) ≥ ,

by (T) of Definition ., we have

α(xm(k), xm(k)+) ≥ .

Again, since T is a triangular α-proximal admissible mapping and

⎧
⎨

⎩
α(xm(k), xm(k)+) ≥ ,

α(xm(k)+, xm(k)+) ≥ ,

by (T) of Definition . we have

α(xm(k), xm(k)+) ≥ .

Thus, by continuing this process, we get ().

http://www.fixedpointtheoryandapplications.com/content/2014/1/99
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On the other hand, we know that

⎧
⎨

⎩
d(xm(k)+, Txm(k)) = d(A, B),

d(xn(k)+, Txn(k)) = d(A, B).

Therefore, from () we have

d(xm(k)+, xn(k)+) ≤ 

(
d(xm(k), xn(k)+) + d(xn(k), xm(k)+)

)

– ψ
(
d(xm(k), xn(k)+), d(xn(k), xm(k)+)

)
.

Taking the limit as k → +∞ in the above inequality and using (), (), () and the conti-
nuity of ψ , we get

ε ≤ 


(ε + ε) – ψ(ε, ε)

and hence ψ(ε, ε) = , which leads to the contradiction ε = . Thus, {xn} is a Cauchy se-
quence. Since A is complete, then there is z ∈ A such that xn → z. Now, from

d(xn+, Txn) = d(A, B), for all n ∈N∪ {},

taking the limit as n → +∞, we deduce d(z, Tz) = d(A, B), because of the continuity of T .
Finally we prove the uniqueness of the point x ∈ A such that d(x, Tx) = d(A, B). In-

deed, suppose that there exist x, y ∈ A which are best proximity points, that is, d(x, Tx) =
d(A, B) = d(y, Ty). Since α(x, y) ≥ , we have

d(x, y) ≤ 

(
d(x, y) + d(y, x)

)
– ψ

(
d(x, y), d(y, x)

)

= d(x, y) – ψ
(
d(x, y), d(x, y)

)
,

which implies d(x, y) = , that is, x = y. �

Corollary . Let A, B be two nonempty subsets of a metric space (X, d) such that A is
complete and A is nonempty. Assume that T : A → B is a continuous α-proximal C-
contraction mapping of type (I) or a continuous α-proximal C-contraction mapping of type
(II) such that the following conditions hold:

(i) T is a triangular α-proximal admissible mapping and T(A) ⊆ B,
(ii) there exist x, x ∈ A such that

d(x, Tx) = d(A, B) and α(x, x) ≥ .

Then T has a best proximity point. Further, the best proximity point is unique if, for every
x, y ∈ A such that d(x, Tx) = d(A, B) = d(y, Ty), we have α(x, y) ≥ .

In analogy to the main result but omitting the continuity hypothesis of T , we can state
the following theorem.
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Theorem . Let A, B be two nonempty subsets of a metric space (X, d) such that A is
complete, the pair (A, B) has the V -property and A is nonempty. Assume that T : A → B
is a modified α-proximal C-contraction such that the following conditions hold:

(i) T is a triangular α-proximal admissible mapping and T(A) ⊆ B,
(ii) there exist x, x ∈ A such that

d(x, Tx) = d(A, B) and α(x, x) ≥ ,

(iii) if {xn} is a sequence in A such that α(xn, xn+) ≥  and xn → x ∈ A as n → +∞, then
α(xn, x) ≥  for all n ∈ N∪ {}.

Then T has a best proximity point. Further, the best proximity point is unique if, for every
x, y ∈ A such that d(x, Tx) = d(A, B) = d(y, Ty), we have α(x, y) ≥ .

Proof Following the proof of Theorem ., there exist a Cauchy sequence {xn} ⊆ A and
z ∈ A such that () holds and xn → z as n → +∞. On the other hand, for all n ∈N, we can
write

d(z, B) ≤ d(z, Txn)

≤ d(z, xn+) + d(xn+, Txn)

= d(z, xn+) + d(A, B).

Taking the limit as n → +∞ in the above inequality, we get

lim
n→+∞ d(z, Txn) = d(z, B) = d(A, B). ()

Since the pair (A, B) has the V -property, then there exists w ∈ B such that d(z, w) =
d(A, B) and hence z ∈ A. Moreover, since T(A) ⊆ B, then there exists v ∈ A such that

d(v, Tz) = d(A, B).

Now, by (iii) and (), we have α(xn, z) ≥  and d(xn+, Txn) = d(A, B) for all n ∈N∪{}. Also,
since T is a modified α-proximal C-contraction, we get

d(xn+, v) ≤ 

(
d(xn, v) + d(z, xn+)

)
– ψ

(
d(xn, v), d(z, xn+)

)
.

Taking the limit as n → +∞ in the above inequality, we have

d(z, v) ≤ 


d(z, v) – ψ
(
d(z, v), 

)

which implies, d(z, v) = , that is, v = z. Hence z is a best proximity point of T . The unique-
ness of the best proximity point follows easily proceeding as in Theorem .. �

Next, we use an example to illustrate the efficiency of the new theorem.
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Example . Let X = R be endowed with the usual metric d(x, y) = |x – y|, for all x, y ∈ X.
Consider A = (–∞, –], B = [, +∞) and define T : A → B by

Tx =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

–x + , if x ∈ (–∞, –),

x + , if x ∈ [–, –),

x + , if x ∈ [–, –),

–x + , if x ∈ [–, –),

, if x ∈ [–, –),

ln(|x| + ), if x ∈ [–, –),

–x + |x + ||x + |e–x, if x ∈ [–, –),

, if x ∈ [–, –].

Also, define α : X × X → [, +∞) by

α(x, y) =

⎧
⎨

⎩
, if x, y ∈ [–, –],

 , otherwise,

and ψ : [, +∞) × [, +∞) → [, +∞) by

ψ(s, t) =



(s + t), for all s, t ∈ X.

Clearly, the pair (A, B) has the V -property and d(A, B) = . Now, we have

A =
{

x ∈ A : d(x, y) = d(A, B) = , for some y ∈ B
}

= {–},
B =

{
y ∈ B : d(x, y) = d(A, B) = , for some x ∈ A

}
= {}.

It is immediate to see that T(A) ⊆ B, d(–, T(–)) = d(A, B) =  and α(–, –) ≥ .
Now, let α(x, y) ≥  and α(y, z) ≥ . Therefore, x, y, z ∈ [–, –], that is, α(x, z) ≥ . Also

suppose

⎧
⎪⎪⎨

⎪⎪⎩

α(x, y) ≥ ,

d(u, Tx) = d(A, B) = ,

d(v, Ty) = d(A, B) = ,

then

⎧
⎪⎪⎨

⎪⎪⎩

x, y ∈ [–, –],

d(u, Tx) = ,

d(v, Ty) = .

Hence, u = v = –, that is, α(u, v) ≥ . Further,

d(u, v) =  ≤ 

(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)
,

http://www.fixedpointtheoryandapplications.com/content/2014/1/99
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that is, T is a triangular α-proximal admissible and modified α-proximal C-contraction
mapping. Moreover, if {xn} is a sequence such that α(xn, xn+) ≥  for all n ∈ N ∪ {} and
xn → x as n → +∞, then {xn} ⊆ [–, –] and hence x ∈ [–, –]. Consequently, α(xn, x) ≥ 
for all n ∈N∪ {}. Therefore all the conditions of Theorem . hold for this example and
T has a best proximity point. Here z = – is the best proximity point of T .

We conclude this section with another corollary.

Corollary . Let A, B be two nonempty subsets of a metric space (X, d) such that A is
complete, the pair (A, B) has the V -property and A is nonempty. Assume that T : A → B
is a continuous α-proximal C-contraction mapping of type (I) or a continuous α-proximal
C-contraction mapping of type (II) such that the following conditions hold:

(i) T is a triangular α-proximal admissible mapping and T(A) ⊆ B,
(ii) there exist elements x, x ∈ A such that

d(x, Tx) = d(A, B) and α(x, x) ≥ ,

(iii) if {xn} is a sequence in A such that α(xn, xn+) ≥  and xn → x ∈ A as n → +∞, then
α(xn, x) ≥  for all n ∈ N∪ {}.

Then T has a best proximity point. Further, the best proximity point is unique if, for every
x, y ∈ A such that d(x, Tx) = d(A, B) = d(y, Ty), we have α(x, y) ≥ .

4 Some results in metric spaces endowed with a graph
Consistent with Jachymski [], let (X, d) be a metric space and � denotes the diagonal
of the Cartesian product X × X. Consider a directed graph G such that the set V (G) of its
vertices coincides with X, and the set E(G) of its edges contains all loops, that is, E(G) ⊇ �.
We assume that G has no parallel edges, so we can identify G with the pair (V (G), E(G)).
Moreover, we may treat G as a weighted graph (see [], p.) by assigning to each edge
the distance between its vertices. If x and y are vertices in a graph G, then a path in G from
x to y of length N (N ∈ N) is a sequence {xi}N

i= of N +  vertices such that x = x, xN = y
and (xi–, xi) ∈ E(G) for i = , . . . , N . A graph G is connected if there is a path between any
two vertices. G is weakly connected if G̃ is connected (see for details [, ]).

Recently, some results have appeared providing sufficient conditions for a mapping to
be a Picard operator if (X, d) is endowed with a graph. The first result in this direction was
given by Jachymski [].

Definition . ([]) Let (X, d) be a metric space endowed with a graph G. We say that
a self-mapping T : X → X is a Banach G-contraction or simply a G-contraction if T pre-
serves the edges of G, that is,

for all x, y ∈ X, (x, y) ∈ E(G) �⇒ (Tx, Ty) ∈ E(G)

and T decreases weights of the edges of G in the following way:

∃α ∈ (, ), for all x, y ∈ X, (x, y) ∈ E(G) �⇒ d(Tx, Ty) ≤ αd(x, y).

http://www.fixedpointtheoryandapplications.com/content/2014/1/99
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Definition . Let A, B be two nonempty closed subsets of a metric space (X, d) endowed
with a graph G. We say that a nonself-mapping T : A → B is a G-proximal C-contraction
if, for all u, v, x, y ∈ A,

⎧
⎪⎪⎨

⎪⎪⎩

(x, y) ∈ E(G),

d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B)

�⇒ d(u, v) ≤ 

(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)

and

⎧
⎪⎪⎨

⎪⎪⎩

(x, y) ∈ E(G),

d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B)

�⇒ (u, v) ∈ E(G).

Theorem . Let A, B be two nonempty closed subsets of a metric space (X, d) endowed
with a graph G. Assume that A is complete, A is nonempty and T : A → B is a continuous
G-proximal C-contraction mapping such that the following conditions hold:

(i) T(A) ⊆ B,
(ii) there exist elements x, x ∈ A such that

d(x, Tx) = d(A, B) and (x, x) ∈ E(G),

(iii) for all (x, y) ∈ E(G) and (y, z) ∈ E(G), we have (x, z) ∈ E(G).
Then T has a best proximity point. Further, the best proximity point is unique if, for every
x, y ∈ A such that d(x, Tx) = d(A, B) = d(y, Ty), we have (x, y) ∈ E(G).

Proof Define α : X × X → [, +∞) by

α(x, y) =

⎧
⎨

⎩
, if (x, y) ∈ E(G),

, otherwise.

Firstly we prove that T is a triangular α-proximal admissible mapping. To this aim, assume

⎧
⎪⎪⎨

⎪⎪⎩

α(x, y) ≥ ,

d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B).

Therefore, we have

⎧
⎪⎪⎨

⎪⎪⎩

(x, y) ∈ E(G),

d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B).
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Since T is a G-proximal C-contraction mapping, we get (u, v) ∈ E(G), that is, α(u, v) ≥ 
and

d(u, v) ≤ 

(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)
.

Also, let α(x, z) ≥  and α(z, y) ≥ , then (x, z) ∈ E(G) and (z, y) ∈ E(G). Consequently, from
(iii), we deduce that (x, y) ∈ E(G), that is, α(x, y) ≥ . Thus T is a triangular α-proximal
admissible mapping with T(A) ⊆ B. Moreover, T is a continuous modified α-proximal
C-contraction. From (ii) there exist x, x ∈ A such that d(x, Tx) = d(A, B) and (x, x) ∈
E(G), that is, d(x, Tx) = d(A, B) and α(x, x) ≥ . Hence, all the conditions of Theorem .
are satisfied and T has a unique fixed point. �

Similarly, by using Theorem ., we can prove the following theorem.

Theorem . Let A, B be two nonempty closed subsets of a metric space (X, d) endowed
with a graph G. Assume that A is complete, the pair (A, B) has the V -property and A is
nonempty. Also suppose that T : A → B is a G-proximal C-contraction mapping such that
the following conditions hold:

(i) T(A) ⊆ B,
(ii) there exist elements x, x ∈ A such that

d(x, Tx) = d(A, B) and (x, x) ∈ E(G),

(iii) for all (x, y) ∈ E(G) and (y, z) ∈ E(G), we have (x, z) ∈ E(G),
(iv) if {xn} is a sequence in X such that (xn, xn+) ∈ E(G) for all n ∈N∪ {} and xn → x

as n → +∞, then (xn, x) ∈ E(G) for all n ∈N∪ {}.
Then T has a best proximity point. Further, the best proximity point is unique if, for every
x, y ∈ A such that d(x, Tx) = d(A, B) = d(y, Ty), we have (x, y) ∈ E(G).

5 Some results in partially ordered metric spaces
In recent years, Ran and Reurings [] initiated the study of weaker contraction condi-
tions by considering self-mappings in partially ordered metric space. Further these results
were generalized by many authors; see for instance [, ]. Here we consider some recent
results of Mongkolkeha et al. [] and Sadiq Basha et al. [].

Definition . ([]) Let (X, d,�) be a partially ordered metric space. We say that
a nonself-mapping T : A → B is proximally ordered-preserving if and only if, for all
x, x, u, u ∈ A,

⎧
⎪⎪⎨

⎪⎪⎩

x � x,

d(u, Tx) = d(A, B),

d(u, Tx) = d(A, B)

�⇒ u � u.

Theorem . (Theorem . of []) Let A, B be two nonempty closed subsets of a partially
ordered complete metric space (X, d,�) such that A is nonempty. Assume that T : A → B
satisfies the following conditions:

(i) T is continuous and proximally ordered-preserving such that T(A) ⊆ B,
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(ii) there exist elements x, x ∈ A such that

d(x, Tx) = d(A, B) and x � x,

(iii) for all x, y, u, v ∈ A,

⎧
⎪⎪⎨

⎪⎪⎩

x � y,

d(u, Tx) = d(A, B),

d(y, Ty) = d(A, B)

�⇒ d(u, v) ≤ 

(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)
.

Then T has a best proximity point.

Proof Define α : A × A → [, +∞) by

α(x, y) =

⎧
⎨

⎩
, if x � y,

, otherwise.

Firstly we prove that T is a triangular α-proximal admissible mapping. To this aim, assume

⎧
⎪⎪⎨

⎪⎪⎩

α(x, y) ≥ ,

d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B).

Therefore, we have
⎧
⎪⎪⎨

⎪⎪⎩

x � y,

d(u, Tx) = d(A, B),

d(v, Ty) = d(A, B).

Now, since T is proximally ordered-preserving, then u � v, that is, α(u, v) ≥ . Conse-
quently, condition (T) of Definition . holds. Also, assume

⎧
⎨

⎩
α(x, z) ≥ ,

α(z, y) ≥ ,

so that
{ x � z,

z � y, and consequently x � y, that is, α(x, y) ≥ . Hence, condition (T) of Defi-
nition . holds. Further, by (ii) we have

d(x, Tx) = d(A, B) and α(x, x) ≥ .

Moreover, from (iii) we get

⎧
⎪⎪⎨

⎪⎪⎩

α(x, y) ≥ ,

d(u, Tx) = d(A, B),

d(y, Ty) = d(A, B)

�⇒ d(u, v) ≤ 

(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)
.

Thus all the conditions of Theorem . hold and T has a best proximity point. �

http://www.fixedpointtheoryandapplications.com/content/2014/1/99
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Similarly, omitting the continuity hypothesis of T , we can give the following result.

Theorem . (see Theorem . of []) Let A, B be two nonempty closed subsets of a
partially ordered complete metric space (X, d,�) such that A is nonempty and the pair
(A, B) has the V -property. Assume that T : A → B satisfies the following conditions:

(i) T is proximally ordered-preserving such that T(A) ⊆ B,
(ii) there exist elements x, x ∈ A such that

d(x, Tx) = d(A, B) and x � x,

(iii) for all x, y, u, v ∈ A,

⎧
⎪⎪⎨

⎪⎪⎩

x � y,

d(u, Tx) = d(A, B),

d(y, Ty) = d(A, B)

�⇒ d(u, v) ≤ 

(
d(x, v) + d(y, u)

)
– ψ

(
d(x, v), d(y, u)

)
,

(iv) if {xn} is an increasing sequence in A converging to x ∈ A, then xn � x for all n ∈N.
Then T has a best proximity point.

6 Application to fixed point theorems
In this section we briefly collect some fixed point results which are consequences of the
results presented in the main section. Stated precisely, from Theorem ., we obtain the
following theorems.

Theorem . Let (X, d) be a complete metric space. Assume that T : X → X is a continuous
self-mapping satisfying the following conditions:

(i) T is triangular α-admissible,
(ii) there exists x in X such that α(x, Tx) ≥ ,

(iii) for all x, y ∈ X ,

α(x, y)d(Tx, Ty) ≤ 

(
d(x, Ty) + d(y, Tx)

)
– ψ

(
d(x, Ty), d(y, Tx)

)
.

Then T has a fixed point.

Theorem . Let (X, d) be a complete metric space. Assume that T : X → X is a continu-
ous self-mapping satisfying the following conditions:

(i) T is triangular α-admissible,
(ii) there exists x in X such that α(x, Tx) ≥ ,

(iii) for all x, y ∈ X ,

(
α(x, y) + �

)d(Tx,Ty) ≤ (� + )

 (d(x,Ty)+d(y,Tx))–ψ(d(x,Ty),d(y,Tx)),

where � > .
Then T has a fixed point.

Analogously, from Theorem ., we obtain the following theorems, which do not require
the continuity of T .

http://www.fixedpointtheoryandapplications.com/content/2014/1/99
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Theorem . Let (X, d) be a complete metric space. Assume that T : X → X is a self-
mapping satisfying the following conditions:

(i) T is triangular α-admissible,
(ii) there exists x in X such that α(x, Tx) ≥ ,

(iii) for all x, y ∈ X ,

α(x, y)d(Tx, Ty) ≤ 

(
d(x, Ty) + d(y, Tx)

)
– ψ

(
d(x, Ty), d(y, Tx)

)
,

(iv) if {xn} is a sequence in X such that α(xn, xn+) ≥  and xn → x as n → +∞, then
α(xn, x) ≥  for all n ∈ N.

Then T has a fixed point.

Theorem . Let (X, d) be a complete metric space. Assume that T : X → X is a self-
mapping satisfying the following conditions:

(i) T is triangular α-admissible,
(ii) there exists x in X such that α(x, Tx) ≥ ,

(iii) for all x, y ∈ X ,

(
α(x, y) + 

)d(Tx,Ty) ≤ [ 
 (d(x,Ty)+d(y,Tx))–ψ(d(x,Ty),d(y,Tx))],

(iv) if {xn} is a sequence in A such that α(xn, xn+) ≥  and xn → x ∈ A as n → +∞, then
α(xn, x) ≥  for all n ∈ N.

Then T has a fixed point.
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