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Wasandumnmameuaawdaindinasdanaziiadn Ingdnisdsssiis CO2 uazme
WAWIBENITIALIVDILARITWRINUNAUNY Lwrdavaaiasasfuiialwduuunszans (DG)
o o A o ™ o >3 6 a 1 a' a
masfunumdagluszuuiWimsisuninnialuewee laslanzadeislunsdaaslulas
n3a (MG) adnslsfianu mandalwdniasnliadiniaus anUnaIdanaINwnauns, [in
wasouan vliedywianudumiwsasanudswalnglululasnia swidssivinnsdne

A & a v @ A €V e .4 & o

msmuqummmaaszuuamsﬂuimm@ laglswanmydyyidszang taun Ssaunisan
wasaranaasundu (LS-SVM) asestufialwiuuunszaefiasuquld (CDG) wazlnaad
awqule laun snoudlwihdandwlaused (PHEV) lanndnwuszauquatiamanzaslasld
LS-SVM wani1131aaduaad lilfinindsn sl e has1u1Inann1suniiuadanu laaninasng

wuuNa bl

Abstract

Due to the upcoming fossil-fuel shortage, CO2 emission crises, and fast development of
renewable energy resources, the concept of distributed generation (DG) is gaining an important
role in future smart power grid especially in case of microgrid (MG). However, the intermittent
power generations from renewable energy resources such as wind power, cause the large
frequency fluctuation problem in the microgrid. This project intended to study frequency control
of smart microgrid using artificial intelligence techniques i.e. least-squares support vector
machines (LS-SVM). Controllable distributed generation (CDG) and controllable load i.e. plug-in
hybrid electric vehicle (PHEV) is studied and appropriately controlled using LS-SVM. Simulation
results show that the proposed method is able to improve frequency stabilization over the
conventional method.

Keywords: Support vector machines, harmony search algorithm, model predictive control,
microgrid, load frequency control, plug-in hybrid electric vehicle
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L.

aaTmauNanIzNUTaILAsITonasunauny (Renewable Energy Source: RES)
Ietun wnsadnamas lWiannasauas Tueuanud wsen wiesnwszuy wazns
unisvasrad i luszuylulasnia

iievszandunassnsuuunszansiiniuguls (Controllable Distributed Generation: CDG)
FNTUMILEALININANAD BiaININNANTENUTIRANUASIT1BNAINUNAUNY
lunsdiszuululasnia

ileszgndlnaaniuqule ldud sa'lwilauia (PHEV) uazduanuson (HP) uiarh
wwiusmwaansznuiiiiean RES lunsdiveslalasnia

iwoshiaue LS-SVM fniunssenuuumIniuguiwiudniuquuas CDG, PHEV »3a
HP g wsumsviaiissmuanuivesszuylulammsafivsznaudisunssnona s
NAULNULANE TR

LﬁammaauLLa:szqmﬁmﬁmmmmaoﬁuvg@ (windiaasvalulasnia) uazionring
(Fyanmmuguradlulasnia) dmsudmnuquanuizeslulasnia laglddasuaidn
wasanniaasuatu (Least-Squares Support Vector Machine: LS-SVM)
Lﬁaw”@mﬁ%msﬁm%'u@T’amuquLaﬁmmwmmﬁvluiﬂm%hsfl,ﬂi” LS-SVM Gssunn
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unn 1

N

11 anudrdnuaziinnvasdym

Taguiululasnia (microgrid: MG) masldsuanuauls iilasnnnsfindusasundsing
waaunauny (renewable energy sources: RES) uazia3asriufialwsihuounszane (distributed
generation: DG) lulainia da szuulassdnslniidifidsznaudioeIasiuialniuuy
nszae Tnam uazgunsalazaunaasnlusi (energy storage system: ESS) dsusasluzud 1.1
Talasnsamunandifiumslaniusunsderuniavzeins i wiausndeanannszuuluin
fas [1] Tasdn@szunaiuguuazuaaswa (control and monitoring system: CMS) azvinwind
muguiusugasznitmaslwiniauazlnaaluszunlalasnia  egrelsfiaw titasen
Mas IR ARAR I INURSIT B NAINUNAUNY LT% WAIINUAN uazWFIULEIaAad Sanalal
aaLawe m’m"[&iau@‘mzwj'mﬂfﬁwﬁmLLa:I%a@ﬁﬂmﬁ@ﬁmmmnmdwaammﬁlmzuﬂm
lasn3a [2, 3]

iaudTymii Safnsuszgndlelalasimeslust (microturbing: MT) Sslasdn@vinanlsd
weseiasliinlilvan udlunsdtlulasnia swsashandszgndlfiduunasinomaslnsih
a39muqulet (controllable active power source) [2] wananndt ESS fsmunsadszgndldidior
wwhosmwerwiluszuululasnia [4] Tas ESS vawmdrsgunsaldiannsefindriasuaziinm
aauanansa aaviu ESS feanuuvaghsminzauissusaauquazuulifiaiosnwld dao
msgauaziewasnuateriudiviula [4] ielinwiuunil Inaaasuquls (controllable load) vw
solwihuanawlausas (plug-in hybrid electric vehicle: PHEV) wazifuanasau (heat pump: HP)
gnihanlfideuiTymnsundsvasanadlululasnia [3] agralsfiena danauqu (controller)
lusuisumaniteanuuuleslswiiinasasd (fixed parameter) fgavnsuidon deludud
defeldidmuaufieanuuuiniuazaansaniugumsunisasnnuifigaremiug 16

waviudszanammaiadissmwenudlululasniawlafigarisnunais 9 gariau
Amauaridwwasaanaasundu (least squares support vector maching: LS-SVM) #a35n@as
wits Taolunsdiil LS-SUM  vimsiniidudarasuquinduduuunimunzan (N-stage optimal
controller) eislsigniiamal [9-10] LS-SVM wamnanann SYM wuuadidy dszdnsniwwas LS-
SUM Fanitandt SYM unuanda lwSesmsdmwimiiie mIgiimdinan i uazd
dszinfamgs [11] agnslsfiann mafenmndinaiiimanzanas LS-SYM gaduizesunn
midanwinfiaasues LS-SYM fuadedszaniniwnisrcuues LS-SYM adrsunn e
witTymail A5mawndnanzaw (optimization technique) dnsumdrnunzanvainnfines

va49 LS-SVM Fsiianudan



Tassm33suil azvhnisszgndle LS-SVM Amednmanzandasisnguannna (particle
swarm optimization: PSO) [12] wlavhiafissamanufiluszunlalasnia lunsnuni doyald
seusivnuanouauessasszunilaszunfiFesunou (disturbances) usiinaziidayadidon
(redundant data) agjluwamauauawaos:uumaamﬁagaﬁa%ﬁu ﬁagasgﬂéﬁaummﬂﬁgﬂ
?5'@Lﬁiﬂ@sJé’@hﬁ&ﬁas:uuﬁ’]é’aﬁ)zrﬁﬁgﬁ’mamq:msﬁ (steady-state) %‘%mfiawamuaumgn%’n
satns (sampled) dretsnaiisuann g dayasdoui uanandnarhlaauszinsniwues
wousiaasiisaw (trained model) wsr definarinlinissenuaznanaseulfianuwiududneas
[13] Lﬁaﬁw"'@iagasgﬁsﬁaumﬂm%gawﬂauma"n'i F9lrniriaanumilansznitsurnis
(measurement of similarity among samples) anfdadayafinionduunnindadiianasls
wundraasmamugu LS-SYM Ssgnaeudreminiiaes LS-SYM fmanzaauasdayasazmie
fyrmaruauues LS-SVM ﬁ’]ll’]iﬂLl]ﬁlEl%(ﬂ’]&lL’]ﬂ’]‘i]%d@l’]&lﬁg@]ﬁ’]d']u@hdG] LAZNNITLNIUA
WANEIINY

seuvlulasnsanimsansilulasimsisei ugadszUn L1 Ysznaudae ta3esiniila
Wi Gimasgauamiasnisuda 20 MW, uwnassramadiwirannasauavauia 3 MW, Tnaa
wa 17 MW, sFuanuensmwa 1.62 MW, unssinoringswinannsssnuwussandiagauwa 800
KW uazngusalwiuuulauiaama 2.38 MW laslildsunsunaniiaaesirnasmsinuszuy
uaziFnissiane 3uUn 1.2 LLa@amzumauI@aagﬂmaﬁ%ms LS-SVM gmsunisviafissnin
anwiwedlulasniafitiuamue FEmshiaueysznaudosasduanu A duiinis massredeya
fwsurau uazdufizes mmau LS-SYM unudaSadn (heuristic training of LS-SVM) [10]
eazBuariudnfsiunsseuuuudiiadn (heuristic training) vas LS-SYM légniiauelu
[10]

1.2 numwudsefiiieados

[BN]
Aa v A A v o

nuIssAnTesdwinlasinyise ‘mauafissnwanaivasszuumninlulasnia
Fpdrauaisnnasannmasundy’ awsndunnldidugedn e maviiaissniwanud
passzuy lulasnia uasiaauaisannaianinaasuadu

1.2.1 mavuaizsnmwanaiizasszuulalasnia

Jong-Yul Kim wazaaiz [4] léviniane duaaumsniunuiiuiuues EES uazundsdns
awalulas (Micro-sources) iwavinafiosnwlulasniaszninalnuansuondadase (islanded
operation) Tas ESS siwsirdieruquanuduazussdunmiondudunisasuqududu (primary
control) uaza1niis msaruquduitaes (secondary control) luszuunissamslulasn3a dudn
nazua lniianvinavas ESS Tidueud (retums the current power output of the ESS into zero)

MIRINULLIN E]GLL‘]_I‘]_IVL@uWﬁﬂLLﬂZﬂ’ﬁ"ﬁ’manL&lIﬂiﬂ%@] an ﬂl(ﬂy PUa a%ﬂ’ﬁﬂ’lﬂﬂ&lﬁﬁ%ﬁ%ﬂi@] |

141dsunsu PSCAD/EMTDC 'lulasn3adaadns (microgrid pilot plant) awe 120-kW waeszuu
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dnsusaunsivtali

asauadayazrdan
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AsRau
AsEau LS-SVM auduvinafasawlulasnia LS-SVM
Taald PSO é2e™% k-folds cross-validation WUUEBAEA
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wuudixas LS-SVM
druduvinafasmwluiasnia
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mysamsiulasnia (Microgrid management system: MMS) 'lénnwauiuazvinimeseu

anfias sz Baszdy [2] Idiiswanisasnuuusiniuguusstiuaauian (heat pump:
HP) waz PHEV dwsumsaiuquanudluszunlulasniafidursudsiuss danuquaes HP
uaz PHEV ludmglslwlsignanuquidieaamsunisvasnnud lassairadniuguuas HP uas
PHEV «uuvy PID (proportional integral derivative: PID) 4s1dgnaanuuushemsmenmanzay
3T saunna (particle swarm optimization: PSO) uuwanniszasnisainguuuusinniuues
H,/H, (mixed H,/H,)

fnfiar wee Baszde [ lddnauenmisesnuuudinivqudmstlulannaslu
(microturbing: MT) waz8iinInslawwas (electrolyzer: ES) luszuumivquuazszuuusaina
(control and monitoring system: CMS) swnsunsviafssnwanuiluszunlulasnia A4
sa'lwihuuuandw (plug-in hybrid electric vehicles: PHEV) Tas PHEV lagnldlusnugl v
(consumer side) nnszrsalwiwiawiuvas PHEV vinl#iAedyninisunissasanufiosng
juusslululasnia WoutTymdt Ssdnsruaiivsninainufves CMS @8N1TAILAN
madlwiieriwaves MT uaz ES lassassvasdrniuguues MT uaz ES idluunudaivgu Pl
F9ldgnesnuuudeisnisdumeimanzauuundanasiiununszlaa (Shuffled frog leaping
algorithm)  vuwannisvasmInuguuuunIsimualassasiesiuiuees H,/H, (specified-
structure mixed H,/H,)

Divshali uazaasz [5] ldiniane duaaumsarguiraiuuounszatsuasunasingmwe
lulas amsriafissmwaaudasunasinsusad (Voltage source converter: VSC) uunannns
vaslulasnsa luunanwil mgu@aumsmuqmmulmiﬁm%’u VSCs wasszuvazauwadinm
(energy storage system) 1w VSC uuiuguzadlulasnsa laglignsRsannisidenlosms
Aot Fuduuuusiassunulnives VSC vuiugiuues DGS SeldRnsanuaniznuves
WA UT U

Mishra uazamiz [6] ldviniauanmiseanuuusaniuquuazmssamsdsmsunisaanis
donuuanuiivasszuuaaninnsa lulasnIauvuuanlaa (isolated microgrid) dsznaudaems
wwssinofieuguld wazunssirefiniugulalle 1w waseniiad (Solar) an (wind) ta3asriniiia
i (diesel generator) waidaiwas (fuel cell) unssazan’lalasian (hydrogen storage)
uaz uuatae’ MauguuULTINgUs avhmssamsiuuwasisagsdilszinsaw lasnssiy
madaaulinuiuguuasaniue (Stalls) vaslnanuazunsaine lululasnsafiddarnuadas

nswaa (generation rate constraint; GRC) msusumindimaszasdmuquuazludannud fe



Tymmsmdmuzaundlidwsadu msinwnil fuhwinsiegumnnineivesdniugu
lagldmsmannunzauuuumamamsvasuuaiiise (bacterial foraging optimization: BFO) ¢in
inuguudlagldnanms BFO lianudnmanzauaamssuniulululasnia

Yuen uazame [7] léiisuanisaruquadnuiiiinanvanglulasnia (multiple

>

microgrids) s1u3ssitRarsanismslwldmsaauquanud (frequency control reserves: FCRS)

[
o

uazmavilsifddnanmmaassgia sasmadhiwlueata FCR uuiiugusasmsaas
waelulasnia lurhusadoanu léfnmsldanusulalyiinsfesnsnldaniunisaiamad
uanensin leiinmseuquuuunszang wismsmuguuuunngud dmsu FCRS Auszneudas
suNfzTuzaIMITIUTBRanITanIwdnuisasnwanslulanie

Ashabani uaz Mohamed [8] lévnianadunannsniunuuuudangy (flexible control
strategy) dnwsuninidenloansa (grid-connected) wazlulasnsaunuusnlaa (islanded
microgrids) Asfmsusuuzaedvsnmlagldarinsdosawlulasniauuulidwodu tharia
wiwsnwlalasnia Tassefuvessimuquiiiniaue 39ldundeduasusastuaoudssolui
Tuiinite Woﬁ%’ummLﬁaﬂmeﬁan”ums%m\avlﬁgﬂﬁmsmﬁ Tuiiges nsudiaiiosninuaz
Uiz @ntnwgezesszuvlalasniaszniimmudoudunuiuuseriuiiviule 13u n1suenlaa
(islanding) nssiariunda (grid reconnection) uaznmiasundasTnaaumalng dviuaiosniw
Tulasnsauunliidwdaduisgniinens uuudraasneunamesiiudnldgnimmuszgnld
asanuuudviaiosnwlulasnia deifmusdudeunauuundsudale (adaptive back-
stepping: AB) iemsudiadissnwuesynzmalng wazanuasnudesgyimlawingily
sansndaadle (Un-modeled dynamics)

Ketjoy [14] levinaue gauadvasnisdszendladiinga (Mini-grid) drewssnunaunu
(renewable energy) snsumgimidlidIwinldludsamelng szuufiindadszneudas Tsslwih
wasrwnaunuuun'lauia (renewable energy hybrid power plant) snassusadudn (low voltage
grid line) Tnae wazszuudamawassn (ENergy management system: EMS) luiininasuasdisin
Saluawiseiidunuuszun 1 wa Sefidaalwiadindy 10 Aladad wazszun 3 e Sod
fasluihdnd 30 Aladad lFnuszuuiiinde lignudadudlfidoussdiwasau siaua
midiiiunmyzesguniainan Tad uaztadasvasnans g A5 ldgnadng

1.2.2 Least-squares support vector machines (LS-SVM)

Suykens wazame [11] leviniaunefasunrssnwasaanaasundw (least squares support
vector machines: LS-SVMs) #sifunsusudgsanain SYMS wuuanasgim LS-SYMs Sanwae



asronulasetnennsida (regularization  networks) waznszuaunisinngeu (Gaussian
processes) fiduwnldasunsanuiiswuuuusssumaszninsuundiaas LS-SYM dunanms
dmsunalganuiuune (imposing sparseness) uazmsldad@andaanuasnu (robust statistics)
nsauuwIfaldsunsreainduaunisiSouindgaen (unsupervised leaming) drenns
Aasanmaiianezd PCA uaz Wariduiaasiua (kemel) wiounuidudymninisdrnasunungy
e (one-class modelling problem) suiifisinlgmsmuadwnasaraniaafundulusasisu
sunnulwidnsunisinaei kemnel PCA waz kemel CCA wananit wanmszas LS-SVM 'léd
smiulassthefadudn g (recurrent networks) uazmsaiugy

Suykens uazamz [9] 1diaua LS-SYM éwsumsmvquitmanzauvesszuylaiFodu
(nonlinear systems) Tusuasailavinmsiasandmuauleundusameaffuunlasayszam
uazuuuiFadu Tymlagnimualdudgmnisaivquitmunzaunuy N s (N-stage
optimal control problem) USadanuz (State space) dwiu LS-SVM legnudas (mapped) ‘lu
dud3pfidufiunis (action space) drasuvasdynlagnrililianwmzianz (Characterized)
shogavasaumsliidudsdu mafvuanans g maden Tidudenlavesiyninmei
manzauigaldgnimueduan wiandumgudmsuadosawlunud (local stability) 1wisnns
aquuuy LS-SVM wamsdraasldiinisdansaldmsu SYM uouldWedduinasinauuuiaidoa
wéw (radial basis function kemel) daduasmsaanaudae LS-SVM e siulufismwonuastuson
(hidden units) fiazdasinmuasndmiudaniugu usslidgudnarsneedasimuadmiuimd
Fowaasiua (Gaussian kemels) wlauszgndldiuanizwaimes (Mercer's condition) wanms#
VL@TQﬂaﬁmﬂwgﬂu@TmLaﬁmmw waznsdeay (fracing) damnn TwnIdIatamIunisdunas
inverted pendulum Afisdissmwluiufiyagarie uasGamuilym swiuszugnusauazamn
(ball and heam system)

asanwal uaz 8aszty [10] ldwuaua LS-SVM éwiumsesnuuudiningumniag
wulSudaldvasmaraundrnuuininlagldasiafesna (Superconducting magnetic energy
storage: SMES) luaudsuil miseuuaznmasay LS-SVMs VL@TgﬂW”@um@T’mmzumaummau
wuuF¥iwdn (heuristic training) 1uA doyafisnan (redundant data) Iugedaysdmivsenueas
srunlihidanldlunsdinen aansagnrinliasasldagretaan LS-SYM dmsudaniugu
SMES 'léignaenulasld windimasues LS-SVM fmanzan Gemdununzandisisysaunna
(particle swarm  optimization) uasFeyanaavmiaudr dyyimaiuguues LS-SYM aansa

A o A 4 A \ o ° v &
Lﬂaﬂu@l"l&l?@qfnﬂqumaﬂjzuuqﬂlﬂjﬂﬂuvLﬂ LRSNIITIUNIRNLLAN AN Naﬂqi"ﬂqaadLLa@\ﬁlﬁL'ﬂu')q



LS-SVM dwiudaniugu SMES danuasmudanmssuniunans g oita meldan1iznisiem

nhig WawSsuisunudiniugy SMES uwuuvialy

1.3 Jagiszasdzaslasonisive

1) Whaamamaunansznuzad RES 1dun wndsdromalwianwsinuan wiiou
uasiad uazimasIanas luduanud wsen Ieiesnwizuy wazmaundezasia Wi
vasszuvlulasnia

2) iayszgndunssinsuvunszansiieauguld (controllable distributed generation:
CDG) swmsumsviiadssmmanuansznuiiinnnuassiowasnuywisulunsdtlulasnie

3) auszyndlnamauauld Idud sa'lwilausa (PHEV) wasduanusou (HP) wie
vuafissmunansznuiifiaan RES lunsdluedlalasnia

4) wiovinaue LS-SVM dmsumssanuuumseiuguansusaniuguues CDG, PHEV
wia HP dwmsumavinafosnmauivesszuylalasniefidsznaudsundsdnonsinu
EURHIIEEE o

5) \eanasauuszszymItannuzanvesduna (windineszaslulasnia) ua:
lwina (fyanmeuguueslulasnia) dwsudmauguanuiveslulasnia lagld LS-SVM

6) vlevimurismsdmsuanuauisdssawanuilulasnialasls LS-SVM 45
mmmﬂsqumﬂ%n”uqﬂmtﬁmugﬂﬁﬁﬁ@ﬁu6] lululasnia

1) Wavamnmeauuuinass LS-SVM dwsululasnia Taslddayafidaiivainszuy
TulasnSevasdszinalng
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ARRLAITTWNOTALINLA DS LUT LRSI TRIANANIZRY

lasams3inil ilumadszgndldfaauaiidunesanniaasundu (least-squares support
vector maching: LS-SVM) inevinafiosniwszunlWinias Tasidunisdszandlginenis
UszanoeWang HonmanuastwnesaNLaaILuduIsALINUNITITIZANINAn0Y 8%
naejrasiunesanniaaiuududniunsudinguaznanimannmaidasdunadainyl aiiu
& ] Y & o 3 & o & € A o o
Wam luunfidsysznaueig Wugiudwnasaniaasundu swwaianaasuuTudnsunis
uLiengy dwweaniniaasuadudmiuminanes Arauarituwaiannaaiundu uazludiu
garsazndnfInmmnniineimanzandmivdwnesanniaefundudiudanaiianis

w”ugmm Laz3on Ej' y Ellffﬂ”lﬂ

4" Y 3 6 ~

2.1 Nugmawnasarniaasuaze
fwwasaninasunduduiaTestsFous (maching leaming tasks) Afiaugiuunan
= = o Aaa A [ ' A ' o ' [ < A @

NOBjnISEuNEia [1-4] wilaunulasstnodszamniion ualassasnauand1ons unde ow

6 6 =\ U o p.i a [ q/:, c.i 1 = 2
wamnm@lammulwanmsammmLammﬂmmﬁﬂ%mq@] Tuwnenlassinedseznineuls
%ﬁ'ﬂmsa@mwmﬁmL%aw@aaﬂﬁ@hq@ %’wwa%mnnL@]aﬁm%ummmﬁizﬂqﬂmﬂ%ﬁumu2
yunuda mautanga (classification) uazmsTiazinisnanas (fegression) wiansvlszanm
1 6
AWIn T

s 2.1 MWL
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2.1.1 nnsudengamuwnaraa (linear classification)
nsudinguuuuiadunaznsnisidusiio n1sfouidesdaman (SUpervised
leaming) wudassdasiigaaudonisazanansnsirldudongy (Classify) dayalag 'l daounini
A @ Aoy v o, o & ] A \ ] a v &
Aanvastayafijaduarideyauuatngu (Class) la lunssewieudenguuunidosu aidu
mamszwwiu (yperplane) fisnansaudistoyaluudaznguaanainiu nanmamiszuwiuiiv
danmamwariwgaidu (linear function) Aedasanassznitangulag drlunsdinisutesasngs
sanannuazunudnwung (farget) nguwniladaodr “+1" uaznguaasdanen 1" Geazld
sunsszwiuiinasguns (2.1) Wew Aanieassinin (Weight vector) waz b Aeenluds
(bias) diemautaiauds nmskwaniaas x lag andadinguanunnrildlasunudn x adlu
Y A 1 n:i a J v 1 n:i vV [~ 1 v uq: 1 1 cSI v
aun13 (2.1) usdansandr f(x) Afiadu dreflaiduuinfusasihdeyanuatnguniouazn
duavfiusashdaysiuadngusauazmnivinugudinazfenlddayatuadngulnuild las

ﬁﬂ&ﬂiﬂﬁﬁ]’ﬁﬂﬂﬂﬂﬂmdﬂ@:&lLLlIlIL%GL&%@T&Eﬂﬁ 2.1

f(x)=(wex)+b (21)

2.1.2 mynanamaadw (linear regression)

AtnsvesmInanasiBadudnanniads g mautngudadu wuaaniNeiTulEgu
MANZFUNF ﬁmmmmejTagaﬁl%aauﬁ'mm aagums (2.1) anuuandaszninens
Lmamjml,a:ﬂ’ﬁﬂs:u']mmﬁa fATUNInTH f(X) ﬂ’mmamjm:au‘laLL@iLﬁm@hmmLa:@hauﬁ
a &/ ] & 1 1 6 1 A A a J & A v & 1
Aadnlyinns dawntUsznmawantuazanlad1asiniiaduninue Anugadliiniinig
ﬂs:mmmﬂaﬁ%’umﬂﬂi’mﬁuﬂomjw NINIANITIULABLAENTU Tz U TheN gﬂﬁ 2.2 LRAINNT
UsznnmeWariTusasteyaniofid e £ (slack) Aedraananfanastayailisguuszuin 4

ziduaugainnuRana1aanNNTU Iz theN

f(x)
A

311 2.2 minanauiBaidu
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2.1.3 Wanawimasiua (Kernel function)

anwzidusasTRNasaNIATuNTY AaltWariuwaasiua (Kemel function) vinnisuanl
(mapping) Fayadanmalaidwadulidysnd (dimension w3a space) Agsdwielidayad
snwmnidwdadu ilwisdenmmwaitunalfunuaunisrzwnif lapdSndnaunisun
shosituinafiuafausniduwa (iput space) uszuSadnrudsituinasiuaudrferind
snwaziau (feature  space) 3uf 2.3 usasnnsunidayaluuipddunaldidudayaluylsad

o ' Aaa v A X 02 6 o 6 ' A (2 ' v
aﬂﬂﬂ'mu@%ﬂw@l"ﬂE’N"llﬂaﬂLW&I“II%I@UI%ﬂGﬂ“H%Lﬂﬂ?L%@ ﬁ?%gﬂ“ﬂ 24 Lﬂumamoﬂ’mmﬂmagamn

'
a aaa

ﬂ%nﬂﬁﬁuwwﬁaﬁﬁ%ﬁaga“mmmLn_iamjmmm%uﬁu Tihdwlsnianumelaugasdan

u

a’]w’]smﬁ’]ﬂ’]sl,l,ﬂoﬂzjwl,l,uuL%aLéTu"L@T

9 ¥
msuldoyadag
HafFaunosiua

>
e
e
[ ]
{ L
° [ @
] ®
a_aa ( a A 2
IEGRRNTT ® 3 imane
e

o

UTgidnyazau

H v =) ana v =Y a W@ 1 { r-w-% v J v
31 2.3 ﬂ’mmﬂmagaluﬁmﬂwauwmvl,ﬂLﬂwnagaluﬂmﬂwanwm:muﬁﬁmmaamagammﬂ@ e/l

9 U

WINTULADTLIA
A
2
o(X)=(%,x) "
R,
m m
— =5 000 n u >
3 -2 -1 0 1 2 3 4 5 . . Rl
€“C—-———¢—>» —————— > / o
R, R, R, Py >

Uiniiounn iniidnyazey

=

1 2.4 ﬂ’mmﬂ?j”agamnﬂ%nﬂﬁﬁuwwmﬁ@vl,ﬂLﬂmj”agaluﬂ%nuﬁé’ﬂwmn@'uaaaﬁﬁ

q
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2.1.4 Warigun1sgeyde (10SS function)

Wwergunsgdsiduiiduddylunmaviusestuwaianieesuadudiniuns
nanay @”ﬂgﬁﬁ' 2.9 uazanny 2.1 %aLﬂuﬁuaﬂwaﬂaﬁ{umig@Lﬁmmu ¢ -insensitive, Quadratic
waz Huber

(%)

311 2.5 Waridunsgayde (n) - -insensitive () Quadratic (a) Huber

@13519 2.1 Warunsgaie

HadFumsgapdo aums
. .. 0 for |[f(X)-y|<e
& -Insensitive L (y) = | _ |
|f(x)-y|-¢  otherwise
Quadratic Lyas (F () = y) = (F () = y)?
1
~(f)-y)° for | £ (x) - y| < u
HUber I‘huber ( f (X) - y) = 2
w|f(x)-y| —% otherwise

2.15 wé’nmsamﬂfnmémL%a'[mca%"m‘lﬁ’@i:ﬂqﬂ

JaLduvaItWnaTalIniaaTuNTUAL mﬂ%ﬁﬁ'ﬂmm@mmLﬁﬂol,%ﬂmm%’wlﬁ@:hq@
(structural risk minimization: SRM) [1-4] uazsinazinlduSoudsusulassinolszaniioanls
nanmsaanuFssFanasaslidiga (empirical risk minimization: ERM) 1u#ifiezvaasune

RRNANINIRDINORILVLAIN
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' 6 o A [l ' a A o
1%ﬂ7§ﬂ§$&l']m@]’]ﬂdﬂ“ﬁ%%iaﬂqiuﬂdﬂq&l ﬂi$ﬁ‘ﬂﬁﬂ7W"Ua\1§$UUﬁ']N'ﬁﬂ']@vL@ﬂuzﬂ"lli’]x‘i
A : ad A A v € A o A v ' 2 A9 o ¥
anaipd (1isk) 35ms fe WeseuszuvanldWsigigusunazlsunungudoyadildaouuds 2z
rminaseunudaysdmiunaseula g udhnsannmInaseualIouiisuiudaiaiag

A A a X d o A A v A 1 o
anufianaia (€10 Aifiadu Sadasananlugdvatanuiiesiiuiais (actual risk) daaunns

22)

1
R(@) =[Z]y - f(x a)|dP(x,y) (22)
il R(a) fo FnnuEnIfiurass
f(x,a) fo Werlgudldanmsdszanm
P(X,Y) fa danuiaziuues y Lfial,ﬁmmgmﬁtﬁ X

< =

S‘féﬂum’]mﬂm%aLm”aLs”nvl,aimu’]mjmmmranﬂmaa*’ﬁagaﬁwﬁm{uw@aau I 9
laisansomenuidssiuriasele

Saf3FmanuAssniSundnenuiiasannanaaas (empirical risk) Saifaarnnisin
iagaﬁiﬁﬁm%’uaaummaau NS NN ULEI AT MINAReY IFUNT

Rug (@) =5 21y~ £ (6,,2) 23)

mmé’ww"’uﬁs:wj’mm’mLﬁmﬁl,l,ﬁa‘%o LRZAMULREIIINNNITNAREY URAIAIBRNUNT

R(@) < R (@) + \/(h(log(%/h) +1) - Iog(n/4)j 2.4)

l

ToaziiwinaNuFssNuissazden ldiinarnnuissmnnmmasad Wanaknainig
nilovassunis 24 do ienvastreanuidaiiale (confidence interval) vasszuu 1iia h fo
Fwmdnuinfusasisuwadiad VC (VC Dimension) usz0<n <1
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VOUIUAVOIAI I TE

' A Ay
%QQﬂJWZJ!%@ﬂ@llﬂﬂlﬂxﬁmJ‘U

ANUFLIINAITNAAD

» h

|
|
| 11595 VC
|
|

31 2.6 %ﬁ'ﬂms‘ﬁﬂﬂLLa:msﬁﬂﬁLﬁmm’]mmmLﬂﬁau@‘hq@

A v o ¢ ' A ' A A o
gﬂ“n 2.0 LEAIAMUFUNBTIZHINNAMNLFLIINATNARDS THANMNTada lavaITzuy
yauwavasnuLEss (bound on the risk) uaz U3nd VC [3] Ssaziinldacnataawii nsaa
n:i a 9.4; |A=i o ] n:i a a a c§ 1 v n:i v
mﬂmammomaaﬂ%mq@ ﬁ):agmmmumﬂsgu VC ddanng denansanuii mﬂmagaw&lm
fmiusandumalng SsvhlddnanuiRasaasinladinuianaiaanas waazrilisisana
4 U v t&l § U 1 o
a0 laUaITeUUNINIUY TILFAIINIANNLN IV ITZUUAAR
' A o & & a A AN o ° A = \ oA
We L UN TR AITWNOTALINLADITUNT I ANNLRLIN LHIINNNITHIAINBY 22 TALNEIAILAE
N LN TIZ NN DS OLINLADTLUTIANF19 0L LA ILARUNITLAZ&NNT WIFNITNa8ed Las
A & a ' ~ P’ o A ° o & & a
ANMULREIRTENTINAMNULADIEILATIRT9 FeluniTridiaey SwwasaIntaasuLNTUITNEN LN
n:i a U c?( t;/; n:i n:i =l 1 dl a U 9/:‘;
a@mmLammﬂmomnﬁlmmq@ °nme']msammmLammﬂﬂsaaﬁﬂ%mq@
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2.2 SwwasainiaasunBuwdmsunisutongs

© tnmosannnssvosngu 1

@ Fwnosannmesvasngu 2

Origin

P o & & A o o \ )
EII‘YI 27 SHWWEﬁ@llﬂﬂL@lﬂiLL&l“ﬁuﬁqﬁiﬂﬂqiLLUGﬂq&l

%ﬁ'ﬂmwaasﬁ'wwa{@L'mmail,w%uﬁ'm%'ummmmjm (support vector classification:
o A o & & A o ) . \ o a £

SVC) uaaaaszudl 2.7 [2] swwetaaniaasundudmiunsutinguazainszuiufiniuan 2
szwny (Hy was Hy) \WauLITaYANIRDINgNaBNIINAK WNUMIRTITTINUIAMNBITzINLEEIN
1l usnTasnssnwadlassngUseanisy NMIET N TEWILIAKITANNTAINLADT LU T USRI
MILLINg El,umaﬂmsrﬁazﬁaavlsjﬁiagaLﬁwﬁ'}msm’mmam:muﬁaaaa INBUIIRITEUIUN
%’ﬂms:ﬂ:ﬁ’m}’mmaumnﬁq@ (maximum margin) uasfiadnszwiuasnann AasewuAnEInTy
MIULINFUNLANEFUNF I@mL‘%Uﬂ‘*ﬁagaﬁagjuumam:mmtﬂomjuﬁ’h ‘TwwasaIniaas
(support vector)” annuuazaulaawizdayafidudwneiannaes lasfiahdnneiannaaiaes
iagaLL@iazﬂ&3:m:‘lﬁmuﬁagahmﬁuﬁfuﬁmm

o s v n:idw 1 a U = U 6 o 6 o U va 1Aa a

mmumagamanwmﬂmﬂumaLam:umﬂﬂjﬂamjumasmammmuﬂmagalmﬂmﬂu

& A 3 ¥ a 6 a L2 3 = a .
gotu Walwaunsaltmsianeiuoudaduld lasauns (2.5) fesunisszuwiuiiusasaw

2

& & A o o ' : A A @ & & A
Wﬂi@lL']ﬂL@]aiLLN”ﬁ%ﬁTVﬁUﬂWiLLUGﬂQ&I ¥\ Xi ADTWNDIALINLADT LR K(Xi,X) ﬂﬂﬂqﬁLLNl]

2 v

6 & 6
TANAAILNINTHLADILUA

U

f(x)=sign( = oYK (x;,X)+b) (2.9)
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2.3 ENNOIAINLADSLNTHAIRIUNIIDADNDY

é
’

°
é
/

\ 4
>

;Xl

@ J

U3gioumna UIglanyaze

A a 6 A v a aa a 6 a v
E]J‘YI 28 ﬂ’Ti’JLﬂﬁWZ%ﬂ’ﬁﬂ@mEIULL‘]_I‘]_IVL&IL“EGLﬁuluﬂiﬂu&lﬂ%V!@LLazﬂﬂi’JLﬂi’?:‘ﬁﬂ’ﬁﬂ@mﬂﬂL“ﬁdLﬁ%lu

ﬂ%nﬂﬁé’nwmmiu

lassasnasdwnaiannaasuadudmiunisnanas (SUPPOrt vector regression: SVR)
Lmﬂ@mmnimoa%ﬂwaasﬁ'wwa%mnmaim%uﬁm%’ummﬂomju LL@a§uuﬁ§ﬂﬂw3maaﬂ151°ﬁ
SI?'WWa%mnmmﬁﬁaLﬂmﬁLmumaamjwﬁay}aﬁlﬁm%’uaamﬁmﬁmﬁu
pEnMIMTETWILEuduTsINnasarnae S FuEmSUNMInaney ISuduiinsRauTH
watanaasunudsimatayn {x, ¥}, x e Ry, eRulla N ﬁaaﬁmwﬁagaﬁ'lﬂums
Ansourisnue x, Aanniaaitayaduwa y, Aadayaia1dna o WarFudagu f(x) Al
unuaumsszwufin (yperplane) sasngudayafiinaninseunimuadisans
f(x)={wex)+b (2.6)
¥

\a w fa LINEaTiINnGn

D

D

b fa dluoR

aanwilolianiaes xlag fAezawisadszuimdn vy lalasldauns (2.6) vude
f(x) =¥ newmiaierzwuiiu sondasnssuasdisnneianaasuduladniseanuuulvi

Y] a aa 1l a Qd‘ g = ] a a o 1 % 6 6
ﬂ’mmﬂmagamnﬂmﬂlwau‘vg@"l,ﬂagluﬂmﬂwgammmmwﬂmﬂmnumzmumﬂﬂaﬂﬁumasma
d' [ 6 o a U :j o (% U a v o d' d'
LN LA TR IN I T LTI L F WA NN RN FIATL T UNWR NN TTE W ULAK LA mlugﬂ'ﬂ 2.8 Gauaas
ﬁammLL@m@hﬂuﬂ’]ﬁmﬂ:ﬁmmmasJLLuuvl,aiL‘EaLﬁuluﬂ%gﬁﬁuvgmLLa:mﬁme:ﬁmm@nam
Aa % a Aa v 1 o v 6 v a z:i < L% d'dnn &/ a a
L%aLauluﬂstaﬂumszu msl,m’aﬂl,masmayjaauvg@l,ﬂaw"l,ﬂLﬂumagawumgwuluﬂsgu
anwusdn nunddayadisintuinafinaugasasaunts (2.7) e @ AeWerigunsuay
(mapping function) viuéia x, = K(x;,x;) fildaunisszuiuifinidesnisn whsuiduaunis

28)
K (%, %;) =(®(x,) e d(x;)) 27)
f(x)=(weK(x,x,))+b (2.8)
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Y a A ! v o o A Y ! A
mygfezmuiiu f(x) WWedzinudldlndidoany y figaazdosnidr wuaz bl
wanzaafige nIaiewuivdmiunidraidwneianiaesundudiniuninanay az
Fasandenuamaeienfivensuld GeglugdWargunisgmyide (l0ss function) uaszdwiv
mvhwzaynsaa (time series prediction) fealawWsigunisgadouuy e-insensitive 3] 44
= Q/ £ 6 o .ﬂ' = dl dl a J 1
UANMUFUNUDIAIRNNIT (2.9) wWa L(y, f(X)) a8 anuaa1alanawninaus (m’mu,mﬂma
] A ! A A o . A
529y, wae f(x) lasanunansvadsaunis (2.9) e dianuaaiainfawiasniinie
' o v ' IS 6 ' A A L2 a v A J [
wihiu ¢ Maediuduguduazndudranuamanfonngltnuiusenliinaduld

B for |y, - f(x)|<e
L0, TO0) = ly,—f(x)|-¢  otherwise (29)

f(X) /‘\A

{
4

—&

\ 4

ar 4 4
@ Fnosannmes

X
P a A A o v q o W o
E]J‘YI 29 msms:mumwnmm:amq@mmﬂmmuﬂqmagmm:msm%ummmau

TEwULARTEWITTW ¢ -INSensitive

slumimi:muLﬁw,ﬁaLmumjwﬁagaﬁlﬁlumsﬁﬂaauﬁ'\mm wWadnianuluaiuyasen
ANNARIALARAUNYBNTULS & 1 TN628 Y lATZWIULARANINTIMN Lﬂﬁﬂuma;‘i&lugﬂmaa
PATINNALWLAT AT N A TILN WA TEU VUL ITUI LA NI L @T\agﬂﬁ 2.9 uazianiaes
vostayadMILFanN B UUTTWILNIFBIHITENT ‘Twwatalniaas S'i?aﬁlzl,ﬂum‘”m,mwnaamju
o Al & ad a A = A & A o ~
magawlf’ﬁ’ﬁﬂaaumﬁm lunsdiinism w NARNITRNNFANABNIINIUDIY (norm) NUBENFa
209 w asaums (2.10) lasadmeldiSenlvesuns (2.11) dnadh snidaasRansandaya x

& ' & a ~ v A s 6 6 R~
ninue udluaauilazinonisstayaiidudwnaianniaad x, iu
N T
min = w| (2.10)
w2

yi—<WoK(Xi,Xj)>—b£8 (2 11)
<WoK(xi,xj)>+b—yi£g '
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WaRiansmdrauaaaafenfisanivld ¢ udr FefdasRansmdannida ¢
anuamaadeusasdayafiaguaniniiannsauszmunises Geimuadisdivasdanls &
(slack) luduaewwasmsRinnsanit mimdnsnaasszuiifvezidudsaunis (2.12) eag
meldiieulvasunis (2.13) e C Aedasidwiuquatnanaiadon  (regularization

parameter) ¢ Aadaaiaiafeuvasdayainnauszuiun uaz & Aadraaanfouvastaya

ANVBUITUIVAI
min 2w’ +CX (6 -&) 212)
Y, —<Wo K(xi,xj)>—b£g+e§i
<WoK(xi,xj)>+b—yi£g+e§i* (2.13)
£.8 20

mnganInmdaausasauns (212) molddewlvesunis (2.13) 16 fazanuninm
s:muLﬁuﬁlﬁmuﬂajuiagaﬁl%aauﬁ%ﬁm"lﬁ

maudauns (212) moldidenlveauns (2.13) dudusunswuunaisdauds (dual
problem) nannsfie a31asriguansud (Lagrange function) annaunns (2.12) wazidawlaany
aguns (2.13) TawiAnlusmaesdrgmannswd (Lagrange multipliers) eazld@saunns (2.14)

dla L de Lagrangian uaz n, 1, «, o fo @TaQmmﬂmuﬁfﬁﬁmmnn’jm%awi'lﬁ'uglmﬁ
1 2 4 o & .
L :ZE”W” +Ci§1(§i +¢& )—E(Uifi +1,6;)
—éai(8+§i—yi+<w-K(xi,xj)>+b) (2-14)
i=1
—éa:(g+§i*—yi +<Wo K(xi,xj)>+b)
i=1

nsudzunis (2.14) tlenndnves (w, b, &, &) 21495 Tdsunsurrdsaas (quadratic
programs) Tasmsweywiustes (partial derivatives) vasaums (2.14) sradudsidesmamen
RELR LLé”ﬂﬁ”aumﬁfuﬁmwhﬂ”uguﬁ arlddaaudsaunis (2.15) an® fan uazn lu
uaaapanu EONAaE uaz &

o,L :Z[j(oc.*—oci)zo
i=1

oL =wW-3(a ~)K(x,x,)=0 (2.15)

0.,L=C—a -0 =0

éi(*) i

Warhenlusuns (2.15) unuasluauns (2.14) azldnmsuiaunisiassasninansauassunis
(2.16) melésanly (2.17) wazanauns (2.15) asld 0 =C—a® wazawnsonien w ldas

suns (2.18)
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max — % (0 -a)(e; ~a K 06 X)) =% -+ 2 i )
(2.16)
ﬁj(oci —a;)=0, a;,a, €[0,C] (2.17)
W:i(ai*_ai)K(Xi’Xj) (218)

waztdlounuen w adluauns (2.8) fegldaumssewuifinasaunis (2.19) e x; Aedwwasa
&4 s 6 V& A * A a 1
nnneigiusndala g anduduwesannneildidada (o —o)#0 Fudugafeguuszuy

Aunagasinigd
£00 =3 (& ~a)K(x,%) +b (2.19)

midwImnian b Aanzanazldwannisves KKT (Karush-Kuhn-Tucker) [23-24] &saz'd
sunsEmmIUswamdn b ddaunis (2.20) e x, uaz x, Ae dwweiannaaiieguwszuy

UULRZIZWIUENNEGL

=23 (e ~a)(K (%, %) + KX, X,) 2.20)

= 1 s = byt [ 4 6 = o ot
anunangpasauns (2.20) da drluda b lunsdlvastwwesaniaasuadudmsunisnanas
Aadnludzuastwnatainiaat Saudud1NagdnTInaniTeninazauTEWILURUAZIBLTZWILEN
o & & A o o ad o A oA
sodasnyrnzasdwneiannaaiuufuiwiunminanaslunsdiituzasaigd 210 ey de
1 Aa 6 [ 1 £ 6 6 6':’ %
Adszanmuay y Anees x iuanwmeian swwesaniaas (x,) Lneaiingn (5)

waz dnluss (b) ldvanTuaeunisseudwwaianiaasuutn

Fnwesanaos nmedimiin B, = (a; — )
X, K(X, Xl) ﬁl

K (X, X,)

X

y

o
1©1ANA

K(X,X;)

NNADS OUNA

By 0

alusa

PAIK(X,X,)

Handunosiuauuy RBF

P @ & & A o o
E‘].I‘YI 210 ﬁfﬂﬁ@lUﬂiill“lli’]x‘lsﬁ‘WWEﬁ@llflﬂlﬁlﬂiLL&l“Huﬁ"I%ﬁ_lﬂ"ﬁﬂ@]ﬂﬂﬂ
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= & o 3 6 ~
2.4 AFFUAITHNNDIALINLADI AT
A & @ & & a o & A o o P
sasuassunaianniaasuudn (LS-SVM) wamawuiwaudTgwinmsdiwisiiuin
Anlduszdasmsnihganusiuinassswwesaniaasuadwwuuasay [5] dadues LS-SVM
Aaldnannitdiwimndng lﬁ’m’ﬂuﬂ’ﬁijL"]h%’]ﬁ’]@lﬂ‘].lﬁ’] LLa:ﬁﬂszﬁwﬁmwgo
%ﬁ'ﬂmﬂ@mgﬂmm LS-SVM gwsudszunmewaniaw fa TowWansuiaasiwalNudanag
@ @ ,§' o (%] 1 o a Y < @ H
magalﬂgwu i lwinsdanismidieausuuidaidn annuwld least-squares loss function s
SENULTITouNInaNzaunge I@Uﬁmimﬂﬁ'ﬁﬂﬁayjaﬁlf’ﬁaamﬂwﬁ'wwa{@L'mma{ CRGRRE
AANAIATZAI I TRNAIAINLADTNINUA ﬁ'm:u’mL%aéﬁauﬁmmmuﬁfg@ ADANANNHANAIAN
ﬁaaﬁﬂﬁﬁmm@ﬁauﬁq@
a U n' U c.i % 6 6 = (3 U
I wUL S Ewuas LS-SVM SuduinIauswneIannaa LN TuAIBLTATaYS
' %) &< a o [ @ N §
wwidoaiy SYM wuuasda dudeseudrsisataya {(x,y)} . X eR", y,eR 1Wan

WartwBaLdu f (x) AlFunuaunaszinuiin sasngudayanianilnzauiinue digunis
f(x)=w'o(X)+b (2.21)

4 L5 =) ana 1 =) a @ 1 { aa &/

e p(x) Ae Werdumauntnnuinddunaldguiniisnwuiduniidfgeiu

AauMIFTITzWIULAY soNTaunITuaITRNaIaNLaasLNTW ladn1saanuuulwinng

v =) aa 1} a a { J 1 =) a W 1 v Q

LLmeagamnﬂmﬂuauw‘@iﬂagluﬂsguﬁqwu Sendfindanwasiein AUNINTULADTLILE
d' v 6 o a % n:i o L L% a v c.i 1
LA RN T DRI N T LTI LA UN LA NI RN FIATU LT UNBRNAITIZWIULAY L6 mlugﬂ‘n 2.8 11
LAEINUTNNATALINLADITLUTWLUUAILAY TILFAIDIAMULANGIIBAITILATIZANITDAD AL
Vl,;il,%aLﬁuluﬂ'%nuﬁﬁuw.mLLaxms’Smi’]:ﬁmmmam"ﬁaLﬁuluﬂ%n“ﬁﬁ'ﬂﬂmmiu ﬁﬂﬁlfmma%ﬁaga
=) { v 4 ana J =Y - 1
au;vg@Lﬂﬁﬂuvl,ﬂLi’]wnagaﬁﬁmgwuluﬂmﬂmnwm:mu

mIgivwmuiu f(x) iWedssanmdldlndifoaiy y figa szdasmidn w uaz b 1
WANERNNEA MIFTTEMLIARINITUNTHY0d LS-SVM dnsunsnanay azNa1sana1alng
amaiafewdsatiluztues least squares loss function FarwuaWarizunisnada (cost function)
AIRNNT

. 1 . 1y,
minJ(w,e) ==w'w+y=> ¢ (2.22)
w,b.e 2 25
v dl T -
Mmeodanly  y, =wp(x)+b+e, i=12,..N,
e e Aa denudananasznivdaIdnaITInuAadNaf ldannIwenInizastaya
o @ A . A ' A,
fAUN | wae ¥ Ae Arasndaduuan
U c§ L L™ = £ 6 6

mauiaums (2.22) Sadusunmsuuunaieainds vannsfe aawenTuaInsud lag

wiwludausasdigmanTud Geazlaasaunis (2.23) Wile L de Lagrangian uaz o, Aedrgm

eaa oA @ &
a’msmﬁmwmmnm']mam’mugjmn



22

N
L(w,b,e,a)=J(w,e) =D o {W'g(x;)+b+e -y} (2.23)
i=1
maunaus (2.23) iWNamdves w, b, g uaz o 31935 lUsunsumasses lagnism
aynustiasasauns (2.23) dradmudsfidasmanidmaadiasnay uslaumsuudduring
audl azlddaauaiauns

oL(w,b, e, a) L
™ - éa.co( )
owbea) o 3 g
ob i-1 (224)
oLwbea) o
ael 1 1
—6L(V\gb,e,a) =0 - Wp(x)+b+e -y =0.
o

wadInmIaw uaz e luauns (2.24) ud azlddaauasaunis (2.25)

B ijll Mﬂ:m (2.25)

da Y =[Vi, Yoren Yy ]T

a:[al,az,...,aN]T

1,=[1 1.1
| fo wasndonanwol (dentify matrix) awia NxN

Q da nsn (trick) vesiaasiua asguns (2.26)
Q; = (%) o(x;) = K(x;,X,), i,j=1..,N (2.26)

S'Eaazvlﬁs:muL%aéﬁauﬁmmmuﬁq@mao LS-SVM asaauniy

y(X) = Y oK (X, x.) +b (2.27)
i=1
W« a8 Lnaesinmin

1
K(x,%;) fig miwudlsygrmudaieniduaasive
=S st ]
X Ao aaedilag
= a 6 [
X, @2 TWnasaLINAa3
b fa fluaw
N @ Swndayanliinsaurianue
Tumsdszendld LS-SVM fwnnfinesaesdrfidesdsvda drasf () wazwimifiiaed

6 & 6
PIWINTULADTLIE
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2.5 NIV INIIINLADINRNZINF RS UTNNAIALINLAD I LT W
= L5 6 6 a % a o @ d'n 3 A a 6

nnnnefrassanaiannaesiaduasodungluiareniuen aznidnniinesass

qwﬁﬁmm@hﬁmm:amﬂ% HUAWITINLADTUDINIATULADTLUA LAZWITINLADS WEIWUDINT
o A A9 o & @ o ~ <& ad A o

mmm:mumu'ﬂlmﬂuml,mumawagawiﬂumsﬁnaaummm 35 N1IN LT L NITHAN
AmITAteasnrIzaulwIIwIe% dxasdthe é’aﬂa‘%ﬁumow”ugmm F ’3%?1@;1181#31’1@
2.5.1 aana3fianeanuanysa

Aad o

mimawndieeinmanzaudisifaanaiiunsnugnise Jumdanoldauudziu

=<

A A Ada < a < @ Aa A o AAw = ' oo
mfmowm@mmmﬂumqmaﬂwm:mLLa:VLm magmanwm:mnaauﬂamaagjiamm:fﬂﬂmu
v v ' ') o o ' A va Ada A
miauuawul%umsmmmawugﬂﬁﬂﬂmgugﬂ%mﬂw’mm'} iNa 1l LaRITT A lnald
> H &/ o Q Q =Y Qs 4 o U Qs v { 4
Qmaﬂwm:ﬁﬁﬂnu mmuaaﬂasﬁumawuqnﬁwLﬁammlﬁnummmﬂzymﬁmmmuﬁq@ o
1dEnanNNIIaIENaan1INuINIIN el ladaaulusu (generation) dely deiartuana
Adn&/ % dl % 2 1 L™ Aa K £ Adlﬂl v )
wianzaunain Taiudunseniuudrii danaiiumanugnasa IRl E A e e R e I e
n:i n:i U 1 = a a £ Qq: U Y U 1
°nmm:au‘nq@%amowﬂs:awﬁmw wsawm"l,@ﬂi:ﬂqﬂm‘lﬁﬂUﬂwa:LLﬂﬁmuﬁwluawmwmﬁo6] NI
ﬁaﬂa‘%ﬁwmaw”ugmm ﬁm‘hLaua"ﬁagaﬁaﬁmaulugﬂmao laslulaw (chromosome) 1w
wiazlaslaloudsznaudisdiaiondn Gud (gene) lawazvinnsaaidanlaslulaundaiu
mm:aumnmjmaﬂﬂﬂﬂ%uﬁamm uazinlaslulounansh iUl wnTzUIwNIIAaLAaNT
a o A @ A Aa ' o
R UULULN LU IAALRaNN W UIN T Lwamiﬂﬂuiéﬁmummmmzaulumiagia@ Tagls
asrigwanumanzay (fitness function) nraandesnuWsiduinguizasn (objective function)
[ o R Aa R L o d' dnq: @ c?l’
[6] nanmsvhnuvesdaneifiunewugnasy uaasasgd 2.11 Sadivunaudisalyi
%71 1 MABANIATUANULRINZEN LAZAITIRLADTANS 9 maaé’aﬂa‘%ﬁwmaw”uqmm

YUN 2 aﬁ”ﬂaﬂs:"n’mn‘%wﬁﬂugﬂmaﬂﬂﬂ;ﬂm I@ﬂmsq:mLﬁaﬂﬁ]’mﬂs:"n’msﬁul,l,m

& A A & ' & o '

GU7 3 AATIEARIATNIRTHAN VAN TN Vadudazlaslulaw

9171 4 miaaaan (re-production) srsdsandriarisuanumanzas lagRarsmnin
TaslulauladawanTwanumunzauna azgﬂﬁmu@ﬁmﬁfﬂmmmazLﬂuﬁazgmﬁaﬂu@iazﬂ{a
&9
u o s 1

17U 5 mMstwsnewug (Crossover) vinlasnisrimuadigaliunlastulaufiianan
NINNA Imhf[ml@ﬁmﬁiuﬁasm’hmmmﬁ]:l,ﬂulumﬁmmUw"'uf ﬁ):gﬂﬁﬂﬂﬁ]‘”ﬂ@jlﬂu
Taslulauna) LL&?’;ﬁmsu,anLﬂ5smmadaumaaiasiui%uw”oaaaLﬁﬂﬁ%’]ﬂﬂﬂﬂsﬁwjugﬂ

27U 6 nsnanewud (MUtation) vilasmsoudvastastalaymsduniadudln
slu@?’nmﬁ@ﬁ&iuvlﬁ @rm5’@13’1@nﬂwmﬁlzﬂuluﬂﬁﬂawUw”uf

7l | uwnniidsznns (replacement) dszmnsiulna iugalaslulovgniiiiaain

v
£

Tuaauwiiamnisdng 9 Tdn ashldununlszmnsiudewniii uazihlddhnszuauns

L 1 dl

Tawmilnd lagnszuiumsene g gnUuacn 9 awnszvisisiuiidainis

9
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A v
1TUAU

° 7o A 7
S muaeNFUAIIMIZ TN HASWITTUINDTANG

Y9I ANDT NUNIUFNT T

v

‘ guanlsgringisudu ‘

v
—ﬁ noasHa a3 1 Tas ‘
v

v o o o @ v
‘ waanFuaNunzandmsuuaaz 1as T Tawy

v

@ A
N1IAANDN ‘

b v &

‘ MITVINTIRIWUT
v &

‘ NITINAYNAUD ‘

v

o A ' ' a ' '
‘ ﬂﬂ!ﬁ@ﬂﬂigf’]ﬂﬂiiquﬁlﬁu uazgmuwﬂiz%miqmm

dl aq: o ™ a K %
i 2.11 TUABUNITNIUBDISANDTNNNINUTN T

2.5.2 35nasanna

namamnlineinmanzaudisiingueumea duwifaanainmIniesvesunnie
msmemszesanuaznguinistadeun (velocity theory) sdaserdunisiadeudiwdunga
wazn1sLinIzsinesEnieunniataiudazaa [7] lasunudazaamietatudaszaa azi50n
auma (particle) lasusiazaunmafaziadondluanlu n Sanseisoniuiglnsdum (search
space) wosiTynn Tasdaunia (position) vesudazeynafdadiaeumiulyld (candidate
solution)

AnguagpmadansusnlounuaanaiNuNWINLINTTY Ao Jan¥menIWLUY

%

population based lavaymaudazdvasitngueuna axfidweisuiagdszasdvasii 491

bl
6 ' Aaa 1

A s a a R s AaA [ a
L‘IMJa%ﬂUIﬂSINI‘ﬁNI%Bﬂﬂi’]i‘ﬂ&l‘ﬂ’]dwu‘gﬂiiw ﬂuﬂﬂﬂdﬂ‘ﬁ%’]@lt]lﬂizﬁdﬂ LARINIDINANDUNA

q q



25

Lmﬂ@mmné’aﬂa‘%ﬁm’mw"’ugmm fa LL@iﬂ$ﬂT§>ﬂ’1ﬂ1%’3§ﬂ@;&la1¢ﬂ'}ﬂ ﬁﬂ')’]&lﬁ’]&l’ﬁﬂluﬂﬁiﬁi%m

30437128 9 luada ﬁuﬁaﬁuﬁw‘inmﬂaﬁﬁﬁqmam”’m”w,aa (personal best value: pbest ) 41

dunibiladudunisnaivldiasduwnuiuazidfsiduianglszasddge Sanseil danaifia
nunugnIIN il uasnddn e Tnduagnaazagtinnududion lasudazayniaaziduns
@ v A @ o [ a Y o A @ oA v o a
Areuuaziong luwian g du nunidnmauanilfsudaysnuiieuhne Iineutiudd lnuiidl
Warigwiaguszasaangaluels (global best value: gbest ) Feazidutfadunitslunisfsgaaunia
o A va A a [ [ A o Aad Ao a K Qs &
daug liifianadamnunveunmanidudindngaluds luvaendanaInuniavusnsuiu
loslulouudazdineeuausnialddiosagsaaluiuna ldiviiu
%ﬁ'ﬂﬂ’]sﬁ’m’]umaﬁﬁnaﬁwagmﬂ BuduA Mruadiuniiasudazaiunn (agent) eae d
WAZ AIINLIIAY T A9 EIURUILAZAIINLIIVBIAIUNUNINNG URAIGIY U uaz V
AUEIAY ATUAUILAZAIINLIIV098%N1AGIN § A T = (U, U, U,) WEE
U, = (Vi) Vi 50 Vi ) ONENGU HONAINH ANWENIRIUGRzINGaS N uaesdislid (dimension)
130Yn1 nIaswanarndsnldnsual Tuudazsausasnisdiwaoe AuLTIa @R

nnneiataumMami i vasUSnimsdumazdwanlng (Updated) assuns

vt = wv¥ + ¢ rand, x (pbest, —s*) +c,rand, x (gbest, —s) (2.28)
uik+l — uik + vik+l (2.29)
Wa VK A9 AMULSWOIIUNG | lwIaunNIIFIwIN K

w e Warguihwin (weighting function)
c.C, e aatlsznaunsiis (acceleration factor)
rand fla Smuavguiidnsnszansuuusinaeluas (0, 1)

k A ° I C (= o A . Sl o A
i fa @l’?LL%%Gﬁﬁ]QU%‘DﬂG@I’JLLY}u@I’JY} i bwIaunIeawIn K

u
pbest, Aa pbest VAIGIUNUAIN |

gbest, fia gbest vaINgN

t+1
10 social part { )

X

an pes
\ \ pbest;
<.
gbest
cognitive part
t
ey Vi
ut e .r.nomentum Cur-reﬂm motion
g path influence

A o = o ' Al
31 2.12 msdiudenuhuazduniazasitngueuma



26

@Tﬁau’wmsﬂ%’ummmL%’;LLaz@‘hme‘lu’i%mjuagmﬂ FRTUNITRIANN LR UIZFNDUA

2 AAuaaIAILN 2.12Warmuinninn el Tiaasasgunis

W,

max

Wmin

iter .
iter

A
f
A
f
A
f
A
f

W=

w_.. —W

max min % iter

iter. .

a ﬁmﬁfﬂmogoq@

3]
3]
3]

v
o

LY

m%uﬂma@hq@
AIWIRIDUNITANW) UFIFA
saumsﬁ‘nmmﬂﬁ)ﬁ;ﬂ'u

A g
LTUAU

o dou o ¢ a 7
mwuwﬂm%mmqﬂa:ﬁm UAZWITTUIAD TN N

YIITNQUIUNIA

!

quil5zn50UNIASUAN UV phest 18 gbest

A

° ' du W s A g

mmmmﬂm%u’mqﬂizﬁm (J) VOIDUNIALTNAY
o Yo A 9 g
ﬂ1ﬁuﬂ1ﬁﬂ1@l@ﬂl§ﬂﬂulﬂu pbest

v

o ' Jo v J
Anailinduinglszasnvesnnoynin

—»  Simualieymailimilsiduiagiszadadiqa (o)

A o 1<
Uemouiilu pbest,

v

Y 12 ' _—
91 ;<3 YSVUA phest = pbest,

A aq Yo Y A
Lﬁf]ﬂf]i;lﬂ1ﬂ°ﬂﬁl1’iﬂ'l pbest HBINYAINNNBUNIA

A o 1 -
195 UAT gbest = pbest

\ 4

YsumanuFwazdumisvewaazoymalagl
Faums (2.28) uaz (2.29) awsdrdu

IUIUTOY > NUIUTBUNINGA !

o AaA A
‘ ﬂ’lc‘lﬂﬂﬂﬂ‘ﬂqﬂﬂﬂ gbest

~A & 0 aa
31 2.13 TUABUNININUBBIIBNGNBRNNA

(2.30)
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(2

Juaawnsvinawad PSO waesassun 2.13 dednuazidoaaiis

A

< A o a 6 ad 1 [ 7] a (7 v
YUN 1 ﬂﬂ%u@‘W’Ti’T&lL@lﬂi“llﬂd’lﬁﬂq&lﬂ‘%ﬂ’]ﬂ VL@]LLTI tAninIaund (Q) IUNMTIOAUNAN

U
‘S (iter =0) uazsaunisdumgega (iter,, )
17 2 gudszmnseumaisndunsaunudunisuszanuiisuduzasudazenna
< An . ' o o & a ¥ o %o a o
77l 3 dwmdisiguiagdszsed (J) veseymaiiudu mwualidaeuiGududu
pbest

o '
e A

o ' 6 > o 6 ° v A9 v 6
YUN 4 mmmmﬂoﬂ"nmmqﬂimmmamﬂagmﬂ ﬂﬁ%%@lﬁa%ﬂﬁﬂﬂlﬂﬂﬁﬂdﬂ?j%

‘”ﬁ'a;@ (3,) Geaauiin pbest,
Uit J, < J USuen pbest = pbest

171 6 \Fanaymedilsian pbest Hosfigaannnnaumea tlaususn gbest = pbest
1l [ Usuenuiuazduniivatudazanmalasldauns (2.28) uaz (2.29)

AURIAL
17Ul 8 i iter > iter,,, In@nszuunsdum Tdimwitulwsuen iter = iter +1udau

(7
£

navullgsnun 4 iWaduiiunszuiwnisaunisa bl

2.5.3 aanaSNanN1sAawRILLLE1S Ik

sanasfiunsawnuuuansladl (Harmony Search AIgorlthm HS) fumifaunanisnis
wdawassaainauad lumszmaliafiminsaudiniinissauaiudazaiia iNaduiduasg
aun3 Tafiuasitnatiae dTuaeutian uas mansagiivndaeudldednenass [8-13]
Frsntymmamannanzan (Optimization Problem) aasa'luil
Minimize J(x) (2.32)
drodanly X, SX<X e k=12,.,N
e J(x) fle Wardudaguszasd (Objective Function)
x  fa iwavassnsaaawlandazen (Set of Each Decision Variable)

°

Xemn 00 Todnadgavasdiutlsidasnamdnnanzan (Decision Variables)

= =

Xmx A8 Tadiagigavasainlindasmamananzas
N  ds $wududsndasnmamianninzsy
Tuaaun1Ivhuessanasfiunsdunuuuaslud awnsnayla dade’ldil [8-13]

% 6V

7 1 aeniasanusianslail (Harmony Memory: HM) drwsusnealitacngg fasisuanus Tas

fmuavwiavasanilafi (Harmony Size: HMS) luaauisudn Geldrwanszning 10-100 siuda
mstimuassuduselym mMuuenindieesuessanaiia uazassninsanuiianiued

I@] AN ALa a3 Al ganasNumMIAUAILLLNTY aﬁgﬂﬁmud@ ]
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(1) amevasniisanuirarsuail (Harmony Memory Size: HMS) w3a dwauvasiiniaas
faavlunhoanusnans, harmony memory considering rate (HMCR)

(2) aasmsusuie (Pitch Adjusting Rate: PAR)

(3) $mamassvasmaauiaiasauas (Number of Improvisations: NI) w3aidewluniswya
(Stopping Criterion)

wihsamudasTudt (Harmony Memory: HM) fa éumsisnianaanusa (Memory Location) 44
nﬂL@ﬁﬁ'}@lﬂﬂﬁﬂ@?”;gﬂﬁ'@ﬁﬂ“luﬁf: HMCR uaz PAR famnilinasiignldifenauiinines
dmau tun3n HM matrix dsaanis (2.22) azgnidn (Filled) drodiiasranuungu deildeg

s:wj’m“‘ﬁmi’m”mhq@ LLa:“ﬁmﬁﬂ”@goqmaoﬁu

N T
2 2 2
HM= & 2 7N (233)
HMS HMS HMS

ea ¥

Wa X= (X, Xy,..Xy) A8 LINAATNABINTAIANANZRY
N &8 S Iua Il InI I NG aINIIHIAILRNIZ RN

2971 2 wWalwasluiarlnid Tag 95% wawianwisanusianslud wazdn 5% thaanniIwawieas

awley usanuaanINsUsuszauiFas (Pitch Adjustment rate) lasazinuaiszanm 70%
nnwisanuiaslad uwazdn 30% dmiunmmdisanies
dulwslad (Improvise) enslufiaalna msafarilafidalnignisundimsdulngld
(improvisation) 1aniaesanfludidalu X' = (x,%,,..x,) ldgnasrediuan lagRansanaung
8137 Ao
(1) msRasanmiaawusn (Memory Consideration)
(2) msususi (Pitch Adjustment)
(3) mudananmsga (Random Selection)
TumsRarsamihsenusn daesaaudsnseasula (Value of Decision Variables) x

HMS

fmil Lneeiaalndazgnidenain (X —x™°) dwiu HMCR Sawfsuudasegsznine 0 uaz

1 dadarwasnmadendmisananeluadansaivluniisanudianilad (HV) lupned (1-
HMCR) fla dasuasnsguidandninuwmunitssnangrsaimdululed dssums (2.23)
if (rand () < HMCR)
X <« X e{x,x*,..x"™}
else (2.34)
X < X € X,
end
e rand() Aa mInszanadaaugn (Uniformly Distributed Random Number) sz 0 uas 1,
waz X, fa wavasvastiidulylduasdidmsudazdinadadula stude x . <X, <x

i,max — i,min
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nasMIRTIriasanudy (Memory Consideration) yne daudsznavdilaun gnnn
1 n:in Ll = dl o t—‘?l’ o
dlasNArrasinaIacininuaswnlad IuniTnssvinaruisninrwalay suni1I (2.24) R
LN DL T AN T AW I8 8NN UNNIAWALLTS LU WiTileas PAR uaz BW VL@TQmaJﬁﬂu

szninudazsay (Generation) asaunns (2.25)
if (rand () < PAR)
x, =X +rand() * BW

else (2.35)
X = X;
end
PAR(iter) = PAR . + PARvex ~ PARwn  iter (2.36)
BW (iter) = BW, exp( Ln( melllnl/ B ) x iter] (2.37)

BW fa sruzvinsasuuwianimanzan (Arbitrary Distance Bandwidth)
PAR(iter) da misdsuaande (Pitch adjusting rate) vassevifagiin
PAR,, fa eiszgavasdasnisdsufia (Pitch Adjusting Rate)

PAR,, @8 @wngavessnnmadiuds

iter fda saunadwamdaguiis (Current lteration)

NI fa dwuwvasnsdulwslas (Number of Improvisations)
BW (iter) fla faaasuunainyadsaumIswindaaiiis

BW,,,  fia dwlesgavasdanuundia (Bandwidth Rate)

BW Ao @ifmnﬂq@maaé'm’n,l,umﬁ@

& .:4'3 o ' ° «,’I a I o & sI a vsL ' j . . B A
V171 O dNWLANAUILAININTNILNW LAY DIINLADIVDITNILNUAILAY X :(XI’XZ""XN) QKN

Waﬁ%’m”mqﬂsmaﬁﬁﬂ’hL'mLma%mﬂuﬁ@ﬁﬁl,mﬁq@‘lu%mﬂmﬁmi”lmﬂuﬁ aﬁﬂwﬁ@?’ﬂmiﬁlzgﬂ

= ' ° A Ao A A ° ' ° &
usawllunisanusranslaf (HV) LLa:mﬂwumwLa'mqm:gnmaanmn%mnmmmms
Tut

i1 4 aaweuiawlunsnga (Check the Termination Criterion) weasuimuamunmiavasansluil

LRZTIWINTALLA? ERYAN IV LLa:Lﬁan@'ﬁﬁﬁﬁq@mamﬂmﬂuﬁﬂuﬁwmau wangalaayy
nau lnawn 2

2.6 syl

ANe . & & o & ¢ A a o & & A a &

Tuund lananfsvugrugwwasannaasundu noedswwasanniaasundn faauaas
TANATALINLADIUUTU NIHINITINLADITNLRUNIZRUFIATUTANNAIALINLA I LN T WAL DANAINY
NINUINITNUAZITNdNaRNA LLa:‘luﬁhuq@ﬁwU"I,@Tmh’;ﬁammmm@iaHaﬁm%’uaawﬁ'w

6 6 = & > 1 ndy o A W A ~ ~
WATAINLADTUNTU TIRanNIT a1z LalTlwn1svindasluunn 3 unn 4 waz unn 5
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msaamm‘ummmnmmwsznnmuquLmuﬂsumﬂéﬁﬁﬂ%ﬁwwamnmmamuﬁ%m
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ANRNIEANAIYDANDINANITIABKAILUL e"l’lﬂ&l%

demluunit aznsnfsmsdszyndldswnasanniaasiudu (Support vector machines:
SVM) iiessnuundinafivsmwszuuauguuuuy$usale (adaptive power system stabilizer:
PSS) luszuulnviiasuuunataiud (multi-maching power system) Tasldaanasiauntadum
wuuaniluit (harmony search algorithm: HS) deyaanszunlwihiduuunanstasesinslsgn
Ifiaidusnvazidudunavastunaianiaesundu wininesvastunaianinaiundu
uwazanwmsiduasszuylndihias (power system features) lagnaunsenrnulasldaanaifia
midwnuunailail lasldiimsdanisteyansaeuunylad k Inda (k-fold cross-validation)
saneifinasitnsninsualdgnaeulastwweianaefunfuninndinessudld
manzaNfigaussanEmsiduiinazaunge Windaaivasdmuguiadosnwiduwandig
sanesfuiiiauesansnilasuulaimaanzmarinuessszuuidsuudasly nilugag
LLa:uaﬂ"ﬁNﬁ;@ﬁ’mumaa"g@*’ﬁagaﬁwﬁau namssaasnuszuy i mssuwuy 10 ﬁuﬁmmcﬁﬁu
azuan (IEEJ Western Japan 10-machine power system) uaaldifiuinganasiiufisiniauad
UszAnFawnitanindaduaissnwuuunialy wazdavinfosniwieanuuudeds robust
coupled vibration model aginssatan neldannznsvinaunans g aniz LAZMNITUNINT

?%LL?G

3.1 uniin

seuu W s asnu U o ludr wa1uaITzoz Ing LﬂumL%Q%ﬁaﬁﬁﬂmﬁ@mmnio
' A A Ada ' VA ' o @ a ' '
szt ud Adnswiaglaid [1-2] daminsundsvasldddsisesnafonianaisatnadanis
dufiunsuaznisaiuguizuu iy wu dasnanaseulwiriusness (limitation of
transmission  capacity) wazaanw'laidiafivsnawlawdng  (dynamic instability) WaLRa
U ANTAWATHIIIVAINTITUNIITERINNNUN TITMTIANUTERNTA NIV LD ITATWU DI
T 3 ! A Qf

msunde (power system stabilizer: PSS) 49 PSS idugunsninfivsz@ntainuazsan
sumqaunaunfigalunisuddyninisundesendionud  [1-2] lafinsld PSS idavi
= v o o 1 1 5 v va a oq:
AT IANUT UL IR ARIa 1w Ivane stflzluﬂm}uu"l@umiaammu‘l%wmm@m
PSS mﬁ'uLﬂ‘%ﬂ@ﬁ%ﬁ@“ﬁ’mguﬁ’; PSS wuumldninwinawesuuuasn lasunieanuuulas
lfuundaesfigniiliidwdadusangarhnugantts [3-4) windmasves PSS unuvialy Tas
ﬂﬂ@ﬁ]:vlﬁa’mﬁ;@ﬁ’m’]ul,ﬁmLLaszﬁmma@ﬁ’mmsﬁwfmmaas:uu”lﬂﬂﬂﬁm”a a9 lIneNy T
NNINIIIBTAUR IV 0972 UL TWRIFI8ITH §N122N1TVN9I B9z UY IWRIR1 890 Ng
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wWasuudandasnmadisuudawedlnas niamasuniulng g 1lisansoniusani
(unpredictable major disturbances) assiu quwmﬁma%ﬂaﬁmm PSS dsmansnvidszansnmn
wylawndndlaadannznsvhnunii g Selailinadsiadawaladnda’ly [5-9]

iaiRNUszanSnwuas PSS deannizmsvhemnany g snaz 3eladnisiaua PSS
wuudsuan e inafiedyndse@ws (artificial intelligence: Al) w Tassansdszanifion
(artificial neural network: ANN) [5-7, 10-13] Tassainevszanwead (neural fuzzy network) [14-16]
uazdwnaianniaasuudu (Support vector machine; SVM) [17-18] lsigniinanyszandldideriy
dszamBawaas PSS uuuisudle madszgndldinafiadyyidsaus (Al) wiessnuuy PSS
suenld sunsaussldidu 2 ngy °?]Fuag;ﬂ”uﬂaﬁ°ﬁ'umaa’§§ﬂﬁmaa Al lun1seanuuwy PSS 3%
wsn weafia Al g wsu PSS VL@TQﬂl%Lﬁaaﬁ”’mé'muzywmmuqulﬁ@hﬂ%’uLm@”ué'quﬁ (automatic
voltage regulator: AVR) uasdanszdu (exciter) aslagniniaualusnuisy [10-15] S5iaes
madia Al ldgnldifesirsmniiiaasves PSS uuuanass Gatiu winfiimasuas PSS 3
mansawasuuasmagarnanuifeuly @aldiaueluauise [5-7, 16-18] daduasitns
wsi fie lFnanlumsdmniasuasiysziniaings arelsfiann PSS wuuysudaldn
anuuudmiszuy i dsununansiadasans (multi-machine power systems) wzwu PSS
woudSudaldlasldlasstnedszamuuuriall (generalized neural) [13] uaz PSS unuysueale
Taolsulswad (neuro-fuzzy) [14] lésunismenlasldayaaluiiud (local-area signals)
wansznuraImaissmwaas PSS maildemsunissznineiud (inter-area oscillation) 'La
sanTnsusasld wananil @Tqﬂmsmﬁ'mauLmumsa@mmémL%amsmaaa@‘ﬁq@ (empirical
risk minimization) Aistaglu ANN wuuvin'lyl daidaunsegnedafaduluszninenisls ANN dwst
nseanuuy PSS wunysudald siude dausn ANN desnistayadmiuseniifisanauas
gndes danesfiunsseunuiivane ualassainsnas ANN dwmanzaw [15] aaviu elalmSasdinn
fiazldfayan1smeungndesuazifsanadniuniseanuuy PSS Jefises gaasng (Set of
rules) Vl,ximmmlﬁ'l,ﬁaLﬁafﬂmaaﬁ”ﬂoﬁmmmuﬁq@ﬁm{u ANN iamnzdrymiladywndle
[15]

WaudTymaananadasdu Felddnaiiaua SYM Tuawiss [19] Tas SVM da
w3estroiFoniuuulnaidimansarinauwldegedsmiunmsudengs (classification) uaznis
Sienzvmsnaney (Tegression) dsiuiudayalfeuiiimuian ldinisigaiusain SUM
Jynikesuiniivadunisiialanesads (overfiting)  wazdiaauidusizlugs (higher
generalization ability) e SVM 1é3unsaanuuudendnnsaannudssdilassaiisdnga
(minimize structural risk) [19-20] Savinlst SYM snunsasihandszyndlddmsudyninais g
Uszian i nsuanugznisaasiiaunsaaw (partial discharges identification) [21] msuszidin
wwiiusnwdang (transient stability assessment) [22] uszmisduunuszasramaudymgmnn
"l (power quality disturbances detection and classification) 23] wanannil SVM légnsinan
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Uszyndlfiieguniniinesaas PSS aaldefunslucnuisy [18] luauidu [18] delduaasly
wini1 SVM d#msumseanuuy PSS (SYM-PSS) fanuaansamnfianin NN sy PSS wuu
Usuan'le (NN-PSS) iifaszuuvinaunandasmssen uananit SYM-PSS dasansavinnsseu
lugranaauuazauninssausas NN-PSS atnalsfiona uise [18] Idumindinesuas
PSS dranslamasiniess (active power: P), maslwdiaiiaw (reactive power: Q) uas
uwsasuiidazanadasiufialnin (V) vesszuuiadasiufialniidsadanudaasiud (single
machine infinite bus: SMIB) idusnwmeisinduwa (input features) dmsu SYM asin naiildde
maunissznieiui lldsunsfasan ludndunits wndeesdsudldves SYM Gaiua
atataaudatszansamwnavue lildianRasanlunuiss [18] nmsdanwmnfineii
wanzauved SYM smunsnifindszinfnwsasmsiienzinisnanes ielildwniinasves
SWM ﬁmm:auﬁ'q@ Amamamanzay 1w sana3fivmsawauuuanslad (harmony search:
HS) nsmiduwunzaueanifyaeunia (particle swarm optimization: PSO) uazaanaiians
viugnysw (genetic algorithm: GA) snansasanuszgndlsld TasluimaudFmamanii HS lé5y
maRgaiud Wuismanddssangam [24] Tag HS Snannmsfidie Swinieesios uasd
anudielumailudszgndld [25] HS lagmiludszendlslunans g dyminismdnnanzas
\u mItianuwasaiimazaufiga (optimal conductor size selection) luszuusnsing [26]
m3dnalvanagnalszvia (economic load dispatch) [27] nisvaszuvudminalwa (distribution
systems reconfiguration) [28] wazmisuidamimsluavesinaslwiimanzaudiga (optimal
power flow problems) [29] snuistiwanil Iduaaslsiduin HS fanumusnmitaniidanaiia
Bu Aot sl,uimaﬂ']ﬁﬁ'ﬂf:ﬁoﬂs:ﬂqﬂ@“l% HS iememninasimanzaniigavas SYM
Tunsdifidaanaiudszansnmaas SYM-PSS sluuwf:ﬁammuamiﬂi:qﬂﬂ% SVM 4
mewndiaasimanzandosaneifunsdunuuuanilud (HS) wialddwsu PSS wuy
Usuaald (15oni1 HS-SVM-PSS) Tudidt P, Q, waz V, Adhuniisengg Tuszuulnihiaslegn
Arsanliidusnsmsdudunadmsn SUM szuulsiidsuunwaednd (multi-machine
power system) lsignldidesanuuy PSS lunsdifidasmaniasnsunisnalnuaszninsiud
uacTnaaluind (inter and local area oscillations) 1u#dl l6ldsnanamaiuquszazlna (remote
signals) iiaLdudnumziaudunadiniu SYM  Gsmansaldunnnniisieiasiamaaas
(phasor measurement unit: PMU) [30-32] Taemialduda nismsiasiaan (time delay) vasamymym
ssnsmeslasumatasandlelfdyaramuguszozlng wnzmsmhsnaiuandraiuing
samsmuguiLandaii et lsfinn luswisnit PSS Idsumseanuuulaslduundasds
& 3909 nane g gariew luid syameuguszeslna (remote control signals) léur P, Q,
waz V, fdunibedng g luszuulwinisdolildidfonudasuuurindiviule auin mansasnm

%]ﬂde&iﬁNaﬂi$Vl1J(§iaNﬂﬂ’ﬁﬂ’]ﬂ@l&l"ﬂ 293DMINLELE
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Tudnenumnits ﬁaﬂa‘%ﬁwmsﬁ”umLLmJawﬂwiﬂﬁgﬂlﬁﬁam@hmmﬁmas‘ﬁmmmmaa
SWM LLa:miLﬁaﬂqmaaﬁ'ﬂﬂmzL@iulus:uuVLWﬁ’]ﬁ']é’aﬁmm:auﬁq@ 55n15 HS-SVM-PSS 4
siteue mansaldlunisasuau PSS wuuaneis (real time) dsdymimatuquaiunsn
wWaswulasldmuanizmvhouaasszuufin dowly

3.2 @nuszuulnwinias

R R AOTO

r 3 A A A

P

tiel4-4

P

A A A A
Plie15—5 P!i91676 F1iel777 P!i91877 P!ieleB

4112 4[13 4|14 4|15 4]16 4|17 4]18 4 |19

068008800
5556858

PSSs

\
P

tie12-2 P!iel3f3

35U 3.1 szuvlwshiraauuy 10 Aunvesdjuez iuan

szuu Wi sasuu 10 ﬁuﬁmaatﬁﬂumfu@ﬂ (IEEJ West 10-machine power system)
[33] ssuamsluzui 3.1 aliduszuunsdidnmn seuvlihmasiuaasfoszuudenlomnas
fut auna 60 1557 vasgitunziuan TaslswanmaTiaszwzsrsveslnua (Mode shape)
wazmylemedasanfsuAuatas (participation factors: PF) 1u [34] szuuddnsnisznandan
Twuamaundsfidnan 2 Tnua (o dominant oscillation modes) TasTwua 1 usasfialnuaddny
(dominant mode) wazlnua 2 usasiisluuadanyuuusaslnua (quasi-dominant mode) wanns
Anmeiluanuiss [34] usaddwiduin Tnue 1 azundslufiensasisudaszniiaeiasiude
v fdaeiaresasas (G1-G10) luraizilvua 2 anidumsunisszninaaiassuiia Wi
@huﬂmmﬁmaaLmzLﬂ%'aaﬁnﬁmvlwwlﬁagjmaﬂmq (G1-G5 waz G5-G10) andsntiazsile
et ieflznismIunisaioreslnue Samasvimsiaas PSS sruau 2 ¢ Tan PSS ¢
wsn ¥imsaedant G5 uaz PSS dafisasdiadsdi Gl wia G10 atnelsfiony a3UIveslnag
(mode shape) uaz PF w83 G1 faunagenini G0 dais nisdaas PSS 4 GL Fedana
wanzanannniinsaans PSS 7 G10 wadildde luszunifazyinnis@ads PSS fiafasriuiia

1wdh Gl waz G5 @”@LLamlugﬂﬁ 3.1
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3.2.1 wuudrassszuuInnas

L@ﬁaaﬁwLﬁ@VLWWWVL@TgﬂﬁWLauaI@ glTuuusIaadawal D Usznaudiaaun1InI1Iadd

(swing equation), wssaunnaluia3aasufialuia (generator internal voltage), uazaunissdu
nwdanduasuaalaudmnantuia (electro-magnetic fields: emfs) [1] sunsats sunsadon

laassunis (3.1) uaz auns (3.2) sruussannnsle (intenal voltage: Eq ) sunsadiowlang

sum3 (3.3) wazsumssunswidond emf sansndonlanssunis (34) waz auns (3.5) ua

lonwiwarnaalnihe3e (real power output) veste3esinuiialusih sunsaidenldasmums (3.6)

axis)

5=w,(w—1) (3.1)
»=(P,—P.—D(w—1))/M (3.2)
E.(‘q:(Efd_(Xd_X‘d)id_Ec‘})/Td‘O (3 3)
E; o =(Eq = Eq + (% =X))ig )/ Ty (3.4)
E; =(=E; + 06, —X)i, )/ T (35)
P, = (Eyiy + Egiy) + (Xg + X iyl (3.6)

o #a enwdugayw (@ngular velocity)

fio matduauuzasanasugeyu (derivation of the angular velocity)
da yulsaas (rotor angle)

w

o

5 e maudosiunzesywlsaed (derivation of the rotor angle)
M #a sasfianuiden (inertia constant)

D #o auiszAnSnanviag (damping coefficient)

P, fia asduwanisna (Mechanical input) fe3esrinuiialusih

P, fa rhasiarviwanalwiih (electrical output)

o, =27 f #a dangegavasanuiugayy (rated angular velocity)
f fa fe anwhvasszuninimgs
E.

D

€

o Ep @ ussaunswSand uazussautunwdoudluuwiunuass (direct axis)
Eq, Eq Ao uIIAUNTIIBINA UazUSIARTUN WS and Ll uLwILnupa19 (quadrature

E, fo wssaunuasailaq (field voltage)
' "oA = a o = (3 a S (3
Xy, Xy, Xy A0 en3uanuaudluiniunuasivasdslasns nudondussrunmdoud

Xq, Xq, Xq fa ﬂ’?iLLﬂﬂLL@]%‘]ﬂMLLu?LLﬂu“lI’J’N“lIadsﬁdiﬂiuﬁ mmmﬂumawmum’mmﬂum

TdO’ Tdo fa ANAININIIIANTBINT LT UG LL@"’SITLIV]TT%LSITUTWI@L%LLTL’JLLﬂu@lid
T

q0 fa ANAIAINIILIANT ﬂd%ﬂ“f]i’?%ﬁﬁﬂ%@ﬂ%u%’] NI
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iy fia nyzusELAL@aIluEINYITNIULNUATY

iq fa ﬂizLLﬁﬁL@lL@lﬂﬂ%ﬁ’Juﬂizﬂi’]lILLﬂTL"lI’J’N

AaafiszuLLag MsInInaavedaiasiifialii wsasdianss 3.1 Aramsinande
vata3esriiialwiauia 120,000 MVA maslwihess (active power) vaslnaansnualdgn
auyAdnduuuunszusasd (constant current) mnaslwihuadaw (reactive power) (Huuuvdud
waudasd (constant impedance) meszidoaduy WiaduAsruszun Wi islunsdnenled

oSunel il [34]

@139 3.1 windeatszuupasszuu Iwihiasuuy 10 ﬁuﬁmam‘jﬂumfu@n
w3asrinufialvsih: Park's 5th model, 1000 MVA base

Xy =X, =1.7(pu), X, =035(pu), X; =X, =0.25(pu),

X, =0.225(pu), T, =1.00(s), Ty =T, =0.03(s), T, =0.40(s), M =7.00(s)
szuusnwsd: 1000 MVA, 500 kV base, 60 Hz

BunLausd, Z =0.0042+ j0.1260(pu)/100km ,

Electrical charge capacity: jv /2 = j0.0610(pu)/100km,

wlaudadl x =0.14(pu),

mosadaulos; 100km, 29936,
sosdlufiindasinfialwi; 50km (G8:100km), 2997

Vref Efd0/100
+
v, 1.0 100 £
14025 | + 1+2.0s S
0.1s
1+0.5s

HS-SVM-PSS

Conventional PSS

K [ 5.0s ) 1+sT, | 1+5sT,
1+0.02s )\ 1+5.0s )\ 1+sT, \ 14T, ) [ Ao
|
|
|
|
|

|
I
|
I
|
: ﬁ(Kstab-Tlsz-TsvTA)
|
I
|
I

Optimal features
HS-SVM

<:| obtained from
models

| power system

gﬂﬁ 3.2 uuusnans exciter A5 HS-SVM-PSS
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3.3 HS-SVM-PSS fisintama

HS-SVM-PSS fisinaue dadaruuuuitaas exciter uEAIRagUn 3.2 nudraiansu
(transfer function) was PSS wwurluiduwuunisseissuuuiinin-dnss (lead-lag
compensation) wasdiaasusudnlavas PSS dadnu (gain) vas PSS, K
M T, T,, T, waz T, udien lead-lag Tuszuuusasfsmafinnssassunumaimeia (phase
lead compensation) éwsuinaswas (phase lag) sidumssinanadsesszninsdunazas
sanszdu (exciter) uaz usemalwiin (electrical torque) mihwsiiidasmssunsaldsuan
uien lead-lag fsusiindnsau (denominator portion) dsznaushe T, usz T, Aldyusnasnd

(fixed lag angle) ain iNeRazaaIalunsdwam draas T, waz T, saninfvualiidu

LRZAIAINNI

stab !

' A A o ° = ° o ° v & ~
ANAINNLANNZEN Lo uwazvimsawamz T, uaz T, AazanuInyn A LW s R NInaa NIz UL
@aan1vba ad1d ey Twuideh dasnlunnuiainivueds T, T, T, was T, Vlﬁgﬂgu
A o Aa
Lwaslﬂ@wamsmqummﬁ
HS-SVM-PSS  azvinnisdszunmaalavinanuirdagnsluszuulwwinniigs tow a1y
WAL RIFNIZNIIINIRY9T UL IR NIl Runidasniiteas wazmsilaswilag
Tvaa wasanniw HS-SYM-PSS ﬁ]:‘ﬁ’]msguwwmﬁmﬁmm PSS athvaaluiaeasaitaslasnis
Uszan a1 LG HaRYaITZUY AIURANNTI RRRHGEY HS-SVM-PSS ﬁ):l%“ﬁagaﬁvlﬁl,munm
959 (real time) wvaaaanulduinensasszuy unde tNadsdiniszuumssdanusluame iy
A o A Ada
Lwaslﬁ"l,@msmuquluwuwm
TUABUNNTADNULLAIAILAY HS-SVM-PSS IECKLART 3.3 Fadlgasiuaan Aa AUNRI
mIsidayadiniuaea waziungeInIEaY HS-SVM-PSS

3.3.1 nsasedayadmsuaen (Training Data)

Lﬁaﬁﬁ]:m’wLsﬁ@ﬁaylaﬁmﬁ'uaau Baly 9 q@ﬁw’mvl,ﬁgﬂﬁmimﬁLngmﬁamﬁialﬁ
ATOLARNNN 9 9AYININUVBITTUY amumitﬁﬁ"lﬁgﬂﬁﬂﬁl,ﬁmimﬂﬁmimmma:msﬁﬁmﬂu
08AUBITUY A9k ﬂ"]ﬁaﬂq@LLa:@hmﬂq@maaﬁwé’ﬂ%lﬁﬂua’ma%a@iaﬁaw, fMaININEANLAS 8
AdialnWiudazinios, uazlnaaluudaziud ldanlfidugrmsianudwiunssiedaya
FMTURDY 3T iagaﬁ‘m%’uaaufﬁom:mm:%i’m"ﬁaammﬁ Fnsuudazan1znIvinaw PSS
wuushmin-gmasnaly @”@melugﬂﬁ 3.2 ldgnaulaslddanaifunsduniunuansluil uu

& : . &
WHITUNIIRIALRUITTUG avl,ﬂu

Minimize >" [¢pee =S|+ D [Reec —R| (3.20)
§£Cspec RZRspec
Mdonly K <K <K
Tij,min STij STij,max’ [ =15, J =1, 2,3,4
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. A
Setting power system
operating condition

Optimize CPSS parameters
using HS

A 4

l Generation of
the training data

Change operating
condition Collect the training data

‘ !
Is the data enough for
training?

Yes

Features selection and SVM parameters
optimization using HS with 3 folds cross-
validation technique

y Training of
Training of HS-SVM-PSS optimal
using the set of optimized features HS-SVM-PSS

and optimal SVM parameters

!

CHS-SVM-PSS is obtaine(D

gﬂﬁ 3.3 mgumaumiaammuﬁamqu HS-SVM-PSS

Imaginary axis

> » Real axis

>< :Dominant modes
before control

= : Dominant modes
after control

v

3071 3.4 wSiaouafinsnw D (D-stability region)

ArasspasanTImManiag (damping ratio) aaslnuanmsunisszwinsduisany

¢ fo
A A o : ' - A P>
Coee  SRANTIdRINMIVRISATINIINUIITBIIANANIUN T TR IR UATATY
R @a easswasdineis (real part) vasenlainn (eigenvalues) nawwnsnulnuans
WnINNEIATY
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A A @ ' a ' A o o 6 o ' A o %
Ry A8 f7IdinaN13B098UaTIB09AN lainunldunusnulnaanundsndany
Kimn 68 dfasgavasdnnuvasdiwaiugu PSS
Kimx 08 faNNgauasdnnuuassiuaingu PSS

A v a .
Timn 08 Antlosgavasaifiainnvassiuagu PSS

A : a ]
Timx A8 AN3NFATBIAINIAVRIEINAILAN PSS

°

Fanad Jaguizasduasmamdnninzay s nandaulwavaslnuansundsdrag v
aglun3aam D (D-stability region) dauaasluguds 3.4

Tundunils dauaaalugdi 3.3 Jauly ‘s the data enough for training?" ‘legn
farsanlasdwauvesusida (Samples) wiedayafionld eulufignlidansuadudad
ouALusn SwnpasuauLlaazdasdunnindwinsesanwmsian (features) trdwauvasuos

v 1o o ' v o 6 ' o v AX o
Wakeanindwinanwmianus wuusiaasmawensais lisansavile [19-20] luddiswan
o B ] o . o &, ] = &
snwuziduiltagznin 3-10 snwaziedn duiu Suauvesusudaaisazainnndy 10 Gawlud
duwdenlaiugwinn iwszddwsuaudakos g gnlfivesau SYM vildnaniawensoin
v v v o { v Q‘ J { 1 $ v 1 1 a
laanataanng dases drdwanvasusudanltimudnlundmis uaanuidianuienaia
A 3 v =) v v &X A A o o 1 dy A
wasuudsaintesniattosanng duffsnanaznganaissiwisusndadf inszwniia
Fuwnuaudadaliinnnineil anudanainanmswensoii i ldaasanduda wdalunig
& 4 v & @ A & ' A o o &
gou SYM  uazdunlunsdaiiudayasziiuduadninin lastaniziliadedriininiim,
wiiaasued SVM Minansan wazmamanumeiduilnanzauwsan g N
3.3.2 HS dwsunisaan SYM uaznsidanansmsian
~ a 6 1o o A v A A A

lunanaaas diwsdimesaas SYM agswan 3 dnazdasgumdrninunzauiga Ae

windnasvaswsisuinasinauuy RBF (o), Aasfidsuenld (C), uwazandssunaasany

e A

a a A o & a & al
Aawana (¢ ) dszniamlumsvimiszes SYM duagnumaiienminifiinesinanzauaas
‘yd o

SWM ﬂfmﬁaﬂ@hﬁmmmmﬁq@maawws’]ﬁl,maimhﬁm'nmmﬂ”nuwianﬁvlﬁﬂi:ﬁﬂ%mwmi
(n:id n:ic?f > Aa X % al U U d' a 6 = %
WeNIDING Tt aaﬂasmmsﬂumLmuaﬁﬂwuvl@gﬂlmwaguwwsmLmaimaa SVM Tuandw
Wi LT WINMTIATIZRMINa00Y UIziAuRranAaisasnMIaansnEmeLanh G1anumLan%
o A v ~ a 'Y & = ak AL
Vl,agmaaﬂslmmfmmmmmq@mmwau,m HavadlaiWaIINmTlszan A ez i Tuwnt
Inaa (L), asWidsededaiban (P, ) wazmias iWiifiesasiufialuin (PG) luszuu
Vl,‘vxlﬁ']ﬁ']ﬁ'a"l@'fgﬂlﬁﬂunm@m{ﬁ'ﬂwmu@iu FILNA7 ﬁmﬁiwmaaLﬂ%aaﬁﬁLﬁmVLWﬁ’]ﬁﬂ’am
wmanzaunaziuduansmzidwNegw PSS asdlsAeny I@avﬁvl,ﬂ&lumsgu PSS a:la
Mg lWi lusnessdaTon tadWRINEs wazluaa ALNINALAD
A9t L9398 ﬁaﬂa‘%ﬁwmsﬁumLmuaﬁﬂuﬁﬁogﬂlﬁﬁammmm:amaoé’nwm:
tang1nIy SVM é’amm'jwé'aﬂa%ﬁwmsﬁumLmumﬂuﬁazgmﬁammmmmmaaﬁ'a

winateasUsualavas SYM wazanuziauninanzauluszuuWifiiasatransaunis
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Tuidt luduasunisaau SYM (sznirsmsmdnmanzaswes HS) fnsldnisseuuuy
o 3 TWsa (3-fold cross-validation: CV) nmssauuuvlad k Iwsa CV swisnasiaduuas
Josriulonasiads (over-fiting) uuunsraasiild lwawisodl dnafeduysoivasauianaia
(mean absolute error: MAE) sisumsluaums (3.21) Idgnlidemulszansninaas SUM dain
Tywimsmananzaulagls MAE wunlad 3 Tda CV (MAE, 4ey) F9snanvadonleas

sums (3.22)

MAE = %%Actual Value, — Predict Value| (3.21)
Minimize MAE, ;e (3.22)
dadawls C, <C<C,,
Emin S & &
Onins 0 <0,
Feat' < Feat' < Feat

min — max

Feat? < Feat? < Feat?

min — max

Feat" < Feat” < Feat'

min — max

e C, de @i’]ﬁfaﬂﬁgmao@hmﬁﬂ%'umvl,ﬁmaa SWM
Cowx  f18 f3NNgAvRIFNAINLSLA Idnas SVM
tmn P8 AiBgavas e SYM (SVM deviation)
€., A8 @i’]&l’mq@maoml,ﬁml,uumaa SWM
Omn 08 diangavaIMIMdlnavaaaiuauuy RBF (RBF-kemel parameters)
Omx B fNMNFAvRINITAIAaTVRARTIuaULY RBF
Feath,, fis Sruauoagavasansmziduszuniinmas (power system features)
Feat),, fia Swinanngavasansmziduszunndhmias (power system features)

n fio Suvasanwmzianiidulyle (candidate features)
gunadr n aslasumagnifendeuntsdufiunisvatanns (3.22) la n udazen
AUNINETNYARN BULAUIANZ R uazWITIALaasnANzaNTas SYM aatin TAANH AL
a 6 n:idn:i =S (% A n:i (% 1 n:i 1
uazwiIdaasaas SVM mﬂqmﬂ@gnLaarﬂmmﬂm@ ANNLGNAT N NLANFIS
fnsurzuulWididsauwalng ABnsiisueiiimanini lddszgndlsld udda
(dimension) vasanwmzinaradenuinninasszuuinimasawmaian wazenaldiaaiuinnin
1 c?l’ o [ 1 o >3 A 1 >3 % Aa K
Tunsvemazansad SYM wanann dawmsulassangszuu Wi f1asnuaned19n aanasna
ﬁﬁnLauammmﬁﬂﬂﬂi:qﬂﬁlﬂﬁ aﬂ"mvl,iﬁm'man'n:ﬁl,l,@ﬂ@i”mﬁﬂﬁﬁ):swLiﬂvlﬂ‘luq@iagami

gawuad SVM dny
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3.3.3 mavimaaalad (Normalization)

eI gl winwiseh 1w L, P

e 48t PG flamausstatoyanuanedani

TedanalAiiaanulanaavasmaiananymian uazaannudwnalivas SYM iiasailynn

1 c?{' > a 6 & = % o % 6 [ i 1 =
AR myty']mauvgmLLa:meg@mmma'l@gﬂmuaua"l,aeﬁ lwagluma 1091

3.4 uann1331aa9

adszindszansnwaasiinms HS-SYM-PSS dsiaue szunlwiniasuuy 10 Aud
va4 |EE] tﬁﬁumi’umﬂ @T@LLamlugﬂﬁ 31 VL@TQﬂI%LﬁaﬂizLﬁuﬂszﬁwﬁmwmaﬁ%msﬁﬁ’naua
Tumsanunit 60 anznsvinawid PSS LLumT"J"LaJﬁmmzauﬁq@ VL@Tgﬂl%Lﬁaa%wquaga

v

dmiuaau HS-SVM-PSS Tasluzarinauns 60 aniznisvinu masmsnfauazlnaa ldgn
Ustahananzan asun P, , 3sgnviliidauuudasaan 0.5 pu 6is 3.0 pu, usz P, , tagn
) q 1 U

i lviauuuasan 1.0 pu fis 4.5 pU enwsren

° % o {d‘ (% 1 v [ Aa KR %

fmiunsau PSS uuuvialy nnieeinazdesgnmdnnanzaudisdanaiiunisdun
wouansladl e X =[T, T, Ts T K Ty Te, Ty Ty K] Torruwaniveanuuuszuy TWin
—_0.05, K, €[0.1 5],
T, €[0.01 3] ludndunits winfiweivasdanasiumadumuuuasluftldgnasenlwiduasii

N =10, NI = 1000, HMS = 15, HMCR = 0.95, PARmin = 0.4, PARmax = 0.9, BWmin = 0.0001

uaz BWmax = L0 wisiiimesinandt ldgnifandromsaasiauazassgn (trial and error) uas

daslusuns  (3.20) ldgnasdnlimidudsd ¢ . =002, R

spec

mnﬂs:aumszﬁmaoa‘"ﬁé’u A9 ﬂ"]vl,amuﬁimmmaaama:msﬁﬂo’mmmﬁﬁqgﬂfm‘luu%nm,
wwouvnw D

Tunsla HS dmsumssauw SYM s dwindmasaas SVM auan 10 6a émst PSS
d1waw 2 62 laun SVMyy;, SVMypp, SYMps, SYMyy,, waz SVM,, for PSS at G1, waz SVMy,
SVM:sp, SVMies, SYMysy, waz SVM,e, d19i50 PSS te3asriiialusdh G5 enusrau SYM weiaz
drldgnainsueniu las@dandszasdiaony fa iNeniansundamslnuanisunisszning
& 4 g X 4
W uazlnuamsundsluiug

FMTUNILRONANHMAZIAN NANITNUVITRAVINO B NMILEINANBILARAIT LAIUNT
a A a a A 49 o & o ] ) Yo
daaw  WWeatdSeuifisulusngsndunlonisifenansmeian 11y N1939UUY (pattern
recognition) uaziwilastaya (data mining) wuhansmzduszuynimisanlunuiseadaan
=3 [ oq: A L 1 ‘ﬂ' v o a v dl =
dnann @i madenansmsduiidulile swsarhldlasmsfansandeayadeiinanszny
daddmune (target)  2es SYM Tasass lun@t wasalimesves PSS laud

A 6 >3 oq: [ 1 d' v
T T T T Ky Ty T Ty Ty ez K Giatavinaaas SYMS dastu anwaziduiidulyld

= \ a & A a v = A o
arvzdinansznudawindiaaiinarftaas PSS Tudndunits Waanznisiauwaasszuy
TWihiasdfeuudasly winfiwasvas PSS anfimadfoundasamuaiginarildiadosniw

> A oA A o 1 a = 0/0“/’0/ |dl nﬂ/c?l/
VBIICUUHUIALNILANKATID ﬂdﬂgluﬂiL?ﬂHﬁﬂﬂiﬂWW D NI aﬂwnnu@uﬂlﬁiuoﬁuaaﬂu
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Urznaudie Tayannannzmiiinusasszuyniamias ldud ddsniwda, dasludale
o A AN oA > ! o o A !
suddalan uazlnan wafldde anwuziduszuy IWimangnlumamdwnanzasdiney

AIUANHIAZLAW o/ ANHIASLEAW LeLn
PG, PG,, PG;, PG,, PG;, PG, PG,, PG, PGy, PG,

L. L L L L L Ly Ly Lo Ly L Ly Lisy Ly Ly Ligy L,
P.., P P, P P, P P P P, P,

tie,1-21 ' tie12-2 ' tie,13-37 ' tie, 144" ' tie,15-5" ' tie,16-6" ' tie,17-7 ' tie,18-7" ' tie,19-8" ' tie,8-97
Wa PG @a fhasmsuda (POWer generation) mesasifiawiieni i
P

e 8 TaslWiuaafinAmasedeitay (tie-ine) szninards m waztia n

L, e lnaafisa b

Tunsmdnunzauassniudinaireos SUM  msidensnsmeiduday  HS i
wisdiaasnisaunivas SYM  lusunis (3.22) VL@TQﬂmgwhlﬁLﬁu@”af:Ce[lol 10",
ce€[10™ 10", 5 €[0.01 10],  Feat"e€[L 37], uazdrwananvmziduiidulyle,
n=34 .10 ludnamwnits mdinesues HAS VL@Tgﬂ@%@h@”&@ia"Lﬂﬁ; N =13, NI = 1500, HMS
= 25, HMCR = 0.95, PARmin = 0.4, PARmax = 0.9, BWmin = 0.0001 and BWmax = 1.0
wfiimafinanitldgnidendioitassiiaaasgn (rial and ermor) uazyszaunsafuasise

nafilaaewidimasuas SYM LLa:"g@*’uaaé’nwmmﬁuﬁmm:au fvndnnunzauds HS
ldnnuanasainiig 3.2 snwmzianaasszunIWihmssnmansaaluaasut 5 LEAIDIR AN AL
PITTUUMIN3ANIN Dedenusunnsnuuusnssmsriwevas SYM sheasiauilinanzaa
ﬁqmmmsmﬁwﬂs:ﬁw%mwmm SVM wiia SYM Qﬂlﬁﬁaﬁ’m’mwmﬁma{maa PSS snenatne
L% 91NeN379 3.2 é’ﬂwmn@iuﬁmmmuﬁqmaa SUMyy; tsznavudae L, L, uaz P, 9960
maslaiilnaadivs 1 uastis 2 waziasIWfheaidanssndnoda 18 ludsts 7 arnsey 99

anwmziawnat Iuadannuududrlunmsviuwisaies T,
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@199 3.2 wirdeasuad SYM uazanumeiawnadszuulwiriasnianuzauals HS

] windmasvas SYM anwatausadszuy IWimas MAE
HHHRes C e - (Power system features) (x107°)
SVM,,, | 3.26E+09 | 9.68E-07 | 0.0468 | L Lot Ricass 0.5517
svM,,, | 1.84E+09 | 9.54E-07 | 04991 | ,, L, L., L, L 0.2033
SVM,,, | 1.52E+09 | 2.58E-09 | 0.3069 | L, L Ly, Pegos 0.5454
SVM,,, | 9.13E+08 | 8.94E-07 | 1.8049 | Piisss Piciz7s Piesos 0.3057
SVM,, | 6.17E+09 | 9.53E-07 | 04076 | L. Ls, L, Ligs Piesss Piesss 0.7263
SVM,, | 421E+09 | 9.97E-07 | 00922 | PG, L, L, 0.5250
SVM,, | 3.04E+09 | 3.73E-07 | 05764 | PG, PG;, PGy, L,, Ly, Piss 0.2271
SVM,, | T.50E+08 | 3.76E-07 | 0.3798 | PG;, Piss s Pierss: Piesss: Pesos | 04744
SVM,, | 3.49E+09 | 6.06E-07 | 0.2332 | PG, PG,, PG;, PG,, L,, Ry 15 - 0.4737
sVM,, | 495E+07 | 6.81E-07 | 02024 | L, L, L, L, L 0.4399

adszifiudszanniwaas HS-SVM-PSS 3aldvinmisoudisusy PSS uuuyia’ly
(conventional PSS: CPSS) was CVM-PSS (coupled vibration model: CYM) annswias [35] law
CPSS 'lsignasnuuufigainem P, , =15 PU uaz PR,s, =23 PU lagAarsmian1dzms
vhaudndszninetu (day-time) sasszuualdlunsdnm [34] nudinesWsisusas CPSS a3
uaaslugud 3.2 uasisituinguszasdasuaasluaunis (3.14) awdrdu watilddie CPSS 1

weyaariia i Gl uaztaSasruia lWin G5 Aniainanzaunan laasd

CPSS: U, :( 0.37 j 5s (1+1.823)(1+2.31s) Ao,
1+0.02s J{ (1+5s) )\ 1+0.03s )\ 1+0.01s

0.23 5s 1+2.64s \( 1+ 2.09s
Upsss = Aoy
1+0.02s )\ (1+5s) J\1+0.64s J{ 1+0.01s

synmmviaiissniwaas PSS Miesasiufialwihaan 1

Wa  Upsy

>

pmmsisiissninass PSS Nasastuiialwingan 5

D

Upsss ]

4 . A . “ A
ﬂﬁlﬁL‘]Jﬂ\TLﬁJuﬂ'J"I&lLi']?laﬂl,ﬂsaﬂﬂ’]l,u@vl,ww’]@']'ﬂ 1
n

D

A 989 LURANNISIVaILAT IR TWRNaAN D
Wy

NUIUR

g
-3 ) ) D O

fignnzmaviaudnadls CPSS lagnldidusiunilsvasgadayadmiums
§OU

WunaLanTIney eigenvalue firanadainulnuanisunissznisiuiinisaslnug 1l
Peso logniAsuuasain 1.0 pu auds 4.5 pu legnusasdszul 3.5 Fawudn iermaslusih
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\Awdi, the locus of two dominant modes lunsgiwas HS-SVM-PSS giasaglunimaiioinin
D (D-stability region) lunsassnudnn idwnmaidusiniunsdivas NOPSS, CPSS was CYM-PSS
ifu"[ﬁagluaﬂu%nmmﬁmmw D witslnua (Inuasusumas) NOPSS, CPSS uaz CVM-PSS ‘¢
guiRpHan1IiafioTnIn nanssraasinaasliiiunin mslnsvesialnimiiusess
daugonlutSanawnn (heavy tie-line power flow) fuansznuatnitaaudadszanniwuasns
wiguas NOPSS, CPSS waz CVM-PSS 3ﬂ‘ﬁl 3.6 ugaserwinfiaosvos PSS (araslnin
gasmusidoifon 8-9 nmadsuudasan 1.0 pu s 45 pu

wananit nsdidnm 3 n3d asuaasluanse 3.3 ldnnnisdiaes a9 3.4 uaas
wnfeasvas PSS fisnuaimedan HS-SYM-PSS aasnsdidnmsn anvs 3.5 ugasnisidSouiitey

71 eigenvalue uazaasniswsiag (damping ratio) szwine CPSS, CVM-PSS uaz HS-SVM-PSS

5 ! T T
D—stabili?:y region a MNoPSS
{damping iratio 0.02) ; g\F,:‘I\SﬂSPSS
4.5 ' ® HS-SVM-PSS |
Flrst Mode :
, i '-..'\'
% \
4 Yoo ¥ _
\_\. - r Y
P ""Second Mode P Ptic increass i~.
§ - : .
3 /T e [>‘>.|> ? RAA AR
k ®e B - i
.\\ L - A /‘//
e N R
3 : T s e et T . § i
232 03 02 04 0 0.1 0.2 0.3

U1 35 Tadwassin (100t locus) wasTnuanisunisszninediud soslnuaisday

4 ,
——T11
T12
3.5H e T3 .
—+—T14
—— K1
3f T51 ]
D55l —=—T53 |
] 4 - T54
= —=— K5 3
w - -
@ 2 ’
o
S
o 1.5t .
=
o 4
= - n
1 o N .. e . - - ’ 1
) - N & ¥
0.5% ~— - < e s
i <o Y ’ AN
4 T e — B -
o e e T T “w s
1 1.5 2 2.5 3 3.5 4 4.5

Ptie,3-9 (pu)
311 3.6 windiwasues PSS athas Wi lusossdaden 8-9 imafouuas
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a1319 3.3 annemslnavasias Wi lusessdoon nydidns (drgiw 1000 MVA)

’NNTVRITTUY
NIt
Piess Piess AuriINIINAANVHANTEY
1 2.50 2.37 Line 4-5
2 2.34 4.59 Bus 5
3 480 470 Line 1-2

51934 winieesvas PSS Aduamaan HS-SYM-PSS

; windaasvas PSS
n3dh
Tll le T13 T14 Kl T51 T52 T53 T54 K5
1 | 21717 | 0.3911 | 1.9077 | 0.476 | 0.4545 | 2.2745 | 0.2539 | 1.5301 | 0.2573 | 0.2051
2 | 0.1515 | 0.4689 | 1.8886 | 0.3465 | 4.9393 | 1.0811 | 0.0104 | 1.1588 | 0.9208 | 1.1119
3 | 1422 | 1810 | 1.056 | 0.768 | 2.757 | 2.9986 | 0.0936 | 1.4908 | 1.3495 | 0.7377
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3 —0.0485+ j2.8202, £ =0.0171 | _0,0557 + j3.0809, ¢ =0.0180 | —0.1129 + j3.8358, ¢ =0.0294

+0.0661+ j2.3234, { =-0.0280

+0.0068 + j2.3361, ¢ =-0.0029

—0.0753+ j3.1278, £ =0.0241
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| servo system |
= ABc] | —
WTG, ref ™ MPC 1 MPC Bing 1 B gl Windmilland| |
> + | S+1 generator i >+
L |
Rite _MPC ! I
_____________________ Af
1
PLOAD — — Ms+ D
Power system
Afyy =0 — AUypc 1 APoyiey
MPC 2 o o E—— > —
> Tonevs+1 _—
PHEVs

57 4.2 wwudaeadasuasszuylulasnIanlslunsiinm

v, I

AoV, =

—>C, (1, 5) ™ P, V., )OO — || sart slip(w) {1G(slip)

311 4.3 uuusReINIVHaNLazLATaIRLRa RN
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4.2 @nw1szuunazn1sanasy
421 szuulalasnia

szuu'lulasn3a (microgrid system) Allunsdnuuaasssgud 4.1 soaziduavasszun
el marlnvhanlsdlwiwssuanasow (thermal power) awia 20 MW saaslwvia
nunasdanasswan (Wind power) suia 5.5 MW snsudlni (PHEV) awia 3.5 MW uaz
Tnaawwna 15 MW [5, 7-10] uuudnsesidaduvesszunlulasnia [5, 7-10] asusmslugunl 4.2

Twszuutt 19 MPC d1uu 2 69 Lﬁaﬂszqnm‘lﬂumsmquguﬁmaaLuamlaa WTG uwazns
muquﬁwé’ﬂvxlﬁwm PHEV

4.2.2 semnaZasriudalidronnaseuan
vianlaezuninaiszuviaIasiuiialWinanwassuay  (wind turbine generator
system) (8, 10-11] wamssiagudt 4.2 fssiuan (windmill) uazuundraesiasasinialuiuaasds

37U 4.3 avindhienviwavasisiuay B, smansndwimld dosumdalud

R, (V,) =0.5C, (1, B)Ve pA (4.1)
C, (4, B) =C,(B)A” +Cy(B)A° +cy(B)A* (4.2)
MoV,)=RolV, (4.3)

dla Vv, da anwSaaw (wind speed)
p Ao anwnwiuvinane (ar density)
A fa Auiiwihdauaslsimasuasriaiuas (Cross section of rotor for a windmill
B @ yuiw (pitch angle)
A fe sanauwanusinid (tip speed ratio)
C, fia sunlszAnsuesiasan (power coefficient)
R fa sadvasnaviuax (radius of a windmill
o fa anuTudanveslanasvasnsiuan (angular rotor speed for a windmill)
3 da Tuwudanuidosastavuay (moment of inertia for a windmil)
asluihiariyavasaiasindialiin P, sansadoulddsauns
_ ~3V?%s(1+S)R,
? (R, =SR)*+5° (X, + X,)*

4.4)

dla s @a &@d (Slip)
VvV fe wssawna (phase voltage)
X, fa Suanuanduasmaiaas (reactance of stator)
X, fia Suanuauduaslsiaas

R fa anudmumuaadsiainas
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| MPC control |
Rated
capacity

Wind power

output (W) )

Cut-in Rated Cut-off

(\/wi) (\/wr) (\/wo)
Wind velocity (m/s)

31t 44 ngmseuauyass (Pitch angle control law)

R, fia dAenudunmuvaslsiaas
luanazasen (Steady state) drlaiRasannisgyifvzawaionu wufe (P, =P)

v
o o

A P, sansndyzunadn e Taolaunsdelil

P, =a,(B)+a,(B)V,
a(B)=oy+o,B+ a13ﬂ2 + auﬂs (45)

2 3
a,(B) =0y +ay,f+a,B +a,,p

o a, fa Masfl NuszdoaiuduisiuszuuniaiasTwihandsiusuusadly [10]

aasuns (4.5) P, sansngnaivqulasnisusuyuisvasuaa (Dlade pitch angle: )
mimuguyuirsaduaavas WIG ldsumalivadamunzay auanmnuailasulas WTG
waaamsunisvasiaslninienring demsdsuyaRzsesuanves WTG [8, 10-11] Tagvialy
minuguyuRTIzgnnizlasnsudnduldsasiasinduevinaves WIG saniduusiim
msmugu 4 unmssusaslugui 44 uazngmsniunu (control law) dwsuanusien v, tu
LL@ia:u‘%nmvl,@TQﬂ@ﬁmlﬁlﬂu@”ﬁ@iavl,ﬂf:

ustom LV, <V, (anuFreudszanalain 5 mis) asdyudalud 90 ssen u
vt WTG azlinFanasnulnin

uSam 2.V, <V, <V, - (amaFaaw 5-12 mis) asenyudierlud p= 10 a9en P, Vl,mm
fwameeauns (4. 5) G WTG ﬁmmmsmuwaaa’maﬂmaﬂa@ WinfiananSaanmziuas
inle

vstam 3. V,, <V, <V, (enusian 12-24 mfs) yuRwaansndsvldlugsivue

%

(30 10 a9 £ 90 asen) P, ldpnduamlanldauns (4.5) dawu asvlndiavinaves
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WTG 39dna9n (ﬁ’]ﬁ'ﬁ"l:vxlﬁfn,mﬁv!@ﬁﬂ”@) \a B VL@Tgﬂﬂ%'uaﬂwLﬁmmu Tws29u3n58 1Y

a = 1 d' >3 o ™ 6 a a 1
AuquyuRzrauaa Saasinansiandasnumasiniiervinazas WIG ddwfundn
maalWiafina (rated capacity) lasvialuyarsnansavildidfouudadluviiom 3 ld lund
MPC FNTUMINILANYUATULUIIAIT nTerluuSiom 3 Lﬁﬂﬁﬂﬁﬁﬁﬁ'ﬂﬂﬂnmﬁwmaa
WTG fianuisau

usam 4V, <V, (anuFisaunnin 24 mis) addgaialud 90 asm ianny
Uaaant uar WIG azldnfanassmlwi wwdsanuuim 1
dla v, da anwSaaw (wind velocity)

V,, fla anusaafinsiuaansurinam (CUt-in velocity)

Vv, @8 ﬁam'mL%’;awgoqmauﬁﬁ'm”uam:%q@ﬁ’mu (rated velocity)

V,, Ao mmL%ﬁawﬁﬁ'\aﬁuamq@ﬁ’m’m (cut-out velocity)

Twwdsoil el v, =5, V. =12, uaz V,, =24 M/S

4.2.3 szuuavaaias e PHEV

PHEV 14eaudas AC-DC wuuaasfiemns (bi-directional AC-DC converter) sd
anuzITalumsudadininszuasan lddulwinssuaasisenina lnuansonsaveuuaLa e
T uazudadtwinszuaassliduwlninnssuasauseninelnuani1sass1592094UALADS
Nuazidsamudiannyainamasvadaintas AC-DC uuumasians #nsu PHEV lafinns
afune’3lu [27]

msmuguiasluihes PHEV demsidosiwuanufuansdszud 4.5 [12] VIG fanns
augumMITImasiniunufiemadeaannmsluia (gid) sdssnluih V26 Aensmsal
MIfaTISULLFDINANIINTA AN LU gIm T IinIaannmsiwiungssalnda frasluda
1vinavas PHEV 283 V2G  (R,) swnsngnetuquuuuqmanwmzagd  (droop
characteristics) semsifsuudasanad (Af) draumsdeluil

KA (|K A [ < Pray)
P — max max max 46
vee {P (P <K_, Af) (46)

max max

e K, fle dnugagazas PHEV

P A8 finaalnigegavas PHEV

lag K, awningulasiansmnszezdng (trade off) szndsmansznuzasnlniuas
Tr9msunisvasaniuzmsszy (State of charge) dsmamndasniumsiinduuaslmAanismsal
nsasmfe (charge-discharge cycles) 1ui K., wes V2G gnaushs MPC TagRarsminis
dauuenaiviesgafidesms uaz P, ldgnimualagszauussaulvu 200V/25 A

Tudndunits maviwies VIG (R.) Ao mansadunldlas
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K o Af (0< K, Af <P..)

I:)VlG = I:)max (Pmax < Kmafo) ' (47)
0 (K__Af <0)

max

gﬂﬁ' 4.6 LLammimuquﬁﬁaVLWﬁ’mao PHEV Tasls MPC Tuuuudiass V2G nsus
wiaSarduguaunils (first-order transfer function) Agaannsias (time delay: Toe ) leignls
uazlwnuisoitasdnlwiin 1 [28]

K
\‘max

Af

max

V2G

PHEV power (kW)
l¢—Discharge—»}«—— Charge —»|
1<
®
1
o

Frequency deviation (Hz)

s 4.5 ﬂ’ﬁﬂ'm@;wVLWW’]ﬁ’]é'wm PHEV danisidssiunaasainud

15kW
Control signal 1 / APQW)
from MPC Tongy S+1 _/
-15kwW

PHEV (V2G)
gﬂﬁ 4.6 ﬂ’ﬁﬂ'm@;wVLWW’]ﬁ’]é'wm PHEV 1agls MPC
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Past | Future

Set point (t t
| _Setpointfarget o __ o _ o
o
o
y o @ @ @ Pastoutput data
® o O o 00 O Predicted output data
Yy e Past control action
® | . =es=e- Future control action
e © ©
Control horizone, M -

R Prediction horizone, P »

Ll

k+M -1 k+P
Sampling instant

gﬂﬁ 4.7 wanmsvas MPC

4.3 vannsaanuvualraiuan MPC
4.3.1 ngugjues MPC

wupdiaes MPC finannmsvisulaslddianinaannnsialudagduuazdanrinaain
mawgnsoivasanlueuina [18-19] Saguszasduas MPC fa ihemdnday (Sequence) wes
ﬂ’]iLﬂﬁlﬂuLLﬂﬂdﬂ"ﬁﬂ’mQ&l (control moves) leur ABUNA GITHH NAADLAKEIVBININENTDE
dadnfiasld (set point) fofaguszmaduesmamananzay U 4.7 LAAIRANINTAUT IRV
MPC ila v Aad1Lainmass § ﬁa@hLmﬁv!@]ﬁ"lﬁmnmiwmmni W8z u ﬁamﬁuwm“ﬁ'
dunistayatnaadsdagii (current sampling instant) iwualasduls k duasuuas MPC
ﬁ):ﬁfm'ﬁﬁwmmmmaaﬁuwmﬁ’]mu M 61 sindae {u(k+i—1), i:1,2,3,...,M} T
Usznaudmodunaluagiv uk) uazBunaluawaadwiu M -1 duna laoBuwaldgnvinldg
mﬁﬂﬁ'\imnmimﬁauﬁmaaé@fyﬁmmuQmﬁ'}mu M dryaos Fyamdunaldagndiuim
Aavin LénwnaaLmﬁvg@ﬁwmmtﬂﬁﬁhmu P wowiwe laun {§(k+i), i=12,..,P} Aazidnds
(reaches) amgnads (Set point) druauimanzas

Fwansaanswensal P oazgnaneds (referred) mdewidugrsaamaneiny
(prediction horizon) luwauz? Sruwauvasmstadaniivasmsmiugu M gnisaningisnains
auqu (control horizon) fswsiindrduaesmsiadeninmsniugu M lagnduialuudazsay
vasdayatndratnefiidnan lawizmstadeuisuusn (first move) winiudazgninlulFauete
%ﬁ'\immfuﬁm”ué’ulmiﬁa:gﬂﬁﬁmmﬁiagaﬁ'ﬂé’aaﬂ"mﬁ'@m pasneiialdalndianudu
adulyledanass mww:msmﬁlauﬁ'maaﬁuvgm‘i’mnnwmfuﬁgﬂm"lﬂlﬁ”mm%a TuAUAEH
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agndfiunsin g luudazdayatndratnafidian

maswennioives MPC aznszvinlaslduuudraaslawidng (dynamic model) Tasundas
Wunoudnaesnisnaseafadw  (linear empirical  model) wiw wuudaesnatsaanls
(multivariable version) wasuanauauasiutivla (Step response) wiauuusnasaunTHadIs
(difference equation) w3ednmadennits unudraasnsmdiWasWarssw (transfer function) 3a
wuudnesdSndsan (State-space model) Asnansnianlald

wann13uad MPC fa ﬂ’]ﬂ"ﬁ"ﬁaHﬂﬁﬂﬁﬁ@i’]l%ﬁﬁ]ﬁpﬁkﬁﬂLLﬂﬂ%ﬂ@ﬁ’]ﬂ’]inﬁ’]L%Nﬁzﬁ&l
fmsudayanilmiasluemaatisiria [20] duin ssuuSisansousaoidunanausuasBuwag
wousia[21] aaee’luil

y(k+1) = y(k)+Ai5iu(k—i). (4.8)
i=0

i y(k) fo NAesTBIMTARaUT ™ nmﬂﬁ]ﬁ;ﬂ'u k

u(k) fa une ot a9 k

n, fa ﬁhmumaaé’wﬂs:ﬁwﬁfs«amauauaaﬁuw”az?ﬁgﬂlﬁlmmmimaamm

A e wn3ndszuu (interaction matrix)
5, fa snvdulszinsuazaansarualdidudaselui

6 =010 Vi=0,..n. (4.9)
dla g, feminan auiu gA AewwnsSnaulszinduanouauasduwagseud i Taymvas MPC
fifle tadwans u(k) Sududeeuvaslusunsusasses (quadratic program: QP) Gsanunsn
fmualdasdaluil [21]

M
min z y(k+)-r(k+j) "w y(k+j)—rk+))
in, 20 W, ] (4.0
+[u(k) —u(k -] W, [u(k) —u(k -1)]
' L
moldanly  y(k+1)=y(k)+A> suk-i),
i=0

—Au, +u(k-1) <u(k)<Au,, +u(k-1).

dla r(k+j) Ae dnnazananifidasnis (desired profile)

W, fe wnindneefiminuuouinisuives (positive semidefinite  weighting
matrices) wasia1ving

W, fia wnsndianaefiminuuuinfswivauasiune

M fa Faaraainisaauau (control horizon)

ntaasinmin w,, W,) LL@ia:m”’JVL@TQﬂa:uyﬁlﬁlﬂumm‘ﬁ'éﬁaQﬂ@mﬁmmw%nSE

wananwal (identity matrix) Ssmanzauiunisaiuguynizvesuaaves WIG uaznisaiuqu
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PHEV Tauawnzegieds W, dnazgnidenlifivmaunwefiazyinlildiienlodas (rate
constraints) Aigasns

flausidn MPC Busanldeanuuuivszuufidufasendeunay (interactive) uazunuwnans
Suwanansteviwa (Multi-nput multi-output: MIMO) [20] aghalsfianu Tuamdseil qusnwas
22ININILQNYNAT UazgmansmzzaInmInugy PHEV ftu Sanuuaneranu Tasuwhwanglu
mimuguyuisda lunsdlvasmavilimasindieviwavas WIG fianuiey alddygyim
mndamadiWidudune uazdrd1r9danndamasinivas WTG (dudrdnads (reference
signal) lurmsaseriudha Saguszasduasmaniugu PHEV fa ieaanisunisuasanuiluszuy
Tagld anufvesszunidudyarmdunns uazanuidisdsvasszuudusyyimdreds Tundl
msaugu PHEV fenusudaunazdasnisnisaiuguiusiug (precisely control) asnnndinms
MILAUYNRT FIUMIMILANYIRTFBININAAaLFHEINSINTdenNnuan Twaazdinig
auqu PHEV fnanauanasdandoaiuuanufivesszuy

wananit nsauguldtasinianriwases WIG danusoulasls MPC aauqu
guﬁ%ﬁ?u fuansznudanadsauuenuiluszynihidsdae LL@imsmuquguﬁﬁﬁuagﬁu
mssmandapas WTG uas anusaisu é'i?oﬁlzl,ﬁm']"l,&iifuag’ﬂ”umumsmuqu PHEV @2a MPC
wananil nIauguyuie wazuduzes WIG ldgndrassdisaumsnendiaaaat
(mathematic equation) luwmst PHEV gninassdransudinasieidusudunis (first order
transfer function) Sedienasdanianm (Toe,) aoun msld MPC uuuidsasiwinasad ite
AQUNNAT uazaIuguias lWieiwauas PHEV wandu Sefenunuzanlunwisoi

Tudnduniia daruquuuy Pl wuudsresdn wiadaiuguilsd arvldinanzay
fwuiunInuquyuiuazmInuquiadiniuevinaves PHEV adslsfionn msldds
mugu Pl Sanulimanzaudoyufisasdnds (held constant) iuwnamin Ssenaiiaduldide
ananSaantaaninangsda (set point) iwinauu viadt Lﬁal%m”q@]ququﬂéﬁéﬁ sulilgiFasined

szmmuangWodimsuiymlag [29]

4.3.2 MPC dgwsumsaruaunaizzasiuanas WG
aUmuquuasmMIniuguyuisasuaasas WIG laslddraiugu MPCL ldgnuaaslu
31 4.2 Buneas MPC dsznaudas anuuandnsvasiaslniieinazas WTG (R, ) uas
S 81989 (Pyrg rer ) &Juﬁ?ﬂladLuaﬂvlﬁgﬂﬂ’mﬂ&li(ﬂUlfﬁ%?ﬂ@ﬂ%é’]ﬁ lufitusidavaanias
fuita’lwsin (generator torque) snansagnlfidusyaimaruqudaunsuiddn  (crucial
feedback control signal) witelsilanas WiannAgavasiasinieinazas WIG ua:
mansaldidudunaiterlimaslniierinesas WTG danuiSey (smoothing) agnslsfianw
milEmasinifngale dusyaraeauguiounauiianumanzauannnil SmMiunIniugw

Tirhaalwienvinavas WTG flanausou [11]
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Tundunila3Tnnsiafeuiiade (Moving average: MA) anagnladiiarinldriasluin
[ o a 1 =3 a ] I‘:I lﬂl o v 1

vinavas WIG  daauiisy adhslsAiaanmsaiuquyuislilsqinyilding g iwazdn
wodAnssuvasszuudanwaensliidwdaduadronnn (highly nonlinear) wazfinaalaiusiwamn
(uncertain) [30] MPC fiamawaunzauninndt inszmsviliiasiniieninases WIG 4
anuisoy lagnilsudoyuizveauaa MPC Aldlund iWensdsuguirvasiuse iwassna
asliduarvinaanunasdionasnuauldiinnuddedanmmuali lasfinannivegun
Auguasenuinuuazdy g mauguieunsuzaaasasiuiiaWiannasnuan

WayuArvesiuanlagnaiuguriuszuuisesililaasedin (hydraulic servo system) lasd
tadna (Constraints) vesyufirvesnuan B uazdamniaiddouudasassin (dp/dt) awnn

LEAI laaIgunNITea b

10[deg] < B < 30[deg] (4.1)
|d 8/ dt| <10[deg/ s] (4.12)

gnsunannisves MPC i3 WTG  siansousnsdionanauauasdunasuuusinauasdi
waqaldil
N
Rvre (K+1) = Ryr (K) + Amneiz():5iﬂ(k —1) (413)

e K)o nnmsussdyamiidninyAouudes (yuRimuasiuan) o anTagui k

Purs (k) @a aslninfingaldvas WTG w a9 k

N fe dwnwvesdulsrAnivasnansusuasduadignlluuundisesszuy

Ayre Ao wninaasszuy WIG

Twuisedt dlesan windmill ww3ssrudialwiasszuny WTIG uaaadrzuuudiaasms
atiaeman’ aiauns (4.5) muny (Mapping) anndunalugianvinalagnauy@ldiduunuds
\dusa 9 uStamingnw (operating region) FeidunmssuynddmsunisinlulFuede danuu
Aure susngniaualiidu 1 [22] smsuszun WIG

4.3.3 MPC gwsumsauaa PHEV

aUmInuaNTed PHEV S'Em”amuqu MPC2 VL@TQmLam"l’S’Lugﬂﬁ 4.2 Uiniimanues
auaugu PHEV sunsarfinuele assgunivea bii

A PpHev _ _1/TPHEV 0 AI:)PHEV + 1/TPHEV AUMPC (414)
N ~1/M  -D/M || Af 0

ay1=lo 1 % [+ 0] (415
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o AP, fio nmawAsuudasasiatlnihues PHEV

Af de nwAsuntasvasanufivasszuy

AUype 1B ﬂ’]SLﬂﬁlﬂuLLﬂmmBG§QJDJWMQ?UQMﬁﬁWu1mﬁQEJ MPC

Tom, A0 AAafimaIavas PHEV

M #a dhasfianuiden (inertia constant) sasszuulaulainia

D #o auiszAninansiag (damping coefficient) vasszuulalasnia

Uinfimand lagnlfiduuundraadlunisduiaines MPC asitu nqui MPC fign
Uszgndldnunisaiugu PHEV sunsnimualdaasieluil

X(K+1) = Appey X(K) + By u(k) (416)
y(k) = Cppey X(K) + Dpyey U(k) (417)
A |:_1/TPHEV 0 }
Laa Ay =
-1/M -DI/M

UT
Berey = { (P)HEV }

Corev :[0 1]
D =[0]

434 n'\sgw:anl,ma{ﬁ'mﬁnmad MPC

wnaeithninaas MPC (w, uaz W,) dmsunsauquanisuaznisasugy PHEV 16

y

anaunsan g nu laglidfnguaynia (particle swarm optimization: PSO) [31] wacld IAE
(integral absolute error: IAE) [5] lusriFuingszaad dodt

Etinish Linish

Minimize 1AE oc = [ [P, o —Py|dt+ [ |Af|dt, (4.18)
Ustart Ustart
dodewly W, o<W, <W,
Wui,min S\Nui S\Nui,max’ i :1’ 2’

A 52’ > Aa o A .
fAa LinaafihninueIdunavas MPC @27 i

W,
W,  fa bneefihwminuasetriwavas MPC dan i
a

= ' v ;3’ L a o A .
fe @ﬂui’]ﬂi,i(@]"lli’JGL’JﬂL@Iﬂi%’]%%ﬂ“ﬂBGB%V‘!WDBG MPC AN 1

yi,min

A ! xS 9 a o A .
faa ﬂqlnﬂq@l"ﬂﬂﬂL'JﬂL@lﬂsu’]%uﬂmaﬂauV!@maﬁ MPC aIN 1

W
Wyi,max
W, min 018 AiBBgavaInI@aTminuaanvinazas MPC dan i

W

ui, max

lag i =1 dwmiu MPCL (msmiuquynis) uaz i=2 dwsu MPC2 (msauqu PHEV)

A xS @ & o A .
fa @ﬂ&nﬂq@]“ﬂElx‘lL'JﬂL@Iﬂiu’]%uﬂmaGLa'W]Wi@]?laﬂ MPC AN |
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4.4 wann193aad

msai”maamoﬂawﬁamaﬂﬁgﬂmzﬁwﬁu Tunsdinidasnstszifindszininwaosdsns
WURUE s:uu"[%lﬁ’]ﬁ’]ﬁ'm”aLLa@olugﬂﬁ 4.2 ldgnlfiduszuudmmiunsdnm

lunseenuuy MPC winiinesvasdranugu MPC dnsumsauquyuiveiuaaves
WTG lsignasenaadaluil sraaanmsviwna (prediction horizon: P) = 10, daanamisaiugy
(control horizon: M) = 3, uazgsraarmisgnaaadne (sampling interval: s )= 0.1 s ludndw
Wik windinesvasdrniugu MPC & wmsu PHEVS VL@TQﬂ@lgd@hLﬂu@vG@iavLﬂf: P=10, M =3,
wae S=0.1s

fnSUnIMIAIRaNzaNTanLaasiminaas MPC wwuldenisgidn (convergence
CUIVE) wasmamamanzanuansaazli 4.8 nﬂma%ﬁmﬁfﬂﬁmmmwﬁq@ﬂﬁ deasdaluil
W,, =0.6780, W,, =0.6312, W,, =0.0850 waz W,, =1.8653

lunsdraasdnmn latinssuydh s:uu"l,uiﬂiﬂ%@ﬁl%'lumiﬁﬂm"lﬁgﬂ@hLﬁumimﬂ@"
sluvulwaauuugy uazanuiay vasnsdidnm 3 nadl @”@melugﬂﬁ 4.9 LL@:E&J"?II 4.10
muiay NeazBariuidnvesuuniaesgiuuulnsauunguuazanuianuanaslu [32-33]
eazBuafsnuanuausazmsnaalniiasas WTG lunsdidnun Sasdeluil

nadh 1 suy@danfianudiszning 0-24 mis Tunsdist WTG vinswluusiom 1, 2 uas
3 (r9B9flaguil 4.4) lunsdidk WTG daulwajriamlunsinm 2 athelsfions MPC azvianulu
Usm 3 aiin wammwaamimuquluﬂj”mL’smagumaa MPC Vl,ﬁgﬂﬁmﬂ"]luﬂitﬁﬁ

nadh 2 aun@handanusaszning 10-24 mis Tas WTG viharuluvSioa 2 uazuSiam
3 lunsdiil WTG lavdaulnagazvhamluusiom 3 @”oifuwam:ﬂwaamimuqu MPC asing
swnluusim 3 lasumsanunlunsdil

nsdh 3 anusauasanlidn 10-25 mis Tas WIG vieuluvsiam 2, 3 uae 4
wansznuvesauiIanagszning cut-in velocity, cut-off velocity uszusnmnaiuquds MPC
VL@TQﬂﬁﬂmlumtﬁfI

wonaNit minugulszaunuved yuRsvadusaves WIG uaznsaiuqu PHEV lag
19 MPC #iviiauaisenin “MPC-Pitch-PHEVS” lannihandemdivuny “MPC-Pitch” waz
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MPC dniuaiuquirasindiaes PHEV uazlddnmavinldmasiniainandanuiioy 3ﬂ‘ﬁl
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uwazdniinydh MPC-PHEVS iwmzdmansznuvesnmsmivquanuiiauvasias iniienving
a7 WTG é2s MPC wasann PHEV VL@TQﬂ@iamTﬁﬁ'm:uuﬁnm 0.5 h wu31 MPC-Pitch-PHEVS
mmmmuqum’mﬁ'maas:uuvlﬁamaﬁ Tunmsasedn PMC-Pitch waz MPC-PHEVS lasianansa
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wmzimshldmasinienriwaan WIG flananssulasld MPC aququaniizuasiuaa
swsnaanansznunias iWieinaves WIG uazsnansntaslw PHEVS vivnnsmsalms
famsalimsinss e

wananit aanuiiraudinianusafida (rated velocity) dsuaasluzd 413 (a)
anwufvasszuvlunsdivas MPC-Pitch-PHEVS mmmﬁﬂﬁmmﬁagjlumaﬁﬁaomﬂﬁ NANTY
$raasiuaasliivinir MPC-Pitch-PHEVS fanuasnudanisidaswulasvasinaslWinann
WTG 307 4.14 (n), (1) uaz (a) wsasmisideosiuuanud, masliiieninazas WTG, uaz
madlWianvinavas PHEV Yo919 3 N3 anudey Taaziiuin MPC-Pitch waz MPC-PHEVS
Vl,;immmﬂ’mqm’;mﬁ Tuwme#t MPC-Pitch-PHEVS a’mwmﬂmu@um’mﬁ"ﬁaﬂwﬁ 3ﬂ°71' 4.15
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limited) vas WTG as'laasunslilu [30]
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snindaugu MPC wazdaaauqu PID (proportional integral derivative: PID) laswinfiiaes
284 PID legnaudas PSO (particle swarm optimization: PSO) [31] Weriguiaguszasduasnis
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an WTG Aifssiunaneiiesls nadilede dnauqy PID Amanzauassa Uil

PID-WTG: K, =0.5034,K; =0.0027,K, =0

PID-PHEV. K, =0.2644,K; = 0.0065, K, =0
e K, fia dunusasow (proportional gain) vassarugu PID

K, fla dunud3wis (integral gain) vasdrarugu PID

Ko fa dwnuawwus (derivative gain) vasaraauqa PID

gﬂﬁ' 4.16 ugasmalSeuiisumsdissunanuiszning 35 MPC Avnauelunuisoit
uaz PID anzuwuindaaiuqu MPC mmmﬁﬂﬁmﬂﬁmmummﬁ'ﬁﬂiﬁmsmuquﬁ’;sm”’;
auqu PID
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Tunsdifidasnsfudiuanuaimu (robustness) mamé"ﬂmsmqu@iamﬁﬂ&iLLmi,uau"uaa
wisdieesuasszuy (System parameter uncertainty) @i’]é’&lgitﬁmaamnﬁmmummﬁ'gaq@ o
winieeszasszuy (M usz D) ldgnvilsidasuutasanannzmsvinamynd (nominal
operating condition) #s —50% las M 'legnvinlwiasuudasen 9.02 fis 452 uaz D ldgn
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gmsumanuangsninansalaals MMPC

uunfaznanfsmsnugumsssalmsasmauuusesfiemauszmsaruaauems
Uszq (state of charge: SoC) vassnsudlwihuandwlausa (plug-in hybrid electric vehicles:
PHEV) dwsumavinafissninanuiluszunlulasnia (microgrid) Tesls MMPC (multiple
model predictive control: MMPC) MMPC l@sunswauiuazdsuiysnnain MPC (model
predictive control: MPC) wuuaaidanilarhamuiuanizmsvhnuiunnasannizaasszuy las
MPC &a3smsifinanniszasuuusinasuuiugiunisvitwne (model-based prediction) 7
dszingaw Ssazsvimsdnmdygimauauluemaadisnismdminzauaesldsunsy
fsames (Quadratic programming) uuWusrwweswuudtaasszun (plant model) vasszuy,
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YIZ/NITNN

5.1 wniin

Tulasn3a VL@TﬁmiQﬂmmHﬂ”uasmLLwiﬁmﬂuﬁuﬁﬁwlﬂa wzdynFsuaagen
ildioiigs uazdug  [1-2] lulasnIadungu (cluster) wasmsirsnisniauuunszans
(distributed generation units), wisazsuwasswsuunszane (distributed storage units), was
Twaa [3-4] lulasnsamunsnrululwuausnlaasalui@ wazdiaanindaudarunylui
(utility grid) 'lef anaangadsznirimatlWiniousslnanlugudaivquszunlulasnia ns
PmITBILnaITENaINuywIow (renewable energy sources) luszuulalasnia lasiann:
msudamasluhanwasnuanimaiinduegetaion inzndsnunymiouiinansznude
Auneseuindnian uszlvsinalisialasamzluiuisuunvindlng (rural areas) atnsls
fianu mandamaslwin lisinauennnasuan iusmgrirliAadywinisunisaas
anufiegnaguuss Tasamziilazwamdsmananvasiaiasidialwihnldlunisainquanud
Taisowe Lfiaﬂﬁmuquvl,aiﬁﬂs:ﬁw%mw ﬂ’m,mdwaom’mﬁan"mgul,l,saa’m%owaﬁﬂﬁs:uu”lsj
Siadasmwle

Tudndunits snoudlwihuanaulausa (plug-n hybrid electric vehicles: PHEV) &a
gunsaffifmamanitegnstaian fazshundaasludedlalain (customer side) [5-11] e
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wasamiisaLivagraissnalunuaimaizes PHEV nseiuauiiaslwidronissisalnng
damiauvvaesiianna (bidirectional charging/discharging) wes PHEV snansadszyndlsifiean
msunispesanud [5-11] msmuqusmsaiisslniiaes PHEV idemugquanailuszuy
Iwiiasunudadan (inter-connected power system) Aidvsurswuanldfnsiuaualu
933w [5] deugulu [5] mansadissrinsdissmmwanuivesszun Wihmasszninetisnm
nsmfa Tudndunits msauquinaslwiuuusasfienns (bidirectional power control) w3a
vehicle to grid (V2G) vas PHEV ldgnuszgndldianiuguanud luszuuldiiadsuuy
dordauiifviuiaiuan Idinsinianaluwide [6] dauquiiaslniizes PHEV wuy
dasau (proportional) 1u [6] lnanismuquiia agnslsfiany amsldanalivinensans
WanwLUaITTUY 1T mnﬂ?ﬁmuﬂmW’mﬁma{maaizuu, matdasuudasmias liiann
wadnuanuazlnan snalddaauguiadliiues PHEV lu [6] enaldsunsanudaanals
winawwanit uszdsralilimansnaanisunisvasanudluszun s le

wananil lunsdnisldanwess windmesvesszuanalinsiuszsifouudasatng
davtaaiflarnznmavhowddewly [12] maddswusawnfiaesvesszoy iiu drasiaan
‘aw (inertia constant) wazdasnnnswsiag (damping ratio) AefsnignRarsaniiansrasey
UszAnEniwanuainy (f0bUsness) lusudmnisauguanuilnae [L3] dau anuainy
gasinuaudenyliuiuenzesszuy fa Taseiddy Feazdesianfiasanluniseenuuy
AIALANGIL

WNatinanuasnuuesdnIugudaniyliniunensesszuy luoni S9ldviinas
dszgnald MMPC (multiple model predictive control: MMPC) iievinmsmnsa/nmsdamn$a PHEV
wuusesianns (PHEV bidirectional charging/discharging) uniiugmassmsaiugu S0C dnsu
matadssmnanuiluszuvlulasnia lag MMPC lésunsvimmuszusudsanain MPC
(model predictive control: MPC) uuuasidiar tiarianuiuaniemarieuuuunaiuan1izues
szup [14-20] MPC fanwasnudannaliuineusasszuuuaznsifouudassaswiniines
21] uazlégnuszgndiianiuquanudlnsandisiuanlusuise [22] ludndunils ms
Uszyndld MMPC  1ddintssiiaualuauidoeds g i nsinusesaandinouduis
(automotive dry clutch engagement) [16], szuvuanideulusaeuuuulaviavesdaruiss
awwda (hybrid proton exchange membrane fuel cell system) [17], wazszuuszunsinluaaas
(drainage canal system) [20]

Tuunitazsinauansniugy PHEV wunnanaisfimunzaalasls MMPC uuiiugiuaas
anusnsyszquuaiaaizas PHEV fdslnihannwaasuan uaznsidosiuuanuiivesszuy
Mnuquitiauadanuaimudannulivinensesszuunazaansaldiiesanisunisves

anudluwrzuululasnsalaidunagiisa
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5.2 swdsafiiigatias

madszgndld PHEV iiavinafivsnmwnisundsasanudluszuylwihigs 1édnns
dnawalusuiss [5] luewdsoil wuaine3aas PHEV ldgnaiuqudrunisdanminismia
maslniaas PHEV adelsfianusniuznsdszguasunaine’ (Dattery state of charge: SoC)
Fodndudwivldlunsdud VL;i"L@TQﬂﬁmimﬂumu’iﬁTmﬁ

luawddn [7] leviaue mamuauaudzaslnasvasszuylimssuugenlosses
Nuiidr PHEV wuewae3ues PHEV slumu"iﬁl”ﬂf:"l,@'fgﬂﬁmsmﬂﬁtﬂumsmuquﬁwﬁ'ﬂﬂﬂwaa
mirsinadssiuusesiiens ansalwilugmsladannms i lgsnlnih adnals
fiany S0C vasuvatae’ ldgnasenlifidmitsszninansls PHEV iaviniafissamanud

Tuwuidas [10] memsaunusundn (Smart charging) sesnisaivgunismsamas i
wuumnades (0ne way charging) annmstuda (grid) ludasa’lvia lagniiaue daduas
nudsuiisznandan (1) MITTAULLRANTNANNITAFTIMIAIUgNNITTamas Iniuuung
Wderanm Wil gsan il uaz (2) mamsauusininaaninfiazsisaanisunisves
anuilnaalalwasndoii lunwisoil PHEV ldnnuuseaniduzeingu nfuwsnlarimuald
§ S0C unasfl wazvimsmfademsmuguuuuazy (droop control) ealatinsvintaualu
nuian [1] smsunduaesazaglulnua VIG uacldnsmiuuusanin atnslsfiow mideun V26
Wugdnssinanditisaanisunisvasanud wnzimneusaznsimi V1G sanainszuy
(plug-out) madssuuanuldlduandrai

luswisn [13] msmuquiszauiuuuunsmuzes PHEV uaznismiuquanuiluas
(load frequency control: LFC) lsigntiname dafiuassmisnil Usznaudas (1) PHEV sunsadi
azvinsmialmadamsamaalwiidmsy SoC Adaanmslutisnaifiuiuen uaz (2) PHEV
musafiazaamsdosiwuanuiniong fi luemisuil dosfsuuumsshasiwihannadsam
aufawhmamdminzanvassy I MAILANNITISI/Msdamsa PHEV adelsfianalunig
UfaessgUuuuvasiaslWihannassuaunans g $rlusdranin (Several-hours-ahead wind
power pattern) anardwlylaldlunsd fud

aaleiianelumnwisoriowniil syanmasmaiuguuas PHEV ldanasrslasnsld
szuudnd@ (nominal plant) wazdyanmnsdssuuanuidewnsuludagiiu suisurounshil
lldRnsandyanamuuussdyymmadssuusesnnuilusiouniiarsan dsaainade
é’cymﬂmmquLLa:é'mumﬂmmmﬁluamﬂ@ wananit S0C vasuuaaed i lagniansanlunis
2NUULMAILAN v eldaunsnsuseslad SoC ag’lmﬁmes:@”uﬁﬁmmnfiaéuq@mi
1% (plug-out) PHEV ileviuafisnwanad

waninil lunsdifidasmandszinsnmnsaanisnnisaianuiindautunsmia
wuaiaedlsile SOC Aszdundasnis law PHEV Afdaniuquituandrafunisazgnlddniy

S0C vasuuaaaiiuand13nu aaaruguianiz (Unigue controller) avsgnesnuuudwivudas
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9289 SOC 2asuuaiaas

5.3 ANz ULRAZNITINRDY

v o A o a a A = o
lﬂﬁqmau ﬁ]zuﬂLﬁuaﬁ'TUQZLﬂU@“llaﬁizuuvluiﬂiﬂs@'ﬂlﬂﬂuﬂ"ﬁﬂﬂTﬂ'hl LLa$ﬁaﬂﬂ7§ﬂ3U@13\l

faaWivas PHEV

5.3.1szuulalasnia

seuvlalasnsadldlunisdnuil uaadsazUi 5.1 Muaziduavesrzuuiidadalyil
iad IWihanwaseuanusan (thermal power: THP) auna 20 MW, saslniianwassuau
(wind power) aua 5.5 MW, PHEV wwu1a 3.5 MW, uaslnaauwia load 15 MW [11, 23] dngw
vasszuy (System base) da 20 MW [13] nsiBasluansdeans (communication links) ¥innns
BandesyanamavesgUnsatlwin luszunuuunsznsuszuanilisudeyasanuzsasaunaol
699 uazayMuuziinsaaugu (control instructions) [24]

diasnmaasundasiatnduunriudiviule (sudden power change) avnnisunds
Pa3ras IMRaNNEIUaY Wz adkIuTadlnan indaarudialwiwssanuson (thermal
generator) enaldausnzairsmiasliinladadraiaane twsnzdn THP duaaouanasnng
lawfindgns (Slow dynamic response) [25] wamausuasmslawndndfisrvasuvainaianlnid
ffRugiuaguumslssaliihmans g du (multiple PHEV) iuienandsedreunniazuniiiunis
saupaias lnhasei laugadidedssansawaas LFC liinana

wuusaasBaaw (linearized model) vasszuulalasnia [11, 13, 23, 25-27] asuaaslu
31 5.2 luuwudass PHEV nywmdinesiariduguaunia (first-order transfer function) fisienes
NI (Toue,) Idgmiantd [13] luszuudl lédnsuszgndls MMPC viamauaumsmisal
nsdasavas PHEV vuiiugruwasmsfinnsan S0C vasuvainaisaawlni Tudil saslaivi
t1viaann WTG legnlilidunssuniundald (measured disturbance: d ) vesuundnaes
MMPC wisfitaasans g sasszuuuaases anse 5.1[11, 13, 23, 25-27]
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m Wind farms

Thermal power
plant .

PHEVs with MMPC
control

e ———
PR

| FEESRERYRER) A

{ _.—_.' :
!

Microgrid
ntrol center

Commercial, industrial — _
and residence groups

Power line
— — — Communication link

s 5.1 v lulasnsanlwluwn1@dnen

Measured disturbance

Af

1
Ms+ D

>

Power system

d MMPC Touey S+1

PHEV,, SoC
calculation

311 5.2 nuusnaadiisiguvasszuululansanlalunsdnes
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@199 O.1 windeasvasszuy

WITALA3 f
Reference frequency, f, (Hz) 50
Inertia constant, M (sec) 9.02
Frequency characteristic of load except PHEV, D (pu) 2
ACE calculation time constant, T,.. (Sec) 10
Frequency bias factor, K., (%MW/Hz) 10
Frequency characteristic per PHEV (kW/Hz) 25
Number of PHEV 100,000
Total frequency characteristic, K ..., (MW/Hz) 275
Time constant of PHEV, T.,.., (Sec) 1
Control valve servomotor lag time constant, T, (Sec) 0.2
HP inlet piping lag time constant , T, (sec) 0.25
Reheater, crossover and LP inlet piping lag time constant, T, (sec) 9
Fraction of power developed by HP, K 0.3

5.3.2 nanmsaruanmadlWwwas PHEV

AnuFINuiTEnIvnIauquina iwdhaas PHEV LLa:ﬂ’ﬁLﬁﬂdLﬁJuﬂ’J’]&lﬁLLﬁ@d@TﬁEﬂﬁ
5.3[6] ila VG e nsanqunismiamasiwiuumatdsranmstiinlugssalui was
V2G o nsaruqumizsa/ms@smiatasiniunusesiianisansa Wiz lgsmsindy/
My Ehangasn Ty Aaslwihienviwases PHEV ldgnaiuqudrsquansuzuouaz
(droop characteristics) dansifnsuuvasanad maslWinasees V2G (active V2G power:
Pose) fignusesdnlugsmsluiin (injected in to the grid) leigneenuuumansidesiuuanud
(af) 97 (terminal) 7 PHEV sioag dasumssialadt

sze A\ ! |sze - Af | < Pmax
Pvze = Pmax’ sze -Af > Pmax , (51)
_Pmax1 KVZG Af <— I:)max

e P, fo sanngevesiiasluihann V26 degnindalasdarimuavasinim
Kye o dunuaay V26
A fa mafnuudasnasanufivesszuy
lan K, sanineanuuuldiduisitusasdinuangavassnoud Wi (K, Id
Tuns@in SoC ﬁﬁaamsagflmm”uﬁuuuaum%ﬁo Kyse ﬁﬁmsmuqu SOC unuauqad

(SoC balance control) lsfgnsinamelu [6] sunsarimualdasi
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max

~

Ko

V1G

| v2G

PHEV power (kW)
l«— Discharge—»}«— Charge —>»|
o
>
3
&

Frequency deviation (Hz)

31 5.3 mmé’ww”uﬁs:m’mmsmuQwﬁwé’ﬂﬂﬁ’maa PHEV uazniaidasiunainud

Battery gain (kW/Hz) Battery gain (kW/Hz)

Battery gain (kW/Hz)

Kma}( T EI T T T T T T T
0.8t
0.6}
04+

>
02+ SOCr'nin ,/5
vl ¥
0 10 20

Kma)( T ; T T T T ’—:—_—_I-____I___-
0.8 — Kyqg Charge - -
06l ==K E?ischarge /,f : i
04r : // : 4

SoC : /’ : 5
A ID\WQ &,//SOC : S0C 0 S max
: Frir - E
1 1 L I I : 1 1 i %
0 10 20 30 40 50 60 70 80 90 SoC (%)
()

Kma)( T T T T T T T T #:Ih___-
osll— K,ng Charge |
oell="" K, o Discharge i
04} .

SCpin § 2 :
0.2 SoC 4 : 7
Iow“: 7
1 | | | i‘( 1 I
0 10 20 30 40 50 60 70 80

(%)

90 SoC (%)

311 5.4 inuvasuuaimaiues PHEV da SoC (n) 1ile SoC suqasfsen 9 50% (v) e SoC

suqadsou 9 55% (v) 1ile SOC sugadsau s 70%
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SOC —SOC, 4y hign) ]ﬂ (52)

Kyae = K | 1=
V 2G max ( SOC SOme (high)

max (min)

max

Wa K g FANNFATBIAINUDS \V2G

S0C,,, fa Adgavas SOC vasuvaiae’
S0C,,, A8 f1gegavas SOC vasuvaian’
SoC,,;, fia dttangavas SOC vasuvaiae’

S0C . A8 fwngavas SOC vasuvaLand

n  fe dermuasesnmsasnuuy SOC vesuuaiaed

lag K, swnsavhnisaudisnisfiansanszazszninanznuzes PHEV wazgains
undswas S0C munmnduressasmsmia-msdansa [6-7, 9-10, 13] dnuvesuuninad
183 PHEV o SOC wasuuaiaa’ usasssquil 5.4 dmsunsdidrednouansdszud 5.4 (a) [6-7,
13] Tauaadmrndiaaslidudadeluil  Soc,. =10%, SoC,, =20%, S0C,q, =80%,
SOC 1 =90%, iz n =2 titasanuuuls SOC suqadsauq 50% Ui 5.4 (b) [9] uas (c) [10]
ldnnaanuuuli SOC suqadiau« 53% uaz 70% audedy aziulddr windiaasuas SOC i
uanensl aansnseszauaugaguas SOC Auansariu

uananit K, e fgnaudoaunis (5.2) edgnldluaums (5.1) dsin mamsamians
damianes V26 gnanduladiy anudaunieanudvin senudvesszuudusy (§198eds
31 5.3) V26 vnmsdismsamaslwihdsaunis (5.1) shemsdiamia K,,e (§198ed3ui 5.4)
Tudndunils denufivesszuudunin V26 azvimsmiamasiwidaonismia K,

Aelunimin 31419 (shapes) vasrnaslwihgaga (peak power) vesns@smfauazms
%2 da S0C vasuvmiaa’ iluiarFumsimes sz masluininua (Net power) uaznns
donvusasenuideneuslidwdadu (nonlinear) din mslswedsuuonlidmdodu ¢
Tusuns (5.2) Seflenumansnfazfindssinawmadssuwesanudldagamunzas lu
Snduwia e SOC wasuuamaslndidy nismiadainastwihgs (high-power charging) ene
lidnilu iiaTasnunamsaiu (overcharge) [28, 29] lunaasariugny 1da SOC vasuvaiaa’
Indwua (near to empty) nmsdisnsadaeriiaalviings (high-power discharge) ena’lsisiduwite
tasnumsaassaiin (over-discharge) [6]

ssusaslugun 5.4 wudh § PHEV fvunlflumsvinadivsnimeanad daomsldms
armsariad IWihmeladdasnaas SOC lag K,q magnﬁﬂﬁﬁuﬁuﬁmmnﬁmao SoC
PHEV wdsaalumsvinafissninaasanuilasls nmsmsavasiaslui K azgnvild
aaasdaamainduzes S0C 1 SOC vesuuained Vl,;iagflumﬁ@ﬁﬁﬂvﬂﬁaam%'uvlﬁ Kype =0
v PHEV e1vazlsithsanlumsviadiosnimanad

fauaidn msmuquangaduas SOC st aansnaanaiisauusasnwi ldadn e
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UTzANTAN 2819 lIAaNTIIIAI N aWULAEHAINITINTINMIviNLRDasA T waun PHEY a1ad

seauaad SOC windy lasdn@ PHEV Whshunsvisdasniwanud inamiuszau S0C d sy

&< =

L5 ‘ﬂ' o v s o v n' a a o
mytudluasndalddis daiu Sadenudasmaindz@ninmnsamanniimiaiugu SOC
MIMEHEEN el

o A A a @ o

asuaadlugtd 5.4 madsauuanudsannanldlasldguansuzuunegdvasuuaine
Sva9 PHEV ashslsfiann K, sunsnildsuudsanaiiuilsz&ninmwoasnisidasiuuainud
asbuanalu [13] luumanadt Ky, ldnndsbuunnanselasldnannts MMPC

Unmeasured Mgasured
W| disturbances z| noise
> *
S Plant s y
—_—
Manipulated Measured
: —>
variables outputs
d | Measured
disturbances

31 5.5 UindaianvasuuuinaadszudmiunannIves MPC

54 msaanuuudiaiuan MMPC
5.4.1 nann1svas MPC

nannmsaes MPC aguuiugiuaassmsialuagiin uazdaniyalusuaadildann
mswennsol [14-16] Saquszaeduas MPC famsmadumstadeuiivasmsniuqu (Sequence
of the control moves) léfur duusEuwa (manipulated input variable) &situ maneuanasd
v ldazindaud lUgigenmmualusnuaeminza

=

wwpdraesdigfisanvesszuudmsunannisves MPC [14-15] smunsausasldasgy
5.5 Wspdmanvasszuy LTI wuylsideiiiasmanan (discrete-time linear time invariant: LTI)
wouria ) ewnsouaasladaaea’luil [14-16]

x(k +1) = Ax(k) + B,u(k) + B,d (k) + B, w(k)
y(k) = (k) +2(k) - 53)
= Cx(k) + D,u(k) + D,d (k) + D, w(k) + (k)
e x @ neeflasdulimanswan n aae
u fa Fyamduwa n,
d da sfldannisia Ny LL@iLﬂuSm:ﬁ)’mﬂ’mﬂﬁ'ﬂuLLﬂaoﬁuvg@ (letun MITUNIUATR
la)

W fa m3sumui ldaansnladla n,
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y fis Linaasvasioiwavedszuy n,
z fio ayanmwsuniudiald (measurement noise)
A B,,B,,B, Ao LINSNTANAITBITU U LRI FY
y(k) fa Lawﬁw@maos:uu ﬂ'aumsswé’mumu’]mmmuﬁf@w
fynivas MPC da ihadwam uk) Fadudaeuvesaunistiasaes (quadratic
program: QP) Garwua'leiaait
min i[y(k +j)—-rk+ j)]T W, [y(k +J)—r(k+ J)]
u(k)eM 4= (54)
+[u(k)—u(k -] W, [u(k) ~u(k 1]

sodewly  y(k+1)=y(k) +Ai su(k i),

—Au,, +u(k-1) <u(k) <Au,, +u(k-1),

dla  r(k+j) de neazBuafidasns (desired profile)
w,  fe wnindnmesimindiuanisuiues (positive semidefinite) vasionrina
W, e wnindianmesimindiuaniswines (positive semidefinite) vasduna

M s gasa1vasmsaauqa (control horizon)

nae SR NLAa Ww,, w,) lagnauydin Lﬂu@hmﬁ%agﬂgmﬁmmw%nsﬁ
renanwoi (identity matrix) Sawmanzdmiunisaruqu PHEV insrzniaesiminussiuna
(maudpatuuzasnnud) uazievine (Fygraaiuguaas PHEV) erslidmafouudssde
W ALeasUaITzuy, MAdWAINNNRINUAY, waziadlWi1anlnaa fnsasuudas
Taoiawnzagneba W, u”ﬂﬁlzgmﬁaﬂlﬁﬁmmnwmﬁalﬂﬁmuiaﬁwn”mawaaé’mw (rate
constraints)

Tardovaangu] MPC Aa MPC 1ésunseanuuufannzmaiewden (fmsutves
S0C gnadealuwnudsit) diiu MPC wanoq & (multiple MPC) shasumsvimunuszauues

SoC nane g szabIsianuaasnis

54.2 MMPC gusunisaauaa PHEV

luwswisuit MMPC Idgnuszandlditensmialnsdsnsa wazmsaiuguaaiusns
Uszgas PHEV uieviiafivsmwmsundszesanuiluszuylalasnia guaaugu (control loop)
183 PHEV Taglddaiugu MMPC usasdazun 5.2 U3niiman (State space) zesguaiuquues

PHEV sunsnusaslaassaunivea b

APPI.-|EV _ _1/TPHEV 0 AI:)PHEV + 1/TPHEV AUMMPC (55)
N ~1/M  -DIM || af 0
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[ay]=[0 1] {AFZ”EV}[O] Alyypc (56)
o AP, S8 nawAnuutasvastaslwiaas PHEV

AlUyppe 0D ﬂ’]SLﬂﬁlﬂuLLﬂmmBG§QJDJWMQ?UQMﬁﬁWu1mﬁQEJ MMPC

Toey, A8 daafimananvas PHEV

M #e dasfluesnnandas (inertia constant) vasszun'lalasnia

D #e edutszAnuasmaniag (damping coefficient) vasszuulalainia

Uindsan lagnlfiduuuusiaaslunmsduwinvas MMPC

fsuiid1 MPC aansavszgndlsidodyarmidanamane (meaningful cost) 4uegnu
anus (States) athalsiianu nanmsvas MPC azvaulaglddyamluadausziagiuiionn
sananmnuguimInzauiige uniugiwuesiiawlafidasnis (desired constrains) dssiu i
padnpesszuaa e sndutiuaumIanuz 1w mandamasinianwssnuag A
sansnin MPC andszendldld udiit mindaas iWihannssnusnldgnimualdiduns
sumufisuaniale (measured disturbance)

wananit Sagiszasduasitinansde telwldninduswnanuiiasfigaszning
FraamIzia (VIG), mamsalnsdamda (V26), uaznsdasda (V26 Afnnssnua S0C
fidaans) astu maviemaes MMPC Lﬁaﬁﬁmmé'mumﬂmmugmaa PHEV snunsasmuale

%

J

e

APopey (K+1) = APy, (k) + Ai 6 AUypc (k1) (57)

i=0

fodanly  Au < Alype , < AU

MPC_n,min

Af, < Af <Af

MPC_n, max

SoC <3S0Cpc , < S0C

MPC_n,min MPC_n, max

We  A=[-1UT,e 0 -1/M -D/M] fe wn3ndvesszuu (System matrix)
Ay, 0 Maifpuntatassyyimaivgudsdwamais MPC dasdadi n (n”
sub-MPC)
=S 1 v dl e d! o v
AUypc omin 08 AERBFAVRINTI ABULLMIBRIFY IR LN TIA U MPC
A : a o 2 o @ \
AUpec o mex 918 AN3NFRVBIMILLRBULRIVRIRTY Y IMILQNTIF I MPC dian
Af @a madaaussasanad

Af . @a @i’]ﬁfaﬂﬁgmaomnﬁmmumaammﬁ

Af Ao ﬂ"]mﬂq@maomnﬁmmmaammﬁ
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SOCyyec , 0 Fariwua (CONStraints) vas SOC was MPC dandil n

%

SOCypc pmin A8 AkBBgaVRItariMUazas SOC w9 MPC dasdai n

%

SOCyec nme A8 A3NFATBITAMMUAVES SOC 289 MPC andan n

5.4.3 nsdsuaiminaas MMPC
nniaasiantinuas MMPC (W, uaz W,) dmibdaaiuquues PHEV lagnaunsaudu
lasl3Emdnununzanuuurseunia (particle swarm optimization: PSO) [30] Warizu

Saguszaad (objective function) uuiugiuvasdrduiinsavessrduysaivassanuianae
(integral absolute error: IAE) wasmuifssuuanad [13] sansaimualdeil

o0
Minimize IAE = [|Af]dt (5.8)
0
damdanly W, <W, <W,
yi,min = Y¥yi = YVyi max
Wui,min S\Nui S\Nui,max’ I :1’2""’n
We W, fe wnmedihminvaserriwaves i MMPC
W,  fa hnwefiwminuesdunazas i MMPC
W,imn A8 dfasgazasianiaasiwinuasianrinasas i MMPC
W, me A8 f1NNFRRSNIR TR0 YIWa s i MMPC
W, mn A8 ffaogavasianiaasininuasdunazas i MMPC
W, e A8 SN0NNFAVRIINABTMINVRIBUNA s i MMPC
n  @a swawwas SUD-MMPC Als

544 wanmsauanzasnan PHEV

nssanuuumsmiugu MMPC fisieue swnsaldiunsaiuqunguas PHEV ans
saanuswanann (enormous combination) aas PHEV vinlstausnansaves V2G anndu [13,
31] luawdse [7, 13] nguauwnalngves V2G-PHEV sunsngnaiuquérsnisaiuquiasdiid
nn3gelasludiu (synchronized) wes PHEV  wanug du deiliquszasdrasnisaivgu

%

6 A
mqﬂimam@m

55 wan1saaas
WanT298aUUzANTAINTaIIT MR LaNe 3919YININITII8INIIIANNUIZULN LT b i
=2 o A
mydAnaInaadlugLf 0.2
lunseanuuy MMPC 4wy wimiwesvasiaiugu MMPC ldnnasdnlvidudsii p=10,
M =3, drsramisznaiane (Sampling interval)=0.1 s wanannii Tunsdindasmsvinaiasnw
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maunisvasanud uwazlitled SOC vasuumasiaufidosnts wiaws nu 598nsls 11 sub-
MMPCS Tuiuisas
trvasayarmarugu PHEV uazdarinuazas SOC 20973 11 SUB-MMPCS ugaasty
a1719 5.2 ludnnndts lédnsmdnmanzauaesianiasitiiminaas MMPC 3ﬂ‘ﬁl 5.6 uwas
convergence CUrve zasWariguinguszaad a1 5.2 uaasnaafihwinfmanzas

a1519 5.2 myeadves MMPC uaz MPC

_ MMPC weight
wwusaas |gaves SOC (%) wmnuny PHEY (wrdumanzausan PSO)
Au, AU, W, W,
MMPC
MMPC1 SoC<80 0 +0.060 0.0907 0.0412
MMPC2 80<SoC<81 -0.066 +0.054 0.0832 0.6624
MMPC3 81<S0C<82 -0.072 +0.048 0.0365 0.2699
MMPC4 82<S0C<83 -0.078 +0.042 0.0553 0.6025
MMPC5 83<SoC<84 -0.084 +0.036 0.0163 0.4041
MMPC6 84<S0C<85 -0.090 +0.030 0.0314 0.7483
MMPC7 85<S0C<86 -0.096 +0.024 0.0296 0.6477
MMPC8 86<SoC<87 -0.102 +0.018 0.0533 0.9653
MMPC9 87<SoC<88 -0.108 +0.012 0.0228 0.8715
MMPC10 88<SoC<89 -0.114 +0.006 0.0915 0.5591
MMPC11 89<S0C<90 -0.119 +0.001 0.0542 0.3322
MPC
MPC-V2G SoC<90 -0.60 +0.60 0.0040 0.0884
350 T I i T i I I
é BOO Mo ]
DB oo i
=
.g OO0k ) i
,E FB0 B, .
g 00 F _
50 ] | | ] ] ] ] | |
10 20 30 40 50 60 70 80 90 100
lteration

311 5.6 Lﬁuiﬁomsgjrﬁﬂ lus:m’mmsgunﬂL@la{ﬁ'mﬁfnmm MMPC
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Tusu3suil lddinyauy@dn SoC fidasnsues PHEV ﬁnawqm‘fwwaamﬂﬁ’ﬁ'aw
musaulasuutasszning 80-90% [10] danu Tnuamsmsaas V1G (MMPCL) ldgnrinnua
gw3u S0C < 80% welwusiladn SOC snansafiezlddsszauiiaasns lusndunits dmsu 80
<S0C<90% wwazl% 10 sub-MMPCs (MMPC2-11) walwuiladn S0C snansafiazitfnuuilas
FRINTIAGINT wazaunTaaamIssiuusesnnud tdananautn ludi 61 S0C wh
Ina 90%, |Au (n3m¥a) whatasru SOC wu 90%

wvtza19n SOC 1w 90% azvinlvt lisnansnaanmsidosuntasnnunvadszuu latdunadisa

| (M3Ga$a) azdidnannnin JAu,,|
iasa1n PHEV azaglulnuamsdamianmaden
ludnsrunits 55 MMPC finiaue léshan3ouifisuiusaaiuqu PID (proportional
integral derivative: PID) wunvia'l wazdaniuquuuy MPC daiden dmsudaauqu PID 4
winfilnesaas PID lagnaudas PSO [30] lasWsdtuiagdszaidvasmamdnunanzay gn
fuauuiuguas IAE [13] wmilawsu MMPC gusanugu PID vas PHEV sunsausasld

maumsde Ui
K,
Ko (8) = Kp + =L+ K, (5.9)

e K, fia dnunusasow (proportional gain) vassaaugu PID
K, fla dunud3wis (integral gain) vasdarugu PID
Ko fa dwnuawwus (derivative gain) vasaraauqa PID

nafilaae dnauqy PID ﬁmm:auﬁ'q@ aodoluil
PID1-VIG: K,, =0.8388, K, =0.6765, K, =0
PID2-V2G: K., =0.7234, K,, =0.2632, K, =0
PID3-V2G: K., =0.6067, K,, =0.2918, K, =0

fwniudaiugu MPC windimesuas MPC Iqasdesdollit P=10, M =3 uas
Frgnamssnarasnarinny 0.1 S srspasnisasdrves MPC uazinaesinminfimansauves
MPC fimenmanzausas PSO wilouny MMPC asuaasluanse 5.2

lunmsAnsnsdiaes VL@Tﬁmiau14alﬁszuﬂﬂmn%mﬁl“ﬁ’lumiﬁﬂm ldanduiiuns
meld maissiwusasTnaauuugs (random load deviation) vasnsdidnunvia 4 nsdl dsusmslu
gﬂﬁ' 5.7 uazmsiisaiuuinaslniannwaseuansosnsdidnsnng 4 nsdl @”@melugﬂﬁ 5.8
NeazBuauinsasnydidnuniaadalui

n3th 1. auy@lw SoC, . =30% Wadnsanznusssasuausas S0C auadde

initial
Atmsiuaue nadoauuanud uaz S0C vesuuaiaaivasdaniuqu PID, MPC uaz MMPC
uwgaaas3Un 5.9 lunvdlit SOC ves MPC uazuas MMPC whislngg 90% luamen S0C vas
PID whdia 53 % wamsdraasuaasliiiuit MPC uaz MMPC &ndn PID iiiafiansansngatine



98

289 S0C (final S0C) 1udneunits mudesuuvssanudlunsdiues MMPC uaz MPC &n
PID 1uza9risusnaasnissians wasarnasn 6.2 N msfsaiwuassanudlunsdiaas MPC §
msunis tasann SOC whds 90% asnelsAany lunsdivas MMPC siw SoC svlaiiiads 90%
waznsisaiunsasaMuasIasnioutismMusnuesnssaes Taauesis MMPC fidaiaueld
waasliFunasann SOC duds 80% Avianlng 5.4 h nsmfarnsslnives PHEV ldnnyilw
aaasdanlaay (Slope) tlaTasriu SOC uda 90% daummslugud 5.10

pu
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wui1 MMPC snansaviisfigsmwaasmisdssiuuuassanuiansatioainissises luamei
MPC snansavinafissnwaasmadssunussanuinon 5 h uanasan SOC whis 90% MPC
Timansarnmsmsaniedamfarmaslninle naftiedude anuadnsunisnnisu gﬂﬁ' 5.12
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nsdk 3. suydAlW SoC,, = 65%. 3Uf 5.13 usasmaidusiuuvasniud usz SOC vas
wuaaes madssunvesanudlunsdues MMPC uaz MPC dndnlunsdives PID lugaaiaan
wInvaImIiaad wasan 3.1 N SoC was MPC a1 90% waasin MPC lisnunsamfanse
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@199 5.3 awfinstszduna (Evaluation indices) vasnisundsvasanud

. Ausuduuns fadsduysoivesnadesuuarwd (Hz),
Tnaa maj"lz\lﬂ”n matszauuaiae | dgarhoasnatszauuains’ S0C (%)
I SoC (%) PID MPC MMPC
High Low 20% 0.0264, 0.3210, 0.0101,
(0.9 pu) (0.05 pu) 25% 90% 85%
Low High 20% 0.0343, 0.5124, 0.0131,
(0.7 pu) (0.15 pu) 28% 90% 87%

c?l’ nﬂl a a a Aad ) 1 o o

%anNI NG Lwam@muﬂimwﬁmwmaa’;ﬁmsmLaua@agﬂLLqum@LLazmaaVLWﬁ'}mn
naRuaNuuLeng 9 dualudiyssiasnadosunainud (mean absolute frequency deviations)
LwaT%a@LLawmaﬂ%lﬂwmnm%uamnmml%Lﬂumm (low) uazeinga (high) ldnanisdaasas
waasluansne 5.3 Feaziuinie ﬂ’maVLV\Iv"\‘hmnwaNm%uunmmwmu A1§9§a28INTT
doaunanuivesszutdiinaifaziinduds amovl,sﬂ@rm URECEMGHERE MMPC A

~ ' ° o A Aakf . & o o
mmmm:mﬂmlﬂmsmmLuum’mﬂmmun’nmmsmuqumn PID uaz mMIAuAueIY MPC
FINNI MIAUANG MMPC ﬂ”ammmﬂizﬁy,mmma%tﬁalﬂﬁsm‘“’u SoC fAdainislaaay
wilaunumMIAIUANeIY MPC uenisidsstunanudluwnssiwas MMPC @ndq MPC annuanns
o 1 c?l’ v & l % ] U o o 6
F18091A87% LA TLEad WA koI TALIWIN MINILANGI MMPC mmumuqumimn/
nIdsTsaLuataasuas PHEV s InEIMIdonuwaNNaLzNTUIzULALADT SoC e

NIxaIaglwIataeIn

5.6 a3tlua

Tuunil unsdszand MMPC dmsuaiugunsmsa/ms@amfauazmsasugu S0C
w09 PHEV ihevadissmwnenudvesszuusaninnsa las MMPC fmiudaqunITsal
m3dawisavas PHEV VL@TQﬂH"L&iLﬁmLL@iLﬁaa%as:@”u SoC fAgaams uadssunsnaannualu
squv'lulasnsaldwsaunues 35015 MMPC ﬁﬁ’]Laua"l,@i”gﬂLﬂ%"amﬁyuﬁ'ud'amuqu PID uas
drarugy MPC wanssraastiudgudn MMPC gunsaaanItssunsasnNu AN e U

szau SO0C Nnaasnivle Gevinlaanda PID waz MPC aaiden
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PHEVs Bidirectional Charging/Discharging and
SoC Control for Microgrid Frequency
Stabilization Using Multiple MPC

Jonglak Pahasa and Issarachai Ngamroo, Member, IEEE

Abstract—This paper proposes plug-in hybrid electric vehi-
cles bidirectional charging/discharging and state of charge (SoC)
control for a microgrid frequency stabilization using a multiple
model predictive control (MMPC). The MMPC is the improved
version of a model predictive control (MPC) for working with
multiple operating condition of the system. The MPC is an effec-
tive model-based prediction which calculates the future control
signals by optimization of a quadratic programming based on
the plant model, past manipulate, and control signals of the sys-
tem. By optimization of an electric vehicle power control signal
at each time instant, as well as changing the MPC by electric
vehicle battery SoC, the proposed MMPC is able to improve the
frequency stabilization of the microgrid effectively.

Index Terms—Load frequency control (LFC), multiple
model predictive control (MMPC), plug-in hybrid electric
vehicle (PHEV), state of charge (SoC).

I. INTRODUCTION

HE MICROGRID has been extensively applied in the
Trural arcas because of the environmental concerns,
high costs, etc. [1], [2]. The microgrd is a cluster of the
distributed generation units, distributed storage units, and
loads [3], [4]. The microgrid can be independently operated
in an autonomous mode and also interconnected to the utility
grid. The balance of power generations and loads in the micro-
grid is normally controlled by the microgrid control center.
The penetration of renewable energy sources to the micro-
grid, particularly, the wind power generation tends (o increase
significantly, because of low impact to environment and infi-
nite availability especially in the rural areas. Nevertheless, the
mtermittent power generation from wind energy may cause
a large frequency fluctuation problem, especially when the
capacity of generators employed for frequency control is
inadequate. Without effective control, the severe frequency
fluctuation may result in the system instability.
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Besides, the plug-in hybrid electric vehicles (PHEVs)
are significantly expected to be installed in the customer
side [5]-[11]. With adequate energy stored in the battery
of PHEVs, the bidirectional charging and discharging power
control of PHEVs can be applied to alleviate the frequency
fluctuation [5]-[11]. The power charging control of PHEVs
in order to control frequency in the interconnected power
system with wind farms has been proposed in [5]. The con-
troller in [5] is able to stabilize the system frequency during
charging period. Besides, the bidirectional power control or
vehicle to grid (V2G) of PHEV applied for frequency con-
trol in the interconnected power systems with wind farms
has been proposed in [6]. The proportional-based PHEV
power controller in [6] provides satisfactorily control effect.
However, under various system uncertainties such as vari-
ation of system parameters, various wind generations and
loads, the PHEV power controller in [6] may not lolerate
such uncertainties and fail to handle the system frequency
fluctuation.

Additionally, in practical cases, the system paramelers may
not remain constant and continuously varied when operat-
ing conditions change [12]. The system parameler variations
such as inertia constant and damping ratio are convention-
ally considered for checking robustness in the load frequency
control (LFC) approach [13]. Therefore, the robustness of the
controller against system uncertainties is a vital factor which
must be taken into account.

To improve the robustness of the controller against system
uncertainties, the multiple model predictive control (MMPC)
is employed for PHEVs bidirectional charging/discharging-
based state of charge (SoC) control for microgrid frequency
stabilization in this paper. The MMPC is the improved ver-
sion of original model predictive control (MPC) for working
with multiple operating conditions of the system [14]-[20].
The MPC is robust to system uncertainty and parameter vari-
ation [21]. and is applied to LFC concerned with wind turbine
in [22]. Besides, the applications of MMPC have been success-
fully proposed in the literature such as, automotive dry clutch
engagement [16], hybrid proton exchange membrane fuel cell
system [17], and drainage canal system [20].

This paper focuses on real-ime optimal PHEVs control
by MMPC based on the PHEVs battery SoC, wind power,
and system [requency deviation. The proposed controller is
robust to system uncertainties and can be used Lo reduce the
frequency fluctuation in the microgrid successfully.

1949-3053 (© 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See hitp://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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The organization of this paper is as follows. First, the related
works are explained in Section II. Next, the study system and
modeling are described in Section 1II. The MMPC design for
PHEV controllers are described in Section IV. Subsequently,
the experimental results are shown in Section V. Finally, the
conclusion is provided in Section VL

II. RELATED WORKS

The application of PHEV for stabilization of the power
system [requency fluctuation has been proposed in [5]. In
this paper. the PHEV battery has been controlled by charging
power management of the PHEV. However, battery SoC which
is essential for next time driving has not been considered in
this paper.

In [7], LEC of the two area interconnected power system by
PHEV has been proposed. The PHEV battery in this paper has
been considered as bidirectional charging/discharging power
control from V2G/from grid to vehicles. However, the bat-
tery SoC has been held at certain value among supporting the
frequency stabilization.

In [10], smart charging of the one way charging power con-
trol from grid to vehicles has been proposed. The advantages
of this paper are as follows.

1) The smart charging is able to produce the one-way

charging power control from grid to vehicles.

2) The smart charging is able t0 maintain the load fre-

quency fluctuation simultaneously.

In this paper, the PHEVs are separated into two groups.
The first group is employed as the constant SoC, charging
with droop control as proposed in [7]. The second group is
in the VIG mode employing the proposed smart charging.
However, the V2G seems to be the main scheme for improving
the frequency fluctuation. Because, before and after V1G plug-
out, the frequency deviation is not different.

In [13], the coordinated robust control of PHEV and LFC
has been proposed. The advantages of this paper are as follows.

1) The PHEV is able to charge/discharge power for the

desired SoC in the certainty time.

2) The PHEV is able to reduce the frequency deviation,

simultaneously.

In this paper, the pattern of wind power must be known
in advance before optimizing the PHEV charging/discharging
control signal. However, several-hours-ahead wind power pat-
tern may not possible in practical approach.

As shown in the previous works, the controller signals of
the PHEV have been produced using the nominal plant and
the current feedback frequency deviation signals. The previ-
ous works have not considered past values of the frequency
deviation and control signals which may result to the future
frequency and control signals. In addition, the battery SoC is
not considered in the controller design. Consequently, it is not
confirmed that the SoC is placed in the desired level when the
PHEV plug-out.

In addition, in order to improve the frequency deviation
as well as to maintain the desired SoC, the PHEV with the
difference controller should be employed for difference level
of battery SoC. The unique controller should be designed for
each rage of battery SoC.
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Measured disurbance

A

Ly
Mo+ 1)

Pawer sy stem

v, | =
calculation

Fig. 2. Linearized model of the microgrid system.

III. STUDY SYSTEM AND MODELING

In this section, the details of studied microgrid system and
the PHEV power control method are provided.

A. Microgrid System

The microgrid system employed in the paper is shown in
Fig. 1. System details are thermal power 20 MW, wind power
5.5 MW, PHEVs 3.5 MW, and load 15 MW [11], [23]. System
base 1s 20 MW [13]. The communication links connect the
magnitude of electric devices in the distributed locations and
exchange their status information and control instructions [24].

Due to the sudden power change from the intermittent
wind power and the load fluctuation, the thermal generator
may not compensate sufficiently power because of its slow
dynamic response [25]. The fast dynamic response of the
vehicle battery-based multiple PHEVs is greatly expected to
compensate additionally real-power unbalance in the system
when the LFC capacity is inadequate.

The linearized model of the microgrid sys-
tem [11], [13], [23], [25]-[27] is shown in Fig. 2. In the
PHEVs model, the first-order transfer function with
the time delay (Tpney) is employed [13]. In this system, the
MMPC is applied for the PHEV charging/discharging based
on the PHEV battery SoC consideration. Here, the wind
power output is assigned as the measured disturbance (d)
of the MMPC scheme. System parameters are given in
Table I [11], [13], [23], [25]-[27].

B. PHEV Power Control Method

The PHEV power control against frequency deviation is
shown in Fig. 3 [6]. The V1G is the one-way charging power
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TABLE I

SYSTEM PARAMETERS

Parameters Valye
Reference frequency, f; (H2z) 50
Thertia constant, M (sec) 5.02
Frequency cl istic of load except PHEV, D (pu) 2
ACE caleylation time constant, T, (sec) 10
Frequency bias factor, X, (%MW/Hz) 10
Frequency characteristic per PHEY (kW/Hz) 25
Number of PHEV 100,000
Total frequency chamacteristic, K., (MW/Hz) 275
Time constant of PHEV, T, (sec) 1
Control valve servomolor lag time constant, T, (sec) 0.2
HP inlet piping lag time constant , T, (sec) 0.25
Reheater, crossover and LP inlet piping lag time constant, g
T; {sec)
Fraction of power developed by HP, X 0.3

¥iG

Ao

PHEV powear (kW)
—Digchargs—se— Chargs—-»
[-1

Frequency deviation {Hz)

Fig. 3. PHEV power control against frequency deviation.

control from grid to vehicles. The V2G is the bidirectional
charging/discharging power control from V2G/from grid to
vehicles. The PHEV power output is controlled as the droop
characteristics against the frequency deviation. The active V2G
power (Py>g) injected in to the grid is designed according to
the self-terminal frequency deviation (Af) as

Kvog - Af,  |Kvag - Af| < Pmax
Pvig = { Pmax, Kvag - Af = Prmax (1)
_Pmuxs Kvag - Af S Pmax

where Py is the maximum V2G power which is limited by
the specification of the home outlets, Kyag is the V2G gain,
and Af is the change of system frequency. The Kyog can be
designed as the function of the maximum PHEV gain (Kpax).

In case of the SoC is maintained around the certain level,
the Kyag with the SoC balance control proposed in [6] can
be defined as

SoC — SoClow(high) ) r:l 2
S0Crmax(min) — Soclow(high}
where Knax 18 the maximum V2G gain, SoCjoy and SoChigh
are the low and high battery SoC, respectively, SoCpin and

S0Cpx are the minimum and maximum battery SoC, respec-
tively, and n is the specification of the designed battery SoC.

Kvs6 = Kmax |:l - (
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Fig. 4. PHEV baitery gain against SoC. (a) 50C is balanced around 50%.
(b) SoC is balanced around 55%. (¢) SoC is balanced around 70%.

The Kmax is able to be tuned by considering a trade-
off between the effect of PHEV and the fluctuation
range of SoC according to the additional charge-discharge
cycles [6], [7], [9], [10], [13]. The PHEV battery gain against
battery SoC is shown in Fig. 4. For the sample case shown in
Fig. 4(a) [6], [7]. [13], the SoCpi, = 10%, SoCyy = 20%,
SoChigh = 80%, S0Cpay = 90%, and n = 2 are designed as
the SoC is balanced around 50%. Fig. 4(b) [9] and (c) [10] are
designed as the SoCs balanced around 55% and 70%, respec-
tively. It can be observed that various SoC parameters, is able
to produce difference level of the SoC holding.

In addition, the Kvag produced by (2) is employed in (1).
Therefore, charging or discharging of the V2G is decided by
the negative or positive frequency. If the system frequency
negative (see Fig. 3), the V2G discharges power as in (1) with
the discharging Ky, (see Fig. 4). Besides, if the frequency
positive, the V2G charge power with the charging Kvag.

Moreover, the shapes of discharging and charging peak
power against battery SoC is a quadratic function because the
net power and frequency deviation are nonlinear. Therefore,
using nonlinear function as in (2) is able to improve the fre-
quency deviation appropriately. Besides, when the battery SoC
is near to full, the high-power charging should not be required
for preventing overcharge [28]. [29]. In contrast, when the bat-
tery SoC is near to empty, the high-power discharge should
not be required for preventing over-discharge [6].

As shown in Fig. 4, it can be observed that if the PHEV
participates in the frequency stabilization by using discharge
power subject to the SoC limit, the Kyvog will be increased
with the increment of the SoC. If the PHEV participates in the
frequency stabilization using charging power, the Kvog will be
decreased with the increment of the SoC. If the battery SoC
is not within the allowable hmit, the Ky2g = 0, so that the
PHEV will not be participated for the frequency stabilization.

Although, balance control of the SoC is able to reduce
the frequency deviation effectively. However, before and after
participated, the PHEVs may have same SoC. Conventionally,
the PHEV is participated to increase the SoC level for next



119

PAHASA AND NGAMROO: PHEVs BIDIRECTIONAL CHARGING/DISCHARGING AND S5oC CONTROL

& | Mestigured
disturhances

Fig. 5. State-space models plant for MPC method.

time driving. Therefore, the improved version of the SoC
balance control method is required.

As shown in Fig. 4, the frequency deviation can be reduced
using the PHEV battery droop characteristic. However, the
Kyog can be varied to improve the frequency deviation as
proposed in [13]. In this paper, the Kyag is adjusted in real
time using MMPC method.

IV. MMPC CONTROLLER DESIGN
A. MPC Method

The MPC method is based on the current measurements and
the predictions of the future values of the outputs [14]-[16].
The objective of the MPC is to determine a sequence ol the
control moves i.e., the manipulated input variable, so that
the predicted response moves to the set point in an optimal
manner.

The state-space models plant for MPC method [14], [15]
can be represented as shown in Fig. 5. The general discrete-
time linear time invariant state-space can be represented
as [14]-[16]

xk + 1) = Ax(k) + Buu(k) + Byd(k) + Byw(k)

y(k) =¥k + z(k)
= Cx(k) + Dyu(k) + Dyd(k) + D,wik) + z(k)

3)

where x is the vector of n state variables, u is the n, manipu-
lated variables, d is the ny measured but freely-varying inputs
(i.e., the measured disturbances), w is the n, unmeasured
disturbances, y is the vector of ny plant outputs, z is the
measurement noise, and A, B, By, B,.. are the constant matri-
ces of appropriate size. The variable y(k) represents the plant
output before the addition of measurement noise.

The MPC problem is to compute u(k) as the solution to the
quadratic program which is defined as

M
min Y [ytk+j) — rk+)]" Wy [pk+) — rik + )]
ulkyeM =
+ [uk) — utk — D))" W, [u@) —ute—1)] 4
subject to

nr
yk+ 1) =y®) +AY  suk—i)
i=0
— Aty + ulk — 1) < u(k) = Aupgx + u(k — 1)

where r(k + ) is the desired profile, W, and W), are the positive
semi-definite weighling matrices, and M 1is the control horizon.
Each weight (W,, W,) is assumed to be a constant multiplied
by the identity matrix, which is appropriate for PHEV control.

529

Because, the weighting of the imput (frequency deviation) and
output (PHEV control signal) may not change when system
parameters, wind power, and load power are changed. In par-
ticular, W, is often selected large enough that rate constraints
are satisfied.

The shortcomings of the MPC methodology is the MPC is
designed for one operating condition (for one range of SoC in
this paper). Therefore, the MMPC for working with multiple
SoC levels is required.

B. MMPC for PHEV Control

In this paper, the MMPC is applied for charging/discharging
and SoC control of the PHEVs in order to stabilize the fre-
quency fluctuation in the microgrid. The control loop of the
PHEVs using MMPC controller is shown in Fig. 2. The state
space of the PHEVs control loop can be defined as

A;)PHEV _ | =1/Teuevy 0 APphEY
A_): T =1/M —D/M Af

1/Tpue
+|:/PHI:V

0 ] Aummpc (5

[ay]=[01] [i})"“ﬁ‘“] +[0] Auynpe~ (6)

where  APppypy is  the charging power of PHEVs,
Aummpe 18 the change of control signal produced by
MMPC, Tppgy is the time constant of PHEVs, and M and
D are the inertia constant and damping coefficient of the
microgrid system, respectively. This state space is employed
as the model in the MMPC calculations.

Although, the MPC can be applied when the meaning-
ful cost is depend on the states. However, the MPC method
works by employing the past and current manipulated signals
for optimizing the control signal based on the desired con-
strains. Therefore, if some part of the system may not depend
on the states, such as wind power production, the MPC can
be applied. Here. wind power production is assigned as the
measured disturbance.

In addition, the objective of the proposed method is to
minimize the frequency deviation along time horizone among
charging (V1G), charging/discharging (V2G), and discharging
(V2G with desired SoC). Therefore, the MMPC calculations
of the PHEVs control signal can be defined as

nr
APpygy (k +1) = APpypy (k) + A Z Sidumpc(k—10)  (7)
i=0
subject to

A"-"]\--1["!‘\'_‘_n‘ min = A“]\«‘l[’f:‘_n = A“M[’C_n‘ max
Afmin < Af < Afmax
SOCMPC?n‘ min < SOCMPC?n < SQCMP{Ln. max

where A = [—1/Tpugy 0; —1/M —D/M] is the system
matrix, Aumpc n 1s the change of control signal produced by
the nth sub-MPC, Aumpe n, min and AUMpC n, max are the min-
imum and maximum of the change of control signal produced
by the nth sub-MPC, respectively, Af is the frequency devi-
ation, Afpnin and Afia are minimum and maximum of the
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TABLE I
MMPC AND MPC SETTING

1 —
30 40 50 60 70 80 20
Iteration

Fig. 6. Convergence curve for the MMPC weight tuning.

frequency deviation, respectively, SoCpypc 5 is the SoC con-
straints of the nth sub-MPC, SoCypc . min- and SOCype n, max
are the minimum and maximum of SoC constraints of the nth
sub-MPC, respectively.

C. MMPC Weight Tuning

The MPC weights (W, and W,) for PHEV controller
are simultaneously tuned by a particle swarm optimiza-
tion (PSO) [30]. The objective function based on the integral
absolute error (IAE) of the frequency deviation [13] can be
expressed as

o0
Minimize IAE = f |AF] dt
0

subject to

W_\'i. min = w'\e = W\‘L max

wmﬂ min = Wm' = Wm', Max » (8)

i=1,2,...,n

where W,; and W,; are the input and output weights, respec-
tively, Wy min and Wy max are the minimum and maximum
input weight, respectively, Wy; min and W,; max are the min-
imum and maximum output weight, respectively, of the ith
MMPC, and n is the number of sub-MMPC employed.

D. Control Approach of Multiple PHEVs

The proposed MMPC control design is capable for the mul-
tiple PHEVs. The enormous combination of PHEVs gives the
high capability of V2G [13], [31]. In [7] and [13], the lumped
V2G group-based large PHEVs can be controlled by the iden-
tically synchronized control of multiple PHEVs as the one
controlled object.

V. SIMULATION RESULTS

To validate the effectiveness of the proposed method, the
time simulations on the studied system as shown in Fig. 2 have
been carried out.

In the design of MMPC, the parameters of MMPC controller
are set as follows, P = 10, M = 3, sampling interval = 0.1 s.
In addition, in order to stabilize the frequency fluctuation and
to produce the desired battery SoC simultaneously, 11 sub-
MMPCs are employed in this paper.

Ranges of PHEVs control signals and the SoC constrains
of the 11 sub-MMPCs are provided in Table II.

Besides, the optimization of the MMPC weights is car-
ried out. Fig. 6 shows the convergence curve of the objective
function. Table II provides the optimal weights.

8 i MMPC wei
] SoC PHEV control signal (Optimi lv:l;gphtso)
S a0 [ | A, ¥, | ¥,
100  MMPC

MMPC1 SoC<80 0 H0.060 | 0.0907 | 0.0412
MMPC2 B0<SoC=B]l | —0066 | +H0.054 | 0.0832 | 0.6624
MMFPC3 81<SoC<R2 | —0.4072 | +0.048 0.0365 | 0.2699
MMPC4 82<SoC<B3 | —0.078 | +0.042 | 0.0553 | 0.6025
MMPC5 83<SoC<R4 | —0.084 | +0.036 | 0.0163 | 0.4041
MMPC6 84<SoC<BS | —0.090 | +H0.030 | 0.0314 | 0.7483
MMFPC7 85<SoC<B6 | —0.096 | +0.024 | 0.0296 | 0.6477
MMPCR 86<SoC<B7 | —0.102 | +0.018 | 0.0533 | 0.9653
MMPCo 87<SoC<BR | —0.108 | +0.012 | 0.0228 | 0.8715
MMPCIQ | 8B<SoC=89 | —0.114 | +0.006 | 0.0915 | 0.5591
MMPC11 | 89« SoC<50 | —0.119 | +0.001 0.0542 | 03322
MPC
MPC-V2G |  SoC<90 | —0.60 | +0.60 | 0.0040 | 0.0884

In this paper, it is supposed that the desired SoC of
the participated PHEV at the final time can be varied
among 80%-90% [10]. Therefore, the V1G charging mode
(MMPC1) is assigned for the SoC < 80% to ensure that
the SoC is able to reach the desired level. Besides, for
80 < SoC = 90%, 10 sub-MMPCs (MMPC2-11) are employed
to ensure that the SoC is able to vary among the desired ranges
and able to reduce the frequency deviation, simultaneously.
Here, if the SoC rises nearly 90%., |Aumin| (discharging) is
larger than |Auw,,,| (charging) to prevent the reaching 90% of
the SoC. If the SoC reaches 90%, the system frequency may
not be improved successfully due to the one way discharging
mode.

Besides, the proposed MMPC is compared with a con-
ventional proportional integral derivative (PID) controller and
conventional MPC. For the PID controller, the PID parame-
ters are tuned by the PSO [30]. The objective function of the
optimization is defined based on the IAE [13] same as the
MMPC. The PID controller of PHEV is expressed by

K;
Kein(s) = Kp + = sKp 9
where Kp, K;, and Kp are the proportional, integral, and
derivative gains of the PID controller, respectively. As a result,
the optimal PID controllers are obtained as follows:

PIDI — VIG: Kp = 0.8388, K;; = 0.6765, Kp; =0
PID2 — V2G: Kps = 0.7234, K;» = 02632, Kpz =0
PID3 — V2G: Kps = 0.6067, Ky3 = 02918, Kp3 = 0.

For the MPC controller, the MPC parameters are set as fol-
lows, P = 10, M = 3, and sampling interval = 0.1 s. Ranges
of MPC setting and optimal MPC weights optimized by the
PSO same as the MMPC, are shown in Table II

In the simulation studies, it is supposed that the studied
microgrid is performed under the random load deviation and
wind speed of the four case studies, as shown in Figs. 7 and 8,
respectively. More details of the case studies are provided as
follows.
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A. Case 1

It is assumed that the SoCiniia = 30%. The elfects of
low initial SoC to the proposed method are investigated. The
frequency deviation and battery SoC of the PID, MPC, and
MMPC controllers are shown in Fig. 9. In this case, the SoC
of MPC and MMPC reach nearly 90%, while the SoC of PID
reaches 53%. The results imply that the MPC and MMPC are
better than the PID when considering the final SoC. Besides,
the frequency deviation in case of MMPC and MPC are better
than that of the PID for first time of simulation. After 6.2 h,
the frequency deviation in case of MPC fluctuates because the
SoC reaches 90%. However, in case of MMPC, the SoC not
reaches 90%, the frequency deviations remain same as the first
time of simulation. The advantages of the proposed MMPC are
shown after the SoC reached 80%. nearly 5.4 h. The charg-
ing power of PHEV is reduced with slope to prevent the SoC
reaches 90%, as shown in Fig. 10.

B. Case 2

It is assumed that the SoCiitiq = 50%. The effects of
medium initial SoC to the MMPC method are investigated.

Time (h)

Fig. 10.

PHEV power of case 1.
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PHEV power of case 2.

Fig. 11 shows the frequency deviation and battery SoC of the
three methods. It can be seen that the MMPC is able to sta-
bilize the frequency deviation for all time of simulation while
the MPC is able to stabilize the frequency deviation before 5 h.
After the SoC reaches 90%, the MPC is not able to charge or
discharge power. As a result, the frequency is more fluctuated.
Fig. 12 shows PHEV power produced by the three methods.

C. Case 3

It is assumed that the SoCiniiam = 65%. Fig. 13 shows the
frequency deviation and battery SoC. The frequency deviation
in case of the MMPC and MPC are better than that in case
of the PID for first time of simulation. After 3.1 h, the SoC
of the MPC reaches 90%, the MPC is not able to charge or
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PHEV control signal of case

discharge power, so that the frequency in case of MPC fluc-
tuates. Figs. 14 and 15 show the PHEV power and PHEV
control signals, respectively.

D. Case 4

It is assumed that the SoCj,j5, = 79%. The frequency devi-
ation and battery SoC are shown in Fig. 16. The PHEV power
and control signals are shown in Figs. 17 and 18, respec-
tively. In this case, the effects of V2G charging/discharging
with the proposed control scheme when start with high
mitial SoC are investigated. The simulation results con-
firmed that the MMPC is superior to both MPC and PID
controllers.

Additionally, in order to investigate the effectiveness of the
proposed method to various load and wind power, the mean
absolute frequency deviations when load and wind power set
as low and high, as shown in Table ITI, are carried out. When
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TABLE III
EVALUATION INDICES OF FREQUENCY FLUCTUATION
; i Mean abs. freq. deviation (Hz),
o | ot Mt |y
PID MPC MMPC
High Low 20% 0.0264, 0.3210, 0.0101,
(0.9 pu) | (0.05 pu)} 25% 90% B5%
High 20% 0.0343, 0.5124, 0.0131,
0.7 pu) | (015 pu) 28% 90% 87%

the renewable energy increases, the maximum frequency devi-
ation of the power system is increased. However, the MMPC
is able to maintain the frequency deviation better than both
PID and MPC. Also, the MMPC is able to obtain desired
SoC same as the MPC but the frequency of the MMPC
better than the MPC. Clearly, using MMPC-based PHEV
charging/discharging control is able to maintain the frequency
deviation and battery SoC, simultaneously.
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VI. CONCLUSION

In this paper, the MMPC is applied for PHEV charg-
ing/discharging and SoC control for frequency stabilization
of the microgrid system. The MMPC-based PHEV charg-
ing/discharging controller is employed not only to produce the
desired SoC but also to reduce the system frequency, simulta-
neously. The proposed MMPC is compared with the PID and
MPC controllers. Simulation results ensure that the MMPC
is able to reduce the frequency deviation, able to produce the
desired SoC, and robust to the system parameter uncertainties,
over the PID and MPC.
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Coordinated Control of Wind Turbine Blade Pitch
Angle and PHEVs Using MPCs for Load
Frequency Control of Microgrid

Jonglak Pahasa and Issarachai Ngamroo, Member, IEEE

Abstract—This paper proposes coordinated control of blade
pitch angle of wind turbine generators and plug-in hybrid electric
vehicles (PHEVs) for load frequency control of microgrid using
model predictive controls (MPCs). The MPC is an effective model-
hased predictive control, which calculates future control signals by
optimization method using plant model, current, and past signals
of the system. The MPC-based PHEVs® power control can be used
to reduce frequency fluctuation of microgrid effectively. However,
for large system, large number of PHEVSs is needed to produce
satisfying frequency deviation. In order to reduce the number
of PHEVs, the smoothing of wind power production by pitch
angle control using MPC method is proposed and is coordinated
with PHEVs control in this paper. The simulation results confirm
that the coordinated control of pitch angle and PHEVs using
MPCs is able to reduce the number of PHEVs and the frequency
fluctuation can be maintained significantly. In addition, the pro-
posed method is robust to the system parameters variation over
proportional-integral derivative controllers.

Index Terms—Blade pitch angle, microgrid, model predictive
control (MPC), plug-in hybrid electric vehicle (PHEV), wind tur-
bine generator (WTG).

I. INTRODUCTION

HE microgrid concept has been gaining more attention

worldwide, particularly for the distribution system be-
cause microgrid is able to improve system reliability and
energy management capability [1], [2]. Microgrid consists of
multiple distributed generators (DGs) and associated loads [1].
The penetration of renewable energy sources to the microgrid,
particularly the wind power generation, tends to increase sig-
nificantly because of low impact to environment and infinite
availability [2]-[4]. Nevertheless, wind speed is intermittent,
and the windmill output is proportional to the cube of wind

Manuscript received October 16, 2013; revised January 12, 2014 and
March 16, 2014; accepted March 24, 2014. This work was supported by
Thailand Research Fund under Grant MRGS6800035.

I. Pahasa is with the Department of Electrical Engineering, School of
Engineering, University of Phayao, Phayao 56000, Thailand (e-mail: jpahasa@
gmail.com).

I. Ngamroo is with the Department of Electrical Engineering, Faculty of
Engineering. King Mongkut's Institute of Technology Ladkrabang. Bangkok
10520, Thailand (e-mail: knissara @kmitl.ac.th).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/ISYST.2014.2313310

speed so that the generated power of wind turbine generator
(WTG) fluctuates and may cause a large frequency fluctuation
problem [5]-[7].

In order to solve the frequency fluctuation problem, the
control of WTG power generation of wind turbine is proposed
in [7]-[9]. Adjusting blade pitch angle of WTG for smoothing
wind power output has been proposed in [10] and [11].

In addition, battery energy storage system (BESS) is a pow-
erful tool for storing wind power output to maintain microgrid
frequency deviation [11], [12]. Coordinated control of wind and
battery is proposed in [3]. This work shows that controlling
WTG inverter is able to maximize wind energy. However, using
BESS to suppress wind energy leads to high cost, particularly
when applied to a large system.

Smoothing wind power output in order to reduce the size of
battery has been proposed in [11]. This work shows that using
the appropriate wind power reference, is able to reduce cost of
BESS and loss of benefit from the wind energy.

On the other hand, plug-in hybrid electric vehicles (PHEVSs)
are significantly expected to be installed in the customer side
[5]. [13]-[17]. With adequate energy stored in the battery of
PHEV, the bidirectional charging/discharging power control of
PHEV can be applied to alleviate frequency fluctuation [13]-
[17]. Effective control of PHEVs can be employed for load
frequency control of microgrid with wind farm [5]. However,
for large system, large number of PHEVSs is needed to produce
satisfying frequency deviation.

In order to reduce both the number of PHEVs and fre-
quency fuctuation, smoothing of wind power production by
pitch angle control and PHEV control using a model predictive
control (MPC) method is proposed in this paper. The MPC
algorithm calculates future control signals each time instant for
racking periodic reference signals [18]-[22]. The applications
of MPC to power systems have been successfully proposed
in the literature such as load frequency control [23], [24],
battery energy storage control [25], and PHEV control [26]. The
main advantages of MPC over structured proportional—integral
derivative (PID) controllers are its ability to handle constraints,
robusiness to model uncertainty, and noise [19].

The organization of this paper is as follows. First, study
system and modeling of microgrid system are explained in
Section II. Next, MPC design for blade pitch angle and PHEV
controls are described in Section I1I. Subsequently, the experi-
mental results are shown in Section IV. Finally, the conclusion
is provided.

1932-8184 @ 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See hitp://www.ieee.org/publications_standards/publications/rights/index.himl for more information.
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II. STUDY SYSTEM AND MODELING
A. Microgrid System

The microgrid system employed in this paper is shown in
Fig. 1. System details are as follows: 20-MW thermal power,
5.5-MW wind power, 3.5-MW PHEVs, and 15-MW load [5],
[7]-[10]. The linearized model of microgrid system [5], [7]-
[10] is shown in Fig. 2. In this system, two MPCs are applied
to WTG blade pitch angle control and PHEV power control.

B. WTG System

The block diagram of the WTG system [8], [10], [11] is
shown in Fig. 2. Windmill and generator models are shown
in Fig. 3. Windmill power output P,, can be calculated by the
following equation:

Pu(Vi) = 0.5C, (A, B)V,5pA (1)
Co(M B) =c1(B)A + 2(B)A® + ca(B)A* (2)
Aw, Vi) = Rw/Vyy 3)

where V,, is the wind speed, p is the air density, A is the cross
section of the rotor for a windmill, 3 is the pitch angle, A is the
tip speed ratio, (', is the power coefficient, R is the radius of a
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Fig. 4. Pitch angle control law,

windmill, w is the angular rotor speed for a windmill, and .J is
the moment of inertia for a windmill.
The output power of generator P, can be expressed as

p_ —3V2s(1 + s)Ry
7 (Ro — sR1)? + s2(X1 + X2)?

“)

where s is the slip: V' is the phase voltage: X; and X5 are the
reactances of the stator and rotor, respectively: and 71 and R»
are the resistances of the stator and rotor, respectively. In the
steady state, il energy loss is disregarded, P, = F,: hence, P,
can be approximated by
Py = a1(3) +az(8)V2,
iy (,{?) =01 + (}1125 +- (}’13,{32 4 011453.‘
) (,{3) = Q1 + (’.}122,{'3 + I"PQ&BQ o X (}124,\"33,

(5)

where «; is the constant. More details about the WTG system
are provided in [10].

Asin (5), Py, can be controlled by adjusting blade pitch angle
3. Blade pitch angle control of WTG is appropriate adjustment
of the amount of wind received by the WTG to suppress the
output fluctuation by varying the pitch angle of WTG blade [8],
[10], [11]. In general, the pitch angle control is performed by
dividing the WTG power output curve into four control regions,
as shown in Fig. 4, and control law for wind velocity V,,, on each
region is set as follows.

Region IV, < V,,;; set the pitch angle to 90°. In this region,
the WTG does not generate power.

Region 2: V,,; < V,, <V, set the pitch angle 3 = 10°, and
F,, is calculated by (5) so that the WTG can receive the
maximum wind energy.

Region 3: V,,, <V, < Vi, variably adjust the pitch angle
within the specified range (from 10° to 90°), and P, is
calculated by (5) so that the power output of WTG is
constant (rated power output) when /3 is appropriately
adjusted. Originally, the blade pitch angle control aims at
preventing the output of WTG from exceeding the rated
capacity. The pitch angle conventionally can be changed
in region 3 actively. Here, the MPC-based real-time pitch
angle control is operated in region 3 for smoothing wind
power output.

Region 4: 'V, < V. set the pitch angle to 90° for safety, and

WTG does not generate power same as region 1.
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Vi is the wind velocity, Vi, is the cut-in velocity, Vi, is
the rated velocity, and V,,,,, is the cut-out velocity. In this paper,
Vi = 5, Vi = 12, and V,,,, = 24 m/s.

C. PHEV Power Control System

PHEVs use bidirectional ac—dc converters that have the
capability to turn alternating current into direct current during
battery charge mode and convert direct current into alternating
current in the battery discharge mode. Details of the power elec-
tronics topologies of bidirectional ac—de and de—dc converters
for PHEV are provided in [27].

The PHEV power control against frequency deviation is
shown in Fig. 5 [12]. The V1G is the one-way charging power
control from grid to vehicles. The V2G is the bidirectional
charging/discharging power control from vehicles to grid/from
erid to vehicles. The PHEV power output of V2G (FPya¢) can
be controlled as the droop characteristics against the frequency
deviation Af as

. Kinax Af
Fhaei= {Pmax-.

(|-ﬁvmafo| é Pmax) (6)
(Rnux < I{maxf—\f)
where K.« and P,y are the PHEV gain and the maximum
PHEV power, respectively. I{,,.« can be tuned by considering
a tradeoff between the effect of vehicle and the fluctuation range
of state of charge according to the additional charge—discharge
cycles. Here, K.y of V2G is tuned by MPC based on de-
sired minimum Irequency deviation. ., is defined by the
200 V/25 A home outlet.
In addition, V1G power Py is calculated by

KIllafo: (D < KmaxA_f < Pmax)
PVI(} — R'ﬂ?lx: (lea.x < K—mafo) (7)
0, (KmaxAf < 0).

Fig. 6 shows PHEV power control using MPC. In the V2G
model, the first-order transfer function with the time delay
Tpugev is used and is set as 1 [28] in this paper.

[T e p
Sampling instant

| k=1 & k+1 k42

Fig.7. Basic concept of MPC.

III. MPC CONTROLLER DESIGN
A. MPC Method

The MPC method is based on current measurements and
predictions of the future values of the outputs [18], [19]. The
objective of the MPC is to determine a sequence of control
moves, Le., manipulated input variable, so that the predicted
response moves to the set point in an optimal manner. Fig. 7
shows the basic concept of MPC, where y is the actual output,
1 1s the predicted output, and u is the manipulated input. At
the current sampling instant, denoted by £, the MPC strategy
calculates a set of M values of the input {u(k +i—1),i=
1,2,3,..., M} The set consists of the current input u(k) and
M — 1 future inputs. The input is held constant after the M
control moves. The inputs are calculated so that a set of P
predicted outputs {y(k +1i),7 = 1,2,..., P} reaches the set
point in an optimal manner.

The number of predictions P is referred to as the prediction
horizon, whereas the number of control moves M is called
the control horizon. Although a sequence of M control moves
is calculated at each sampling instant, only the first move is
actually implemented. Then, a new sequence is calculated at
the next sampling instant; after new measurements become
available again, only the first input move is implemented. This
procedure is repeated at each sampling instant.

The MPC predictions are made using a dynamic model, typi-
cally a linear empirical model such as a multivariable version of
the step response or difference equation models. Alternatively,
a transfer function or state-space models can be employed.

The MPC method solves an optimization problem for finite
future time steps at current time [20]. Hence, the system can be
represented by its finite impulse response [21] as

nr

ylh+1) = y(k) + A daulk — i) (8)
=0

where (k) is the vector of manipulated moves at time instance
k, u(k) is the input at time instance k, nr is the number of
impulse response coefficients employed to model the system,
A is the interaction matrix, and &; is the coefficient number and
can be defined as

8 =git1—gi, Yi=0,...,nr 9)
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where g; is the scalar such that g; A is the ith impulse response
coefficient matrix. The MPC problem is to compute u(k) as the
solution to the quadratic program (QP), which is defined as [21]

M
Jmin S [y +3) — vk + )7 Wyly(k+ ) —r(k+ )
o=t
+ [u(k) — u(k — 1)) W, [u(k) — u(k —1)]
Subject to  y(k+1) =y(k) + AD  du(k — i)
i=0

— Aumax +u(k — 1) < ulk) < Aumax +u(k—1) (10)

where r(k + j) is the desired profile, W, and W, are the
positive semidefinite weighting matrices, and M is the control
horizon. Each weight (W,, W, ) is assumed (o be a constant
multiplied by the identity matrix, which is appropriate for WTG
blade pitch angle and PHEV control. In particular, W, is often
selected large enough that rate constraints are satisfied.

Although, MPC allows design of interactive and multi-
mput—-multi-output systems [20]. However, in this paper, the
properties of pitch angle and PHEV controls are different. Pitch
angle control objective is to smooth wind power output with
power generation and set point as manipulate and reference
signals. In contrast, PHEV control objective is to reduce system
frequency fluctuation with system frequency and reference
frequency as manipulate and reference signals. Here, PHEV
control is more complicated and needs more precise control
action than pitch angle control. Pitch angle control needs faster
response to wind speed, whereas PHEV control responds Lo
system frequency deviation.

Moreover, the smoothing wind power controlled by MPC-
based pitch angle control is resulted to Irequency deviation.
However, pitch angle control depends on WTG power genera-
tion and wind speed, which are not related to part of MPC-based
PHEV control. In addition, the control of pitch angle and some
part of WTG are modeled by mathematic equation, whereas
PHEV is modeled by first-order transfer function with time lag
T'purv. Consequently, the two single MPCs are appropriately
employed to control pitch angle and PHEV power output in this
paper.

In addition, two simple PI or fuzzy controllers may be
sufficient for pitch angle and PHEV output control. However,
using a PI controller is not adequate when pitch angle is held
constant, which may occur when wind speed is lower than set
point for a long time. In addition, when using a fuzzy controller,
it is not easy Lo set a fuzzy rule for a specific problem [29].

B. MPC for WI'G Blade Pitch Angle Control

Control loop of WTG blade pitch angle control using MPC1
is shown in Fig. 2. Input of MPC consists of the difference
of WTG output power Pyt and reference Pyt rer- Blade
pitch angle is controlled using these inputs. Here, generator
torque can be used as a crucial feedback control signal in
maximizing the output power of WTG and can be used as input
for smoothing wind power output. Nevertheless, using power
generation as a feedback control signal is more adequate for
smoothing wind power output [11].

IEEE SYSTEMS JOURNAL

In addition, the moving average may be used for smoothing
wind power output. However, the control of the pitch angle is
not very easy because system behavior is both highly nonlinear
and quite uncertain [30]. MPC is more appropriate because the
smoothing wind power is adjusted by blade pith angle. The
MPC is used here for adjusting blade pith angle to produce
smoothing wind power output to reference value, based on wind
speed and feedback control signal of wind power generation.

Since the blade pitch angle is controlled through the hy-
draulic servo system, there are constraints on the blade pitch
angle (4, and its rate of change d (3/dt can be expressed as

10[deg] <3 < 30[deg]
|d3/dt| <10[deg /s].

(11
(12)

For MPC method, the WTG can be represented by its finite
impulse response as

g
Pyrel(k +1) = Pyra(k) + Awra Z &8(k—i) (13)
i=0

where (k) is the vector of manipulated moves (blade pitch
angle) at time instance k, Pwrc (k) is the WTG power gener-
ation at time instance k, nny is the number of impulse response
coefficients employed to model the system, and Awrc is the
mteraction matrix of WTG. In this paper, since the windmill
and generator of the WTG system are represented by a mathe-
matical model as in (5), the mapping from inputs to outputs is
assumed to be linear over the operating region, which is a good
assumption in practice so that Awre can be defined as 1 [22]
for WTG system.

C. MPC for PHEV Control

The control loop of PHEV using MPC2 controller is shown
in Fig. 2. The state space of the PHEV control loop can be
defined as

|:APFH_EV] _ |:_]-/TPHEV 0 ] [APFHEV]
Af a —-1/M —D/M Af

+ {I/TIBHEV] Aunipe

APpuev
Af

(14)

[Ay]=[0 1] { ] +[0JAUMpc  (15)
where APppry is the charging power of PHEV, Af is the
change of system [requency, Auype is the change of control
signal produced by MPC, Tpugy is the time constant of PHEYV,
and M and D are the inertia constant and damping coefficient
of the microgrid system, respectively. This state space is used
as model in the MPC calculations. Therefore, the MPC method
applied to PHEV control can be delined as

,I‘(k + 1) :Apﬂgvx(k) + BpHE\;L‘.(k')
y(k) =Cpugva(k) + Dpuevu(k) (17)
—1/Tj 1T}
where Apprv = |: Lilz,{lev fDO/M]’ Bpugv = [/ F[‘)HEV].
Cpugv = [0 1],and D = [0].

(16)
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Fig. 8. Convergence curve for MPC weight tuning.

D. MPC Weight Tuning

The MPC weights (i.e., W, and W) for pitch angle and
PHEV controls are simultaneously tuned by particle swarm
optimization (PSO) [31] using the integral absolute error (IAE)
[5] as the objective function as follows:

a0 o0
Minimize [AEyipe = /‘Pg_l‘e[ — Pg|dt + f|.;\f|fﬁ

. 0 0
Sub](’;C[ o ['Tx’yz'. min < ['Vy?. < I')[j,yv.,umx
I'Vu.?ﬁ. min < Wai < u"’u.i.max:

i=12 (18)

where W,; is the input weight of the ith MPC: W,; is the output
weight of the ith MPC; W nin and Wy max are the minimum
and maximum input weights of the ith MPC, respectively:
Wi min and Wy 1nay are the minimum and maximum output
weights of the ith MPC, respectively: and ¢ = 1,2 for MPC1
(pitch angle control) and MPC2 (PHEV control), respectively.

IV. SIMULATION RESULTS

Computer simulations have been carried out in order to
validate the effectiveness of the proposed scheme. A system
shown in Fig. 2 is used as the study system.

In the design of MPC, the parameters of the MPC controller
for WTG blade pitch angle control are set as follows: prediction
horizon P = 10, control horizon M = 3, and sampling interval
S = 0.1 s. In addition, the parameters of the MPC controller for
PHEVSs are set as follows: P = 10, M = 3,and § = 0.1s.

For the optimization of MPC weights, the convergence curve
of optimization is shown in Fig. 8; the optimal weights are
as follows: W) = 0.6780, W,,; = 0.6312, W5 = 0.0850, and
Wyo = 1.8653.

In the simulation studies, it is supposed that the studied
microgrid is performed under the random load pattern and wind
speed of the three case studies, as shown in Figs. 9 and 10,
respectively. The detailed models of random load pattern and
wind speed are provided in Appendixes A and B, respectively.
Details about wind speed and WTG generation of the case
studies are as follows.

Case 1: Itis assumed that wind speed is 0-24 m/s. WTG works
in regions 1, 2, and 3 (see Fig. 4). In this case, WTG
normally operates in region 2. However, MPC is activated
in region 3. Hence, the effect of short-period control of
MPC is investigated in this case.

Case 2: It is assumed that wind speed is 10-24 m/s. WTG
works in regions 2 and 3. In this case, WTG normally
operates in region 3. Thus, the effect of long period of MPC
control in region 3 is investigated.

o 7| O DOPPUR. .............{I_CE_ge'I ——Casez . - -Cas‘eﬁl—

Fig. 10. Wind speed of case studies.
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Fig. 11.  Absolute maximum frequency deviation when the number of PHEVs

changed: (a) case 1: (b) case 2: and (c) case 3.

Case 3: Wind speed is set at 10-25 m/s. WTG operates in
regions 2, 3, and 4. The effects of wind speed working
between cut-in velocity, cutoff velocity, and MPC control
region are investigated.

In addition, the proposed coordinated control of WTG
blade pitch angle and PHEVs using MPCs called “MPC-
Pitch-PHEVs” is compared with the “MPC-Pitch™ and “MPC-
PHEVs.” The MPC-Pitch is the system with MPC control wind
power outpul via blade pitch angle and without PHEVs in the
system. The MPC-PHEVs is the system with MPC for PHEV
power control and without smoothing wind power output.
Figs. 11(a)—(c) shows maximum frequency deviation when the
number of PHEVSs is changed for cases 1, 2, and 3, respectively.
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In Fig. 11(a), the maximum frequency deviation of the MPC-
Pitch is constant, whereas MPC-PHEVs and the proposed coor-
dinated control methods are able to reduce maximum frequency
deviation when the number of PHEVs increases. Note that
when the number of vehicles = 0, it is implied that the PHEVs
are not included in the microgrid system.

In Fig. 11(b), the maximum frequency deviation in the case
of MPC-PHEVs is higher than in the case of MPC-Pitch
and MPC-Pitch-PHEVs when the number of PHEVSs is small.
‘When the number of PHEVs increases, the maximum frequency
deviation in the case of MPC-PHEVs decreases. However,
the maximum [requency deviation in the case of MPC-Pitch-
PHEVs is better than that of MPC-Pitch when the number of
PHEVs is increased.

In Fig. 11(c), the maximum frequency deviation of the
proposed coordinated control methods can be reduced using
small number of PHEVs. The maximum frequency deviation
in the case of MPC-PHEVs is slightly reduced when the
number of PHEVs is much increased, whereas MPC-Piich is
constant.

Note that the number of PHEVs has little effects to the MPC
design and does not increase the order of the system. From
the experiment, the design of one MPC model can be used
for various numbers of PHEVs. However, in order to produce
the best performance, each number of PHEVs uses its MPC
model.

For the time simulation of the three case studies, 4 x 107 ve-
hicles (i.e., 0.0015 MW each) are employed. For cases 1 and 2,
it is assumed that PHEVs are not connected at the beginning
of simulation time. Then, PHEVs are randomly connected at
30 min (0.5 h) to suppress frequency fluctuations. In case 3,
it is assumed that the PHEVs are randomly connected to the
microgrid system at 0.5 h, disconnected at 2.0 h, and then
reconnected at 2.5 h.

Figs. 12(a)—(c) shows frequency deviation and the power out-
puts of WTG and PHEVs of case 1, respectively. The frequency
deviation in the case of MPC-PHEVs and MPC-Pitch-PHEVs
is clearly better than that in the case of MPC-Pitch.

Fig. 13 shows the time simulation results of case 2. In
Fig. 13(a), at the beginning of simulation time. the frequency
deviation in the case of MPC-Pitch-PHEVs is similar to MPC-
Pitch and better than MPC-PHEV's because the effect of MPC-
based smoothing wind power output. After PHEVs are applied
to the system at 0.5 h, MPC-Pitch-PHEVs are able to control
the frequency of the system effectively. In contrast, PMC-
Pitch and MPC-PHEVs cannot control the frequency of the
system. Here, MPC-PHEVs work not well because PHEVs’
charging/discharging power values are not enough to maintain
power fluctuation. On the contrary, the MPC-Pitch-PHEVs
are capable to control the frequency for all simulation time
effectively because smoothing wind power using MPC-based
pitch angle control can reduce effects of wind power output and
can help PHEVs to use low charging/discharging power.

In addition, when wind speed is lower than rated velocity,
as shown in Fig. 13(b), the system frequency in the case of
MPC-Pitch-PHEVs can be maintained in acceptable ranges.
This result implies that the MPC-Pitch-PHEVs are robust to
wind power variation.
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Fig. 12. Time simulation results of case 1: (a) frequency deviation; (b) wind

power output; and (c) PHEV power output.
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Fig. 13.  Time simulation results of case 2: (a) frequency deviation: (b) wind
power output; and (¢) PHEV power output.

Figs. 14(a)—(c) shows frequency deviation, wind power out-
put, and PHEVSs® power output of case 3, respectively. The
MPC-Pitch and MPC-PHEVs cannot control the frequency,
whereas the MPC-Pitch-PHEVs are able to control the fre-
quency successfully.

Fig. 15 shows the blade pitch angle of the case studies.
Pitch angle varies between 10° and 30° and has not fluctuated
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much during the simulation time, which are consistent with the
physically limited WTG provided in [30].

Additionally, in order to demonstrate the effectiveness of the
proposed method, comparison of the MPC and PID controller
is investigated. The PID parameters are tuned by PSO [31].
The objective function of the optimization is defined based on
minimization of the IAE [5] of the frequency deviation, and

0.5

1.0 1.5 2.0 2.5 Time (h) (a)

2.‘5 T!rrn‘a th) (b)

mm=p[h) —— MPC

| |

2.5 Time {h) (c)

05 10 1.5 2.0

2.0
Fig. 16.  Frequency deviation: (a) case 1: (b) case 2: and (c) case 3.

wind power generation deviates from the set point. As a result,
the optimal PID controllers are obtained as follows:

PID-WTG : K, = 0.5034, K; = 0.0027, K; = 0
PID-PHEV : K, = 0.2644, K; = 0.0065, K, = 0

where K,. K;, and K  are the proportional, integral, and
derivative gains of the PID controller, respectively.

Fig. 16 shows the comparison of frequency deviation be-
tween the proposed MPC and PID. The MPC is able to produce
better frequency deviation than the PID controller.

In order to confirm the robustness of the control method
against system parameter uncertainty and the absolute maxi-
mum frequency deviation when system parameters (i.e., M and
D)y are changed from nominal operating condition to —50%, M
is changed from 9.02 to 4.52 and D is changed from 2 to 1 [5],
[28], as shown in Fig. 17. Clearly, the MPC is robust to system
paramelter variation over the PID controller.

The simulation results of the three case studies clearly con-
firm that the coordinated control of the MPC-Pitch-PHEVs is
better than the MPC-Pitch and MPC-PHEVs. The frequency
fluctuation of the system can be reduced by the MPC-PHEVs.
In addition, the number of PHEVs can be reduced by smooth-
ing wind power output-based MPC blade pitch angle control.
Therefore, using both the MPC-Pitch and MPC-PHEV methods
not only reduces frequency fluctuation but also reduces the
number of PHEVs. Additionally, the MPC is robust to system
parameler variation over PID controller.

V. CONCLUSION

Coordinated control of blade pitch angle and PHEV power
output using MPCs in order to reduce fluctuation of frequency
in microgrid system has been proposed in this paper. The MPC
for blade pitch angle control is employed for smoothing wind
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Fig. 17. Absolute maximum frequency deviation when system parameters
change: (a) case 1: (b) case 2: and (c) case 3.
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power production of WTG. In addition, the MPC for PHEVs
controller is employed in order to control load frequency of the
microgrid system. Simulation results performed in the studied
microgrid system show that the proposed coordinated control
ol MPC-Pitch-PHEVs has better performance than MPC-Pitch
and MPC-PHEVs. The results imply that the proposed MPC-
based coordinated control method not only reduces [requency
fluctuation of the system but also reduces the number of
PHEVs. Moreover, the proposed MPC-based pitch angle and
PHEYV control is robust to the system parameter variation when
compared with PID controller.

Load model.

APPENDIX
LoaD MODEL

Modeling of system load is shown in Fig. 18. The input
power variability of microgrid system load is determined by
considering the deviation from the initial value. In addition,
the standard deviation d Ppoaq as in (Al) is multiplied by the
random output fluctuation derived from the white noise block
in MATLAB/SIMULINK in order to simulate the real-time
random power fluctuation on the load side. The deviation for
the system load is simulated close to an actual change wave by
the following functions [32], [33]:

dProad = 0.6/ PLoad-

(AT)
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Fig. 19. Wind speed model.

APPENDIX
WIND SPEED MODEL

The wind speed model [32], [33] is shown in Fig. 19. The
wind speed standard deviation is multiplied by a random output
fluctuation derived from the white noise block with a low-pass
filter in MATLAB/SIMULINK in order to evaluate the random
wind speed fluctuation.
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Abstract—This article presents the application of support vector ma-
chines to adaptive power system stabilizer design in a multi-machine
power system based on the harmony search algorithm. Data from
a multi-machine power system are the input features of the support
vector machines. Support vector machine parameters and power sys-
tem features are simultaneously optimized by harmony search based
on the k-fold cross-validation technique. The proposed algorithm is
trained by the optimal support vector machine parameters and optimal
power system features. Power system stabilizer parameters produced
by the proposed algorithm can be adapted by various operating con-
ditions when the power system operates either inside or outside the
training ranges. Simulation studies in the IEEJ Western Japan ten-
machine power system demonstrate that the proposed algorithm is
far superior to conventional power system stabilizers with fixed pa-
rameters and those designed by a robust coupled vibration model
under various operating conditions and severe disturbances.

1. INTRODUCTION

Interconnected power systems via long tie-lines cause in-
evitable electro-mechanical power oscillations with poor
damping [1, 2]. The power oscillation problem has brought
many adverse impacts on power system operation and control,
such as limitation of transmission capacity and dynamic insta-
bility. To enhance the damping of inter-area oscillations, the
power system stabilizer (PSS), which is the most cost-effective
device, is highly utilized [1, 2]. The PSS has been widely used
in power systems for enhancing stability. The conventional
fixed-structure PSS is designed using a linear model obtained
by the linearized model around a nominal operating point [3,
4]. Parameters of the conventional PSS (CPSS) are normally
determined under a particular operating condition and fixed
at certain values. However, in daily operation, the operating
condition of power system changes due to load changes or un-
predictable major disturbances. Therefore, a set of fixed PSS
parameters that provides good dynamic performance under a
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certain operating condition may no longer yield satisfactory
results [5-9].

To enhance PSS performance during various operating con-
ditions, an adaptive PSS has been introduced. Artificial intelli-
gence (Al) based techniques, such as the neural network (NN)
[5-7, 10~13], neural fuzzy network [14-16], and support vec-
tor machine (SVM) [17, 18], have been applied to improve
the performance of the adaptive PSS. The application of Al to
adaptive PSSs can be categorized into two groups, depending
on the function of Al techniques in the design of PSSs. First,
an Al-based PSS is used to generate the control signal to the
automatic voltage regulator (AVR) and exciter, as presented
in [10-15]. Second, an Al technique is employed to generate
PSS parameters in real time, so that the PSS parameters can
be varied to accommodate different operating conditions, as
deseribed in [5-7, 16—18]. The advantages of these schemes
are less computation time and high performance. However,
the adaptive PSSs designed for multi-machine power systems,
such as the generalized neural-based adaptive PSS [13] and
adaptive neurofuzzy PSS [14], have been trained based on
local-area signals. The stabilizing effects of these PSSs on
the inter-area oscillation cannot be guaranteed. Furthermore,
with empirical risk minimization in the conventional NN, some
drawbacks occur whenusing the NN to anadaptive PSS design.
First, the NN needs sufficient and accurate data for training,
efficient training algorithms, and optimal structure of the NN
[15]; thus, itis not easy to get appropriate and accurate training
data for the PSS design. Second, a set of rules is not available in
the selection of the optimal structure of the NN for a particular
problem [15].

To overcome these problems, the SVM was proposed in
[19]. The SVM is a novel machine-learning tool and was im-
plemented successfully in classification and regression with
small sample cases. The SVM has been proven less vulnerable
to over-fitting problems and higher generalization ability since
it is designed to minimize structural risk [19, 20]. It has been
successfully applied to various problems, such as partial dis-
charges identification [21], transient stability assessment [22],
and power quality distutbances detection and classification
[23]. Additionally, the SVM has been successfully applied to
the tuning of PSS parameters, as illustrated in [18]. The work
in [18] also showed that the SVM for PSS design (SVM-PSS)
is superior to the NN-based adaptive PSS (NN-PSS) when the
system operates outside the training range. In addition, the
SVM-PSS can be trained in a very short time, much shorter
than the NN-PSS. However, in [18], PSS parameters were
tuned by employing active power (P), reactive power (Q), and
voltage at the terminal of generator (V) of a single-machine
infinite bus (SMIB) system as input features for the SVM. As
a result, inter-area oscillation cannot be considered. Besides,

the adjusting parameters of SVM, which significantly affect
the forecasting accuracy, were not considered in [18]. Select-
ing appropriate SVM parameters can improve the regression
performance. To achieve the suitable SVM parameters, opti-
mization tools, such as harmony search (HS), particle swarm
optimization (PSO), and genetic algorithms (GAs), can be ap-
plied. Among these techniques, the HS algorithm has proven
to be an effective technique [24]. HS is simple in concept, has
fewer parameters, and is easy to implement [25]. It has been
successfully applied to various optimization problems, such as
optimal conductor size selection in distribution systems [26]
and economic load dispatch [27], distribution system recon-
figuration [28], and solving optimal power flow problems [29].
These works show that the HS algorithm is superior to other
algorithms, and accordingly, the HS algorithm is used for the
tuning of SVM parameters in this work.

To improve SVM-PSS performance, this article proposes
an HS-based SVM for adaptive PSS (HS-SVM-PSS). Here, P,
Q, and V| at various locations in a power system, are consid-
ered as input features for the SVM. The multi-machine power
system is used for the design of PSS to damp out both inter-
and local-area oscillations. Here, the remote signals are used
as input features of SVM and can be obtained by a phasor
measurement unit (PMU) [30-32]. Conventionally, time delay
should be considered when using remote signals, because var-
ious time delays resulted in different control actions. However,
in this work, the PSSs are designed based on a linearized model
around various operating points. Here, the remote signal con-
sists of P, 0, and V at various locations in a power system,
which do not change rapidly, so that time delay may not result
in the control action of the proposed method.

The HS algorithm is also adopted to optimize the SVM
parameters and the selection of the optimal set of power system
features. The proposed HS-SVM-PSS can be adapted in real
time by various operating conditions.

The organization of this article is as follows. First, the study
power system is explained in Section 2. Next, the overview of
methodology is described in Section 3. In Section 4, the pro-
posed HS-SVM-PSS is explained, and subsequently, experi-
mental results are shown in Section 5. Finally, the conclusion
is provided.

2. STUDY POWER SYSTEM

The IEEJ Western Japan ten-machine power system [33] is
used as the study system, as depicted in Figure 1. This system
represents the 60-Hz interconnected areas of western Japan.
Based on a mode shape analysis and participation factors
analysis in [34], the study system consists of two dominant
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4

FIGURE 1. [EEJ Western Japan ten-machine power system.

oscillation modes. Mode 1 denotes the dominant mode, and
mode 2 denotes the quasi-dominant mode. The analysis result
in [34] also showed that mode 1 oscillates in the opposite di-
rection between both end generators (G1-G10), while mode 2
oscillates between both end generators and the middle genera-
tor (G1-G5 and G5-G10). From this perspective, to damp out
the two dominant modes, two PSSs should be equipped: one
with G5 and one with G1 or G10. However, the magnitudes
of mode shape and participation factors of G1 are higher than
G10. As a result, the PSS should be equipped with G1 rather
than G10. Accordingly, the PSS is equipped with generators
G1 and G5, as shown in Figure 1.

2.1. Power System Model

The generator is represented by the fifth-order model con-
sisting of the swing equation, generator internal voltage, and
sub-transient electro-magnetic field (emf) equation [1]. The
swing equations can be written as

8 = w(w—1), (1)
@ = (P — Po — D(w — 1))/ M. 2)

The internal voltage E:j, is given by

Ey = (Ega — (ea —xia — E)/ Tao. 3)
The sub-transient emf equations can be written as
Eq = (Eq — Ey + () —xia)/ Tig, @)

o = (—EJ + (x), — x))ig) / To Q)

where

o 1s the angular velocity;

@ is the derivation of the angular velocity;
8 is the rotor angle;

4 is the derivation of the rotor angle;

M 1s the inertia constant;

D is the damping coeffieient;

P,, is the mechanical input to the generator;

P, is the electrical output;

w, = 2mf is the rated angular velocity;

[ is the system frequency;

E}, E are the direct axis transient and sub-transient voltage;

Ej,, Ej are the quadrature axis transient and sub-transient
voltage;

E 4 is the field voltage;

X4, Xy, xj are the synchronous, transient, and sub-transient
direct axis reactances;

6 x"], x‘}' are the synchronous, transient, and sub-transient
quadrature axis reactances;

T, Ty, are the transient and sub-transient direct axis time
constants;

Tq’{] is the sub-transient quadrature axis time constant;

iz 1s the direct axis component of stator current; and

iy is the quadrature axis component of stator current.

Generator: Park’s 5th model, 1000 MVA base:

xq =x, = 1.7 (pu), x; =035(pu),
A= x‘;’ =0.25(pu.), X; = 0.225(p.w.),
T =1.00(sec), T =T, = 0.03(sec),
T, = 0.40 (sec), M = 7.00(sec)

Transmission system: 1000 MVA, 500-kV base, 60 Hz
Impedance: Z = 0.0042 4 70.1260 (pu)/100 km
Electrical charge capacity: jY /2 = j0.0610 (pu)/100 km
Transformer: x, = 0.14 (p.u.)

Interconnected line: 100 km, double circuit
Line to generator: 50 km (G8 : 100 km), double circuit

TABLE 1. System constants of I[EEJ Western Japan ten-machine
power system
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The real power output of the generator 1s described as
(6)

System constants and generation capacity of generators are
shown in Table 1. The total generator rated capacities are
120,000 MVA. The active power of all loads is assumed to be
constant current, and the reactive power is constant impedance.
More details about the study system were described in [34].

P, = (E}iy + E‘:.:iq,) + (X + X;’)idiq,.

3. OVERVIEW OF METHODOLOGY
3.1. SVM for Regression

The problem of regression is finding a function that approxi-
mates mapping from an input domain to the real numbers based
on a training sample, given a set of training data {(x;, y,—)}".\; I
where N is the total number of the training sample, x; € N”
is the input data, and y; € i is the output data. In the SVM re-
gression, the training data are mapping from input space into a
higher dimensional feature space via kernel function in which
the problem can be implemented in a linear form. The SVM
estimating function can be written as

S(x) = (w-@(x)) + b, (7)

where w is a weight vector, b is a bias, and ¢ denotes a non-
linear transformation from input space to high-dimensional
feature space. In e-SVM regression, the goal is to find a func-
tion f(x) that has an e-deviation from the actual target y; for
all training datasets that is as flat as possible. The e-insensitive
loss function can be written as

0 for |y — f(x) <&
ly; — f(x)| — & otherwise *

The training samples that have an e-deviation are called
a “support vector.” Slack variables &, &° are measures of
the cost of errors on upper and lower constraints. The samples
located closer than the £-deviation have null cost. The objective
is to solve the following optimization problem:

MﬁJUD={ ®)

-
min = [wi® +C ) (& — &) ©)

W, & iel
subjectto ¥ —{(wW-D(X;)) — b <e+ &
(W-0() +b—y Se+E
&,67=0
where C is a constant, X; is a support vector, and w can be
written in terms of data points as

(10)

£
W= (& —a) D(x). (1)

i=l

By substituting Eq. (5) into Eq. (1), the SVM optimum
hyperplane equation can be rewritten as

¢

fx) =2 (@i — o)) (B(x;) - D(X) + b
:?l \ (12)

= (& —a))K(x,x)+b

i=1

where K (X;, x) is akernel mapping function between sampling

x and support vector X;. Here, a radial basis function kernel

(RBF kernel) type as

K(x:.%) = exp (—@) , (13)

2a

where o is an adjustable constant, appropriately selected for
this problem.

3.2. HS Algorithm

HS is a new meta-heuristic population search algorithm devel-
oped based on the natural phenomena of musicians’ behavior
when they collectively play their musical instruments to come
up witha pleasing harmony [25]. Asit function in the optimiza-
tion problem, the musical instruments are population members
and the pleasing harmony is a global optimal solution; the fit-
ness function is determined by an aesthetic standard.
Consider the optimization problem

minimize J(x)

subject 0 Xpmin =X < Xpmax, k=12, N (14)
where ./(x) is an objective function, x is the set of each decision
variable, X min and X mgy are minimum and maximum limits of
decision variables, and & is the number of decision variables.
The main procedure of HS can be summarized in four steps as
follows [25].

Step 1: Initialize the problem, algorithm parameters, and har-
mony memory. The HS algorithm parameters spec-
ified consists of the harmony memory size (fIMS)
or the number of solution vectors in the harmony
memory, harmony memory considering rate (HHMCR),
pitch adjusting rate (P4R), and the number of impro-
visations (NT) or the stopping criterion. The harmony
memory (fIM) is a memory location where all the
solution vectors are stored. Here, HMCR and PAR are
parameters used to improve the solution vector. The
HM matrix in Eq. (15) s filled with as many randomly
generated values between its minimum and maximum
limits, where x = (x{, x2, ...xy ) denotes the variables
to be optimized, and N is the number of variables or
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where

PAR(iter) is the pitch adjusting rate of current itera-

i 1
X X X 4
- » tion;
Y B2 Xy o XN 5 PAR i and PAR .,y are the minimum and maximum
= | - - & - | - (15) pitch adjusting rate, respectively;
L H‘M‘.‘ s H'W;J iter is the current iteration;
S B A NI is the number of improvisations;

Step 2: Improvise a new harmony. Generating a new harmony

is called improvisation. A new harmony vector, X' =
(x{,x3, ... xy), is generated based on three rules, i.e.,
(1) memory consideration, (2) pitch adjustment, and
(3) random selection.

In the memory consideration, the value of decision
variables X’ for the new vector are selected from
(x! — xfMS) HMCR, which varies between 0 and
1, is the rate of choosing one value from the historical
values stored in HM, while (1 — HMCR) is the rate of
randomly selecting one value from the possible range
of values, as shown in Eq. (16):

BW(iter) is the bandwidth rate of current iteration;
and

BWain and BWp,,, are the minimum and maximum
bandwidth rate, respectively.

Step 3: Update the harmony memory. If the new harmony
vector ¥ = (x], x5, ... x} ) has better fitness function
than the worst harmony in M, the new harmony is
included in M and the existing worst harmony in
excluded from HM .

Step 4: Check the termination criterion. HS is terminated
when the termination criterion has been met; other-
wise, go to Step 2.

443

if(rand() < HMCR)

x € b x 1) 4. PROPOSED HS-SVM-PSS
else \ (16) . . .
The proposed HS-SVM-PSS equipped with an exciter model
X —x €X is shown in Figure 2. The transfer function of the CPSS is
end lead-lag compensation. The adjustable PSS parameters are the
where rand() is a uniformly distributed random num- gain of the PSS (Kyqp) and the time constants (71, T3, T,

ber between 0 and 1, and X; is the set of the possible and T;). The lead-lag block present in the system provides
range of values for each decision variable; that is, phase lead compensation for the phase lag introduced in the
circuit between the exciter input and the electrical torque. The

required phase lead can be derived from the lead-lag block,

Ximax = Xi < Ximin-
After the memory consideration, every component
obtained is examined to determine whether it should

be pitch adjusted. This operation can be defined as

Vs E;«m /100

if (rand() < PAR) . be + 0 %* 100 %
" - Lt}

xl=x]trand()x BW - 14025 | + 1+ 2.05
else ; (17) =
5
7 A | =
X; = x; Ues 1+ 0.5
end

where BW is an arbitrary distance bandwidth. Lonvbotionalish *
To improve the performance of the HS algorithm, K 30s Y1+sT Y 14+sT, |80
P p & 140,025 | 1+5.05 | 1457, | 1457, A

P AR and BW are changed during each generation as

1
: |
follows: | ﬁ '
PAR PAR | (Ko 11,11 ]|
. max min i | Optimal feat
PAR(iter) = PARyiy + T X iter, (18) : Hs‘z\';M <‘—|] :bi::e;;:rf:s
motels | wer system
. L (BWonin/ BWons) EEEEEN L2
BW(iter) = B W, exp X iter ),
NI FIGURE 2. Schematic diagram of exciter model with HS-

(19)  SVM-PSS.
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FIGURE 3. HS-SVM-PSS control design procedure.

even if the denominator portion consisting of 7> and T gives
a fixed lag angle. Thus, to reduce the computational burden,
the values of 7> and 7 can be kept constant at a reasonable
value, and tuning of 7} and 73 is undertaken to achieve the net
phase lead required by the system. However, in this work all
time constants, T}, 1>, T3, and 7; are tuned to get a better
result.

The HS-SVM-PSS estimates some uncertainties in the sys-
tem, such as system operating conditions, parameters, and
load variations. It then automatically performs the self-tuning

Imaginary axis
h

P Real axis

><:Dominant modes
before control

= : Dominant modes
after control

FIGURE 4. D-stability region.

of PSS parameters by the estimated plant uncertainty. In this
way, the HS-SVM-PSS controller uses information gathered
in real time to reduce the system uncertainty, that is, to figure
out exactly what the system is at the current time so that good
control can be achieved.

The control design procedure of the HS-SVM-PSS is shown
in Figure 3. There are two main steps, i.e., the generation of
the training data and the learning of HS-SVM-PSS.

4.1. Generation of the Training Data

To generate the training dataset, various operating conditions
are considered and selected to cover all system operating con-
ditions. These situations are performed by considering the past
system operating condition. Therefore, the minimum and max-
imum of the tie-line power, generation of each generator, and
loading of each area are used as ranges for generating the train-
ing data. So, the training data are spread between these ranges.
For each operating condition, the conventional lead-lag PSS
parameters shown in Figure 2 are tuned by HS based on the

SVM parameters
Model (& & o Power system features MAE (x107)
SVMry 3.26E 4+ 09 9.68E-07 0.0468 Ly, L2, Pieas— 0.5517
SVMr 1.84E 4+ 09 9.54E-07 0.4991 Ly, Lys, Lys, Lys, Lyg 0.2033
SVMr; 1.52E 4 09 2.58E-09 0.3069 Ly, L3, Ly, Pyoss 0.5454
SV My, 5.13E 408 8.94E-07 1.8049 Pricraas Pierr=rs Prieto-s 0.3057
SV My, 6.17E 4+ 09 9.53E-07 0.4076 Ly, Ls, Ly, Lig, Pici-2, Pric1s—s 0.7263
SV Mrs; 4.21E+09 9.97E-07 0.0922 PGy, Ly, L 0.5250
SVMrsy 3.64E + 09 3.73E-07 0.5764 PGs, PGg, PGy, Ly, Ly, Pys—r 0.2277
SV Mrs; 7.50E 4+ 08 3.76E-07 0.3798 PGs, Pici3-3, Pieid—4, Pici6—6, Frie19-8 0.4744
SV Mypsy 3.49E + 09 6.06E-07 0.2332 PG, PGy, PGs, PG4, Ly, Pjojg—r 0.4737
SV Mys 4.95E + 07 6.81E-07 0.2024 Ly, Ly, Ly, Lis, Lyg 0.4399

TABLE 2. SVM parameters and power system features optimized by HS algorithm
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optimization problem,

Z |§.cpev - C| + Z |Rs,r;ec - R|

L= sper Rz Ropec
KLmin K{ = Ki‘max

=1 =

minimize

subject to

IA

(20)
Tij,ma:(s

1,2,3,4,

T;"j,min
i=15 Jj=

where

¢ and pee are the actual and desired damping ratio of the
dominant inter-area oscillation mode, respectively;

R and R, are the actual and desired real part of the eigen-
values corresponding to the dominant modes, respectively;

K min and K; o are the minimum and maximum controller
gains of PSS, respectively; and

Tij.min and Tj mae are the minimum and maximum time con-
stants of PSS, respectively.

Note that the objective of the optimization is to move the
dominant modes to the D-stability region, as shownin Figure 4.

In addition, as shown in Figure 3, the condition “Is the data
enough for training?” is considered by the number of samples
or data used. The conditions used are as follows. First, number
of samples must more than number of features; if the number of
samples is less than number of features, the prediction model
may not be performed [19, 20]. Here, three to ten features
are used so that the number of samples should more than ten.
This is a very simple condition, because if the small samples
are used for SVM training, the prediction results may be very
bad. Second, if the number of samples used increases to some
number, the error change very small. It is enough to stop
at this number of samples, because if the number of sample

5 T T

A  NoPSS
D-stability region m PSS
(damping ratio 0.02) P CvM-PSS
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FIGURE 5. Root locus of two dominant inter-area modes.
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FIGURE 6. Value of PSS parameters when power of tie-line
8-9 is varied.

is increased more than this level, the prediction error does
not decrease but the time consumed for training is increases
greatly, especially with the optimization and feature selection
strategies.

4.2.

In the experiment, there are three parameters of the SVM to be
tuned, i.e., the RBF kernel setting (o), an adjustable constant
(C), and a deviation (). The accuracy of SVM forecasting
depends on the selection of SVM parameters. Selecting ap-
propriate values of these parameters is important for obtaining
excellent forecasting performance. Here, HS is applied to tune
the SVM parameters; besides that, in the regression problem,
the important issue is features selection. If the features selected
are good enough, the regression output will be enhanced. Here,
load (L), tie-line power (P;,), and power generation (P G) in
the power system are utilized as feature vectors. Note that al-
though the generator angle is suitable to tune PSS parameters,
in the conventional tuning of PSS, using tie-line power, power
generation, and loading is adequate.

HS-based Learning of SVM and Features Selection

System condition

Case Pioi-s Piics-g 3¢ fault location
1 2.50 2037 Line 4-5

2 2.34 4.59 Bus 5

3 4.80 4.70 Line 1-2

TABLE 3. Tie-line power flow conditions of the case studies (base =
1000 MVA)

445
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PSS parameters
Case A% T Tis K, Ts Ts: Ts3 Ts4 K
1 21717 0.3911 1.9077 0.4545 2.2745 0.2539 1.5301 0.2573 0.2051
2 0.1515 0.4689 1.8886 4.9393 1.0811 0.0104 1.1588 0.9208 1.1119
3 1.422 1.810 1.056 2.757 2.9986 0.0936 1.4908 1.3495 0.7377

TABLE 4. PSS parameters calculated by HS-SVM-PSS

Therefore, in this work, the HS algorithm is employed to
optimize the features for SVM. Note that HS optimizes the
SVM parameters and power system features simultaneously.

Here, in the SVM training stage (during HS optimization),
the three-fold cross-validation (CV) is performed. The k-fold
CV can detect and prevent over-fitting in the model. In this
work, a mean absolute error (MAE) as given in Eq. (15) is
used to evaluate the performance of the SVM:

l n
MAE = =Y |Actual Value; — Predict Value;|. (21)
n

i=l

Consequently, an optimization problem based on the MAE
of the three-fold CV (M AE5 r4cv) is expressed as

minimize MAEL(,;;({CV
SUbjCCt 0 Chin < C < Chax, Emin < € < Emax,

Omin = 0 = Onax,

Feat.; < Feat' < Feat!,,, (22)

min =

< Feai® < Fear,zm,

Fear*

min

Feat”

min

< Feat" < Feat"

max

where

Cmin and Cpax are the minimum and maximum of SVM ad-
Jjustable constants, respectively;

Emin ANd £y are the minimum and maximum of SVM devia-
tion, respectively;

Omin and oy, are the minimum and maximum of RBF kernel
parameters, respectively;

Feat]; and Feat]  are the minimum and maximum number
of power system features, respectively; and

n is the number of candidate features.

Note that # should be selected before Eq. (16) is performed;
each n produces each optimal set of features and SVM param-
eters so that the best set of features and SVM parameters is
selected by voting.

For the large-scale power system, the proposed algorithm
can be applied. The dimension of features may be larger than
that of a small system, and more time might be consumed
for optimization of SVM. In addition, for different configura-
tions of power system network, the proposed algorithm can be
applied. However, these conditions should be included in the
training dataset for SVM.

4.3. Normalization

Because the signals used in this work, e.g., L, P, and PG,
have different ranges. This causes the bias result of the se-
lected features and degrades the generalization capability of
the SVM. To avoid these problems, all input and output signals
are normalized to the range of —1 to 1.

5. SIMULATION RESULTS

To evaluate the performance of the proposed HS-SVM-PSS,
the IEEJ Western Japan ten-machine power system, shown in
Figure 1, is used for verification of the method. In this study,

Case CPSS CVM-PSS HS-SVM-PSS

1 —0.3092 £ j4.0898, ¢ = 0.0753 —0.3061 & j4.1214, ¢ =0.0740 —0.2989 £ 4.1377, ¢ = 0.0720
—0.1892 + 73.3320, ¢ = 0.0566 —0.2737 + j3.4163, £ =0.0798 —0.2713 £ j3.4281, ¢ = 0.0788

’ —0.1414 = 73.2137, ¢ = 0.0439 —0.2324 £ j3.2717, ¢ = 0.0708 —0.3719 £ j3.4837, ¢ = 0.1062
—0.0280 = j2.4056, ¢ = 0.0116 —0.00538 & j2.4185, ¢ = 0.0022 —0.1331 £ j2.3868, ¢ = 0.0557

3 —0.0485 £ j2.8202, ¢ =0.0171 —0.0557 = j3.0809, ¢ = 0.0180 —=0.1129 £ j3.8358, ¢ = 0.0294
+0.0661 + j2.3234, & =—0.0280 +0.0068 + j2.3361, £ = —0.0029 —0.0753 £ j3.1278, ¢ = 0.0241

TABLE 5. Comparison of eigenvalue and damping ratio between CPSS and HS-SVM-PSS
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FIGURE 7. Rotor speed of case 1: (a) CPSS, (b) CVM-PSS,
and (¢) HS-SVM-PSS.

(c)

60 operating conditions with the optimal CPSS are adopted
to generate the training data for HS-SVM-PSS. In the 60 op-
erating conditions, generations and loadings are appropriately
adjusted so that Py, - is changed from 0.5 to 3.0 p.u., and
Piie 3—9 1s changed from 1.0 to 4.5 p.u., respectively.

For tuning the CPSS, the vector to be optimized by HS
is X = [Ty T1p 113 T14 K| T5) Tsy Ts3 Ts4 K's]. The power sys-
tem design specifications in Eq. (20) are set as follows: {gpee =
0.02, Rgpee = —0.05, K; €[0.15], and T;; € [0.013]. HS
parameters are setas follows: N = 10, NI = 1000, [{MS = 15,
HMCR =0.95, PAR nin = 0.4, PARpy = 0.9, BW i = 0.0001,

CPSS
= = = CVM-PS5S5
| m— HS-SVM-PSS|]

wi-wi0 (pu)

—-0.002+

=0.004

=0.006 -

-0.008+

-0.01

0 5 10 15 20 25 30 3s 40 as 50
Tima (sec)

FIGURE 8. Speed differencebetween G1 and G10 (@, — wyp)
of case 1.

and BW ,x = 1.0. These parameters are selected by trial and
error and researcher experience. Therefore, all eigenvalues of
these operating conditions are placed in the desired D-stability
region.

In the HS-based training of SVM, there are ten SVMs for
two PSSS, ie., SWT[ 1 ,SVMT[Z, SVMTH,SWT[*, and SVMK[,
for PSS at Gl, and SVMTj[, Smrjz., SVM;"53, SWTS.;, and
SVMys, for PSS at G5. Each SVM is constructed separately
with the same objective to damp out both inter- and local-area
oscillations.

For feature selection, the impact of the type of feature
selection method should be investigated. As compared to
other fields using feature selection, such as pattern recogni-
tion and data mining, the power system feature used in this
work is of a very small dimension. Selection candidate fea-
tures can thus perform by considering the data that directly
impact the target of SVM. Here, the PSS parameters, i.e.,
Ty, T, T3, Tig, Ky, Ts1, Tsa, Ts3, Tsq, and Ks, are the
output of SVMs, so the candidate features should impact these
PSS parameters. Also, when the operating condition of the
power system changes, the PSS parameters may change to
keep the system stable or in the desired D-stability region.
Therefore, the features used in this work consist of data from
power system operating condition, i.e., power generation, tie-
line power, and loading. As aresult, the power system features
used in the optimization consists of 37 features:

PG\, PGs, PGi, PGy, PGs, PGg, PGy, PGy, PGy, PGy,

Ly, Lz, L3, L4, Ls, Lg, L7, Lg, Lo, L2, L1a, Lua,
Lys, L, Li7, Lis, Ly,

Piie 12, Piena-2. Pie13-3, Prieta—a, Prie15—5, Prie16-6
Piie17-7, Prie13-1, Prie19-8: FPrie 3-9,
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where PG; is the power generation at generator i, Prje p_p 18
the active power at the tie-line between buses m and #, and L,
is the load at bus b.

In the HS optimization of SVM parameters and feature
selection, the SVM searching parameters in Eq. (22) are
setasC € [10' 10'%], & € [107' 107!], o € [0.01 10], and
Feat" € [1 37], and the number of candidate features aren =
3, 4, ....10. HS parameters are set as follows: N = 13, NI
= 1500, HMS = 25, HUCR = 0.95, PARpin = 0.4, PAR . =
0.9, BW pin = 0.0001, and BW o = 1.0. These parameters are
selected by trial and error and researcher experience.

The SVM parameters and optimal features optimized by
the HS algorithm are shown in Table 2. The optimal power
system features in column 5 represent characteristics of the
study system that are related to the SVM prediction model.
The optimal features can improve SVM performance when the
SVM predicts the PSS parameters. For example, the optimal
features of SV My consists of L, L»,and Py;. 137, which are
the load power consumed at buses 1 and 2 and tie-line power
between buses 18 to 7, respectively, and are affected to the
precise prediction of Tj;.

To evaluate the performance of the HS-SVM-PSS, a com-
parison to a CPSS and the robust coupled vibration model
(CVM-PSS) obtained from [35] are performed. The CPSS is
designed at Py, 1> = 1.5and P, 3 90 = 2.3 p.u., based on
the day—-time normal operating condition of the study system
[34]. The transfer function of the CPSS is as shown in Figure 2
and the objective functions as in Eq. (14), respectively. As a
result, the CPSS of generator G1 and G5 are obtained as

— T )( Ss ) l—|—1.82s)
1+0.02s ) \(1+5s)) \1+0.03s

1+231s
X| — Aw[,
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FIGURE 10. Rotor speed of case 2: (a) CPSS, (b) CVM-PSS,
and (c) HS-SVM-PSS.

0.23 55 1+ 2.64s
Upsss =
14002/ \(1+ 59/ \1+ 068

1 +2.09s
X| —— Acu5,
14+0.0ls
where Upgg) and Upggs are stabilizing signals of the PSS at
generators 1 and 5, respectively, and Aw, and Aws are speed
deviations of generator 1 and 5, respectively. Note that the

normal operating condition with the CPSS is included in the
training dataset.
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The locus of the eigenvalue corresponding to two domi-
nant inter-area modes, when P, g9 is varied from 1.0 to 4.5
p.u., is shown in Figure 5, where NoPSS is the system not
equipped with PSS. When power flow increases, the locus of
two dominant modes in the HS-SVM-PSS case is still in the D-
stability region. On the other hand, loci in the NoPSS, CPSS,
and CVM-PSS cases are outside the D-stability region for one
mode (the second mode). NoPSS, CPSS, and CVM-PSS all
lose the stabilizing effect. These results indicate that heavy
tie-line power flow significantly impacts the damping perfor-
mance of NoPSS, CPSS, and CVM-PSS. Figure 6 shows the
value of PSS parameters when the power of tie-line 8-9 is
varied from 1.0 to 4.5 p.u.

In addition, three case studies, shown in Table 3, are con-
ducted. Table 4 shows the PSS parameter of the case studies

Time {sec)

Generator - (a)

i (vec) = Gerarator (b)

Time (sec)

EEmse ()

FIGURE 13. Rotor speed of case 3: (a) CPSS, (b) CVM-PSS,
and (¢) HS-SVM-PSS.

calculated by HS-SVM-PSS, and Table 5 shows the compari-
son of eigenvalue and damping ratio among the CPSS, CVM-
PSS, and HS-SVM-PSS.

For time simulation, in case 1, it is assumed that a tem-
porary 3¢ fault occurs at the midpoint of one tie-line be-
tween buses 4 and 5 at 5.0 sec. The fault is naturally cleared
70 ms later. Figure 7 shows the responses of speed deviation of
all generators; CPSS, CVM-PSS, and HS-SVM-PSS are able
to damp power oscillations. Figures 8 and 9 show the speed
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difference between Gl and G10 and power deviation of tie-
line 8-9, respectively. It can be seen that the speed difference
and tie-line power deviation oscillation in the CVM-PSS and
HS-SVM-PSS cases are the same as for the CPSS. This case
has been performed to confirm that, at normal operating con-
ditions, the CPSS, CVM-PSS, and HS-SVM-PSS can damp
out the oscillation successfully.

In case 2, it is assumed that a temporary 3¢ fault occurs
at bus 5 at 5.0 sec. The fault is naturally cleared at 70 ms
later. Figure 10 shows the responses of speed deviation of all
generators. Figures 11 and 12 show speed differences between
G1 and G10 and power deviation of tie-line 8-9, respectively.
It can be seen that when the tie-line power flow is highly
increased, the stabilizing effect of the CPSS and CYM-PSS
are significantly deteriorated. The power oscillations are very
severe and take a long time to reach zero. In contrast, the HS-
SVM-PSS is able to damp the power oscillation effectively.
These results confirm that the HS-SVM-PSS is far superior
to that of the CPSS and CVM-PSS under various line flow
conditions. In this case, the severe fault is applied with high
tie-line power flow, so that the settling time with the HS-SVM-
PSS is higher than 30 sec. However, the settling time of the
HS-SVM-PSS is lower than that of the CPSS and CVM-PSS.

Finally, in case 3, it is assumed that a 3¢ fault occurs at
the midpoint of one tie-line between bus 1 and 2 at 5.0 sec.
The fault is temporally cleared 70 ms later. In this case, the
system operates outside the SVM training ranges (training
data: P12 = 0.5-3.0 pu., Pjeg—9 = 1.0-4.5 p.u; case
3: Pije1—> = 4.80 pu., Pieso = 4.7 p.u.). Regarding the
responses of speed deviation of all generators depicted in Fig-
ure 13, the HS-SVM-PSS can handle the oscillation effectively,
while the damping effect in the CPSS and CVM-PSS cases 1s

Tie-line 8-9 power deviation (pu)

o} 5 10 16 20 25 30 a5 46 45 50
Time (sac)

FIGURE 15, Tie-line 8-9 power deviation of case 3.

significantly deteriorated. The speed difference between G1
and G10 and power deviation of tie-line 8-9 are depicted in
Figures 14 and 15, respectively. The CPSS and CVM-PSS
completely lose the stabilizing effect. The tie-line power flow
severely oscillates, and the system becomes unstable. On the
contrary, the HS-SVM-PSS can handle this situation effec-
tively; the power oscillations are absolutely damped. This re-
sult implies that the HS-SVM-PSS can operate outside the
training ranges, because the structural risk minimization of
the SVM allows the HS-SVM-PSS to predict the data outside
the training ranges with promising results. The study clearly
illustrates the superior performance of the HS-SVM-PSS over
the CPSS and CVM-PSS and the potential of SVMs in design-
ing new adaptive control for multi-machine power systems.

6. CONCLUSION

In this article, an SVM-based HS algorithm is applied to im-
prove the performance of adaptive PSSs. In the training state,
the data obtained from the multi-machine power system are
considered as input features of the HS-SVM-PSS model. The
HS algorithm is employed to optimize the set of input features
and SVM parameters. Therefore, the proposed HS-SVM-PSS
can be trained by the optimal set of features and optimal SVM
parameters. Simulation results performed in the IEE] Western
Japan ten-machine power system show that the damping effect
of the HS-SVM-PSS is superior to the CPSS and CVM-PSS
under various load flow conditions against different distur-
bances.
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