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Abstract: Multi-slot information extraction, also knowa tame extraction, is a task that iden-
tify several related entities simultaneously. Most reskees on this task are concerned
with applying IE patterns (rules) to extract related eesitirom unstructured docu-
ments. An important obstacle for the success in this taskkmewing where text
portions containing interested information are. This peobis more complicated
when involving languages with sentence boundary ambigeity the Thai language.
Applying IE rules to all reasonable text portions can degrémt effect of this obsta-
cle, but it raises another problem that is incorrect (unednéxtractions. This project
aims to present a method for removing these incorrect exdrec In the method, ex-
tractions are represented as intuitionistic fuzzy setd,aasimilarity measure for IFSs
Is used to calculate distance between IFS of an unclassKteatéion and that of each
already-classified extraction. The concepkafearest neighbor is adopted to design
whether the unclassified extraction is correct of not. Frbendxperiment on various
domains, the proposed technique improves extraction gioeciwhile satisfactorily
preserving recall.
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Chapter 1

Executive summary

1.1 Motivation

Standard knowledge representation languages for the Senvdeb, such as RDF [46] and
OWL [75], have been recently developed and are now in pladeey have been evolved
from traditional markup languages in order to representibaning of data, i.emetadata
in a machine-understandable form. With the emergence d&f Bunguageskeyword-based
information retrievaln the Syntactic Web era is being replaced with a more powsefarch,
namelysemantics-based information retrieval

To illustrate, suppose that one wants to retrieve Web pagssecning “a chemical reaction
that produces carbon dioxide from ethanol.” Using a keywuaded query, the user’s infor-
mation need is represented as a set of keywords, such astodidxide” and “ethanol”, and
web pages are recognized as relevant if they contain suciifispekeywords. Accordingly,
a Web page containing the text portion

“During combustion ethanol reacts with oxygen and produeeisan dioxidé (1.1)
and that containing the text portion

“A standard biochemical pathway is followed, from which yeagest glucose
and release ethanol and carbon dioxide (1.2)

are both retrieved. The second one is, however, not in thgerah user interest, since it
refers to ethanol as a product, rather than a reactant. Biyastnbased on Description
Logic (DL), which is a logical formalism underlying OWL, thebove query is represented
by the concept expression

Q: ReactionMdHASPDT.CarbonDioxide " dHASRCT.Ethanol,

and Statements (1.1) and (1.2) are partially represergsgectively, by the concept expres-
sions

C1l: ReactionMMdHASRCT.Ethanol "M dHASRCT.Oxygen M dHASPDT.CarbonDioxide,

C2: ReactiondHASRCT.GlucoseM3dHASPDT.Ethanol "M 3dHASPDT.CarbonDioxide.



REACTANT: ethanol REACTANT: glucose
REACTANT: oxygen PrRoDUCT: ethanol
PrRoDUCT: carbon dioxide PrRODUCT: carbon dioxide

() (b)

Figure 1.1 Examples of multi-slot frames.

UsingC1 as metadata describing the first Web page @ads that describing the second
one, subsumption checking in DL can then be employed as amuretrieval mechanism.
SinceQ subsumeg€1, but notC2, only the first Web page is retrieved.

Moreover, domain experts can make use of such Semantic \Wghdges to represent their
background knowledge, enabling deduction of implicit imf@tion that can be useful for

semantics-based retrieval. Suppose, for example, thavants to find Web pages concern-
ing “a chemical reaction that produces carbon dioxide fromalaohol.” A semantics-based
search engine would retrieve a Web page containing Statefhdr), although it does not

contains the term “alcohol” explicitly, provided that th&sartion “ethanol is an alcohol” can
be derived from the background knowledge.

To realize the above vision of information retrieval, a calicjuestion still remains: how
will document metadata be automatically or semi-autora#ljicreated? It is anticipated
thatinformation extraction (IE}echnologies will contribute significantly to realizatiof
metadata creation. IE is a process of identifying and etitrgalesired pieces of informa-
tion. Based on output representation (target structulee;dmeworks are divided into two
categoriessingle-slot extractiomndmulti-slot extraction The former category focuses on
extracting individual pieces of information of a certairesjied type, while the latter one
on extracting related pieces of information and connedtiegn in a form of multiple-field
relational records.

From the text portions in Statements (1.1) and (1.2), fomgda, the frames describing
chemical reactions in Fig. 1.1 can be extracted using |IEnigcies. From these frames, the
concept expressiofiEl andC2 above can be directly constructed. In order to relate aést
with products patrticipating in the same chemical reactioalti-slot extraction appears to
be more suitable than single-slot extraction, in particwlaen input text contains more than
one target chemical reaction descriptfon.

A well-known supervised rule learning algorithm, called V8K [85], is wildly used for

multi-slot extraction from structured to free text. Thea@ithm uses a covering learning
algorithm to generate regular expression patterns. How®agtern-based IE rules do not
have ability to automatically segment input documents s tthey can be applied only to

When a textual document contains multiple chemical readfiescriptions, single-slot IE extracts indi-
vidual reactants and individual products separately,authelating reactants and products involving the same
reaction.



relevant text portions. When applied to free text, a rulesisally applied to each individual
sentence one by one. Identifying the boundary of a Thai sestes, however, problematic.
In Thai, there is no explicit end-sentence punctuation.[18]

1.2 Problem Statement

In this project, we aim to introduce methods to calculatel@snt score when a typical IE
rule is applicable to a text portion. The extractions withv Iscores will be eliminated. In
these calculating methods, similarity or distance measbetween sentences play an im-
portant role. Although there are several algorithms foedaining a degree of similarity in
textual level and a sentence can be considered as a (shouneat, it is difficult to adopt
those algorithms for our problem, i.e., sentential levdie Thain reason is that such algo-
rithms for the textual level are designed to deal with longudnents rather than short ones.
Hence, a representation form for capturing hidden senmwficcentences and similarity
measures on the representation form are the main challdrige eesearch.

Recently, intuitionistic fuzzy set (IFS) [3] has been mugplered in both theory and appli-
cation. Differing from representation of a fuzzy set (FS){l, an IFS considers both the
membership and non-membership of elements belonging dratonging to such a set. IFS
is therefore more flexible to handle the uncertainty thanW&asuring similarity and dis-
tance between IFSs is one of most research areas to whichnesegrchers have paid their
focus. Many IFS-based frameworks for solving various peois yield satisfactory results.
For example, [Khatibi and G. 2009] conducted experimentbdaterial classification using
three similarity measures: one for fuzzy sets, and two f&@slFThe results evidenced that
the both measures for IFSs outperformed the other one fayfsets. In [39], as another
example, an IFS-based classification framework was prapaseé the framework accuracy
outperformed some traditional classification methods. gy duccess of research in IFS,
especially in similarity measurement, it is anticipatedttt+S technologies will contribute
to this project.

1.3 Results

An IFS-based filtering technique is proposed for removalhofst false extractions. The
experimental results on documents related with variousaiesnsuch as medical, news,
and chemical, show that the technique improves extractiecigion while satisfactorily

preserving recall. When comparing to other classificatiamdehs, our proposed filtering
method produce relatively better results.



Chapter 2

Background

In general, IE is aimed at extracting relevant informatiamf a huge amount of data, which
could be textual documents, images, or even signals. Irdibsertation, |IE refers to infor-
mation extraction from text. Diverse types of input and otigre considered in IE systems.
They are characterized in Section 2.1. Section 2.2 descphzcesses usually involved in
a generic framework for event extraction from unstructuesd. Section 2.3 characterizes
the Thai language and reviews current works concerningaldanguage processing (NLP)
and information extraction in Thai.

Intuitionistic fuzzy sets and their similarity measureatthre used in the proposed frame
work (Chapter 3) are explained in Section 2.4.

2.1 Input and Output Types for Information Extraction

Input documents for an IE system can be classified into twbderres, i.e., structured
text and unstructured text (or free text). Structured dasuis consist of information en-
tries that are organized in a rigid format, such as biblipgres, telephone dictionaries, and
automatically-created Web pages. Unstructured-text mhecuis are written in natural lan-
guages, such as news stories and scientific reports. Fign2.Fig. 2.2 provide examples
of structured text and unstructured text, respectively.

There are various forms of IE output, depending upon taigeasks. As proposed by two
primary programs, i.e., Message Understanding Confer@oe€)! and Automatic Content
Extraction (ACE), IE tasks can be decomposed into sevetatasks. MUC-6 [29], for
example, separates an IE task into name entity recogndaeference resolution, template
element recognition, relation extraction task, and séertamplate task.

IMUCSs were initiated and funded by DARPA (Defense Advancesdaech Projects Agency) to encourage
the development of new and better methods of informatioraetibn. Running from 1987 through 1997,
these competition-based conferences provided challdogHsresearchers in different domains such as naval
operations messages (MUCK-I and MUCK-II), terrorism (M3@nd MUC-4), and business (MUC-5, MUC-
6, and MUC-7), and also in different output formats.
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Figure 2.1 An example of structured text.

The ACE program, a follow-up to the MUC program, aiming to eleyp core technologies
for extracting information from multimedia sources in dint languages [22], classifies IE
subtasks as follows:

e Entity detection and tracking (EDT) is aimed to identify all mentions of entities,
whether a name or a pronoun, and to group them based on obgewatisich they
refer. For instance, given a sentenddéicola Hanania, a researcher at the asthma
clinical research center at Baylor College of Medicine, sag is very interested in
the technology,it is expected that an EDT system identifies the mentibé’ ‘with
the mention Nicola Hanania.” The current EDT task in the ACE program identifies
seven types of entities, i.e., Person, Organization, limeafFacility, Weapon, Vehicle,
and Geo-Political Entity. Each type is moreover dividea iatibtypes, for instance,
Organization subtypes are Government, Commercial, Egtunadf Non-profit, etc.

¢ Relation detection and characterization (RDC)involves predicting whether a re-
lation exists between a pair of entities and assigning toé of predefined types.
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McCann has initiated a new so-called global collaborative system, com-
posed of world-wide account directors paired with creative partners. In
addition, Peter Kim was hired from WPP Group’s J. Walter Thompson
last September as vice chairman, chief strategy officer, world-wide.

Figure 2.2 An example of unstructured text.

TypPE: Create
OBJECT. The Eiffel Tower
TimME: 1889
PLACE: Paris

Figure 2.3 An example of an event template.

There are five general types of relations, i.e., Role, Att,dear, and Social. Each
type is also divided into more specific subtypes; for instai@ocial subtypes include
Parent, Sibling, Spouse, etc. If th@CATEDAT relation is of interest, for example,
then the information to be extracted from the senteritstdblished on April 1, 1976
at California, Apple Inc. is an American multinational camation that designs and
markets consumer electronics, computer software, andopatsomputersis L o-
CATEDAT(Apple Inc., California).

e Event detection and characterization (EDC)discovers and characterizes types of
events in which EDT entities participate. General eveng$yipclude Destroy, Create,
Transfer, Move, and Interact. Fig. 2.3 exemplifies an outpatplate of the Create
type generated from the sentende 1889, the Eiffel Tower was built as the centre-
piece of a giant fair in Pari$. The template consists of four slots, namelyYAE,”
“OBJECT,” “TIME,” and “PLACE,” and their slot fillers are “Create,”The Eiffel
Tower; “ 1889; and “Paris,’ respectively.

e Temporal expression recognition and normalization (TERN)detects temporal ex-
pressions in text and normalizes them into ISO formats. sk is straightforward
when absolute temporal expressions (€gfober 22, 198)lare found. However,
temporal expressions appearing in a natural language megdues; they include in-
dexical expressions (e.gyesterdaynext weekMonday and relative expressions (e.g.,
three minutes after the President arrivingApart from detection and normalization,
TERN systems should have ability to associate absolute imgamwith those vague
expressions.

This dissertation focuses mainly on EDC, which will be dethin the next section.
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Figure 2.4 An overview of a basic event-extraction framewor

2.2 A Basic Architecture for Event Extraction

In this section, common components used in most event éxinasystems based on learning
approaches are explained. A general architecture of swstérag in shown in Fig. 2.4, where
a rectangular box represents a process, a cylindrical stegpesents an external resource,
a box with rounded corners represents an extraction modelaa arrow specifies process
order or an artifact used or produced by a process. Likeabdénframeworks for other pur-
poses, event-extraction systems consist two phasesnanggghase and a test phase. Dur-
ing the former phase, training documents are firstly preggsed by several useful linguistic
components, such as tokenization, part-of-speech taggimysyntactic analysis. Learning
methods are then selected and applied in order to conskinatéon models. During the lat-
ter phase, after preprocessing test documents, the eatranbdels are then deployed and,
In some case, postprocessing modules are used for extraefinoement. Some processes
in the architecture are supported by external knowledgecesufor example, dictionaries,
and domain-specific ontologies. Basic components of thatature are further discussed
below.

2.2.1 Preprocessing

Several types of preprocessing are usually applied anebpppte preprocessing techniques
are chosen depending on text analysis algorithms that tmedad to be used. Preprocessing
components typically extract or label additional inforroatabout words or text to reveal
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syntactic and semantic information. They include:

e Sentence segmentatioms aimed at dividing a word stream into grammatical sen-
tences. This preprocessing task plays an important rolgsiess that only consider
relations among entities within the same sentence, e.91; P8]. For many European
languages, some punctuation marks, particularly the fop sharacter, explicitly in-
dicate sentence boundaries. Nevertheless, due to the sselfpunctuation marks
for other purposes (e.g., abbreviation, decimal represient), it is often not trivial to
make sentence segmentation. Techniques for sentencedgutisambiguation usu-
ally use syntactic and semantic information of tokens adoaipunctuation mark as
features for predicting whether the mark indicates a seetboundary [43; 73; 81].

e Tokenization is a process that breaks a textual document into small uefisreting
on information levels of interest, such as characters amdsvdn most text process-
ing systems, documents are broken into word tokens, sincerd & a fundamental
unit that carries meaning [96; 15] and, moreover, sevetalrablanguage processing
algorithms work at the level of word tokens. For languagestich words are con-
secutively written without delimiters, such as Chines@ad@se, Korean, and Thai,
word tokenization (or word segmentation) is a nontriviakta Word segmentation
methods are categorized into dictionary-based methods [1I2], machine-learning-
based methods [74; 32; 103; 94; 27], and hybrid methods [G:792; 67].

When using dictionaries, only words appearing in the dicrees are identified and,
consequently, resulting performance depends greatly tipoguality of dictionaries
in use. If the coverage of the dictionaries are not suffityehigh, a great number
of out-of-vocabulary (OOV) words may be obtained, leadmiptv segmentation ac-
curacy [95]. In a machine-learning-based approach, a aéxtocument is first de-
composed into smaller units such as characters, sylladohels)-grams, and a learned
model is then applied to predict whether two contiguoussureiong to the same word.
A hybrid approach attempts to get the best of the two prevomes. For instance, [96]
proposed a dictionary-based statistical system for Myarwaad segmentation. The
system begins with separating documents into syllablesguénguistic rules. For
each text portion divided by punctuation marks and spadigspssible combinations
of merged words are then generated by dictionary-basechingtcThe combination
containing the minimum number of words is taken as the weghsentation result
of the portion. When there are two or more combinations d¢oimtg the same mini-
mum number of words, one of them is selected based on scatigedlasing mutual
information.

e Part-of-speech (POS) taggings a task of assigning an appropriate POS tag to each
word based on the context in which it appears. In order togedwman effort, many

8



researchers develop both semi-automatic and automatictRg@rs using corpus-
based machine-learning approaches. When a POS taggenexdtend evaluated on
the same domain, high satisfactory accuracy can be obtf36¢d

However, POS-tagging accuracy normally significantly dases when training and
test domains are different. An evidence can be seen in [16grevthree Hidden
Markov Model (HMM) taggers were learnt from different soes¢ consisting of a
general English corpus, i.e., Penn Treebank-2 [55], andrhedical corpara, i.e.,
GENIA and MED. It was shown that, when evaluated on each mnaédarpus, the
accuracy of the tagger trained on Penn Treebank-2 was stiiladitalower than that
of the tagger generated from part of the evaluated corpa.itSimilar empirical
evidences were also reported in [8; 47; 60].

Syntactic parsing from a linguistic point of view, is a method for analyzing ens
tence to determine its grammatical structure [2]. Parsamglee classified by several
criteria such as syntactic representation and complexity.

Syntactic parsing can be characterized based on the fort@sgdt output into two
types: constituency and dependency. In the first type, @seatis decomposed into
constituents or phrases, and a phrase structure tree eapirgsrelationships between
words and phrases is created. By contrast, in the second ttypeoal of parsing
a sentence is to create a dependency graph consisting céllexades linked by bi-
nary relations called dependencies. More comparativaiggson between these two
approaches can be found in [82]. Based on parsing complgatging can be di-
vided into two types: full parsing and shallow parsing. Fpdlsing aims to provide
a thorough sentence structure, while shallow parsing (ankimg) aims to identify
sentence constituents (e.g., noun groups, verb group},wetihout specifying their
internal structure.

For IE tasks, syntactic parsing often provides useful festdor classifier learning
and consequently improves the extraction performanceq2578; 65; 66; 63]. Many
experiments have been conducted to compare accuracy ofstEnsy with different
types of parsing. Such experiments are, for instance, [91438; 78; 63]. However,
what type of parsing is most appropriate for IE is still a conérsial issue.

Name entity recognition (NER) seeks to detect and classify atomic elements in tex-
tual documents into predefined classes such as the persa@snarganizations, lo-
cations, quantities, monetary values, percentages, etqofted out in [89], NER
and single-slot extraction look similar at first glance. Hwer, as clarified in [50],
although single-slot extraction may use the results of NiERsually makes use of
further contextual information to distinguish, for exampthe speaker of a seminar
from other people mentioned in a seminar announcement.

There are two main approaches to construct NER systemshaedcrafted-rule ap-
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proach and statistical learning approach. The former ambranormally requires
knowledge engineers to build grammatical and semanticsruléhis approach usu-
ally consumes a lot of manual work to establish well-perfioigrules through sev-
eral steps such as rule construction, rule refinement, dedsalection, etc. On the
other hand, the latter one requires a large corpus to (samdnatically generate NER
rules. When a sufficiently large corpus is not available hthedcrafted-rule approach
is often employed, e.g., [24; 38; 80].

Results from many experiments investigating the impactifbérént features on ex-
tracting information, such as [100; 30; 11], show that saimdratures, e.g., named
entities, hypernyms, and WordNet synsets, satisfactonfprove the extraction accu-
racy. Named entity annotation is usually included as a pegssing step in most IE
systems, especially in domain-specific applications.

2.2.2 Event Extraction

There are two basic approaches to event extraction: ssigteextraction and multi-slot
extraction.

Single-Slot Extraction

Single-slot extraction assumes that each informatioryerantains at most one event of in-
terest and extracts fillers for different slots in an evearfe independently. The assumption
guarantees that, for each information entry, if individslaks are correctly extracted, then
an answer template constructed by combining them alsocttygescribes a target event.

As an example, [26] defines an event template, which considtsur slots, i.e.,speaker
start-time end-time andlocation in order to store information extracted from a set of sem-
inar announcements. A rule set for each template slot israggha learnt from a training
corpus and then applied to a test corpus. A comprehensiv@nv@f single-slot extraction
and empirical comparisons can be found in several artislesh as [12; 50; 69; 83].

Multi-Slot Extraction

Multi-slot extraction is aimed not only at identifying sififers but also at connecting slot
fillers taking part in the same event. It is applicable eveenviin information entry contains
several target events. Two extraction strategies are cartynsed for multi-slot extraction:
() binary relation extraction with relation merging, anij {lirect multi-slot extraction.

In the first strategy, event frames are typically constridig extracting pairs of related
slot fillers, i.e.,binary relations and then merging those patrticipating in the same event

10



into a more complete frame. Machine-learning paradignes, supervised learning, semi-
supervised learning, and unsupervised learning, can béogetpfor binary relation ex-
traction. Binary relation extraction based on supervisaaring can be categorized into a
pattern-based approach, a feature-based approach, amdedl@sed approach. Table 2.1
briefly describes key characteristics along with exam@mfworks of each binary relation
extraction approach.

For merging extracted relations participating in the saweng various techniques ranging
from simple methods to complex methods are proposed. Avebatsimple method can be
found in [14; 58], where a set of extracted binary relatiagsepresented as an undirected
graph, with slot fillers being vertices and their relatioresnlg edges, and each maximal
clique in the graph is transformed into an event template.aAslternative to a simple
method, statistics-based approaches are employed in §56where classification models
are constructed to predict whether two extracted relatiefes to the same event.

Direct multi-slot extraction attempts to extract all sldtefis of an event simultaneously.
For example, from the sentenc&ohn and Jane are CEOs at Inc. Corp. and Biz. Corp. re-
spectively, two frames representing ternary relatiod®lin, CEO, Inc. Corp. and (Jane,
CEO, Biz. Corp. should be produced. Classification-based methods ane o$ted for di-
rect multi-slot extraction. In [58], for example, all pdsl candidates are generated from
the above example statement; they alehfi, CEO, Inc. Corp, (John, CEO, Biz. Corp.
(Jane, CEO, Inc. Corp, (Jane, CEO, Biz. Corp, (John, CEO,L), (Jane, CEO,L), (John,

L, Inc. Corp), (John, L, Biz. Corp), (Jane, L, Inc. Corp), (Jane, L, Biz. Corp), (L, CEO,
Inc. Corp), and (L, CEO, Biz. Corp, where_L denotes a missing argument. A classification
model is then applied to predict whether each of them is @&tagent. Using this approach,
however, a huge amount of candidates are often generatatiswden difficult to manage
incomplete but correct instances, e.g., missing-slotetitns such asléne, CEO,L), in a
classifier learning process.

11



A

Table 2.1 Characteristics of binary relation extractioprapches.

Approach

Key characteristics

Example frameworks

Pattern-based

Based on assumption that pairs of termsghannilar linguistic contexts are con-
nected by similar semantic relations, patterns for capturelation are mainly con-
structed in terms of syntactic and semantic constraintdtefa are normally ex-
pressed in forms of regular expressions over triggeringleand POS tags.

[5;17; 33]

Feature-based

Each instance is represented as a feattoe ivezn n-dimensional space, where
is the number of features used to represent instances. Ailgaalgorithm is used
to induce a classifier from feature vectors representingitrg instances. Feature
selection plays an important role in order to reduce comiyl@f learning in a high
dimensional space.

[9; 23]

Kernel-based

A kernel function, a symmetric and positiemisiefinite function, is used for estimat-
ing instance similarity. A test instance that is similarr@ining instances in a certain
classC with respect to the kernel function in use is labeled v@th

[79; 108; 111]

Semi-supervised

This paradigm is usually used for learaimgassifier when a small amount of la-
beled data is available in a training corpus. Popular tephes for combining labeled
and unlabeled data for training a classifier are, for exapgmetstrapping and label
propagation.

[7; 13; 51; 110]

Unsupervised

Most unsupervised systems are based on oo-@tce analysis by assuming that two
entities are related if they frequently appear togetheméstame document. Unsuper-
vised relation extraction systems usually aim at detedtiiegexistence of a relation,
rather than determining its type.

[1;10; 21; 76; 52; 97; 99; 104]




Another widely used method for multi-slot extractiorpattern-based matchindextraction
patterns are often represented in terms of regular expressir rules. Manual creation of
extraction patterns is an expensive task. Several reseéfarts focus on automatically (or
at least semi-automatically) creating extraction rulegjdvsystems for learning multi-slot
extraction patterns are WI [49], CRYSTAL [84], LIEP [37], &kVHISK [85]. Table 2.2
characterizes those pattern-based learning systemsms tdrtheir input text styles.

Table 2.2 Characteristics of some systems for learningifslgt extraction patterns.

Text style
System
Structure Unstructure
WI v -
CRYSTAL v v
LIEP v v
WHISK v v

2.2.3 Post-Processing

Extracted results of IE systems often contain some incbexdcactions, i.e., false positives,
leading to low extraction accuracy, especially, precisido increase the precision, a post-
processing phase, normally concerning with filtering tHase positives, is implemented in
several IE systems. Existing filtering techniques are basesyntactic information, domain-
specific knowledge, and statistical learning.

An example of syntax-based filtering can be found in [57], iehgenetic (gene-gene) re-
lations and etiologic (gene-disease) relations are ebetlagsing an NLP-based IE system,
namely SemGen. After applying their IE system to a corpus etilhe citations on dia-
betes, a distance-based filtering procedure is employeshtove extracted relations that are
likely to be incorrect. A relation is filtered out if the nuntbaf tokens in the text portion
enclosed by the slot fillers of the relation is greater tharea@fined threshold.

For filtering driven by domain-specific knowledge, filter darons, e.g., keywords and

rules, are created by domain experts. As an example, [7Hogsexd an NLP-based sys-
tem for extracting chemical-enzyme interactions from cicatabstracts, and applied a set
of hand-crafted rules for filtering extracted relations.

From a statistical-learning viewpoint, a filtering task d@reduced to a binary classifica-
tion problem. A classification can be constructed to prediotther extractions are correct.
In [45], biological events, each of which consists of thresss i.e., one interaction type,
one effecter, and one reactant, were extracted from unstacttexts using a pattern-based
strategy. In order to determine whether an extracted egecrirect, a maximum entropy

2WHISK is a successor of CRYSTAL.
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classifier is employed to assign a class to each of its sletdfll using features such as
POS tags, semantic annotations of neighboring words, astdriie between consecutive
slot fillers. When the class assigned to a slot filler is incgirat with its extracted type, a
frame containing the slot filler is discarded.

2.2.4 External Knowledge

There are various external knowledge sources ranging fremergl purpose resources ap-
plicable in many domains to narrow-scope resources relymg particular domain. One of
the most famous unrestricted domain resources is an Ergkgtal database called Word-
Net [61]. WordNet groups English words into sets of synonyraied synsets, and connects
syssets using various semantic relations, e.g., AntoniAyngonymy, and Meronymy. [87]
proposed a framework for learning |IE patterns using infaiomeof a synset taxonomy (e.g.,
path lengths between synsets, depths of synsets, etc.)asumn@esemantic similarity of pat-
terns. From a set of all possible IE patterns, their fram&begins with manually selecting
a few patterns that are highly relevant to an applicationalarand adding them to a group
of accepted patterns. A remaining pattern is chosen as &/ ramekpted pattern when it is
semantically similar to existing accepted patterns.

Among knowledge resources that are applicable to IE syst@syecial attention is recently
paid to the role of ontologies. An ontology is the specificatf the key concepts in a given
domain and the relations that exist among these conceptise simplest case, an ontology
can be represented as a concept hierarchy, i.e., isfdyrelation is decribed. For more

complex ontologies, other relations are defined and dorsaémific axioms are formulated.

Ontologies can be adopted in several components of IE sgstrmh as annotation, pattern
generalization, and slot-attribute specification.

2.3 Thai Information Extraction

2.3.1 Thai Writing System

In the Thai writing system, words are consecutively writtgthout delimiters. Spaces are
only occasionally presented between phrases or wordsns#mntences—there is no stan-
dard rule of how to use spaces in the Thai language. The grawintiae Thai language is
considerably simpler than the grammar of most Western lages, and for many foreigners
learning Thai, this simplicity compensates for the adddilodifficulty of learning a variety
of voice tones. It is a “Subject + Verb + Object” language with definite or indefinite
article, no verb conjugation, no noun declension, and neatlgronouns. Words are not

3candidate classes considered in [45] are interaction Bffester, and reactant.
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modified or conjugated for tense, number, gender, or subgrttagreement. Tenses, levels
of politeness, and verb-to-noun conversion are accongaishe simple addition of vari-
ous modifying words (called “particles”) to the basic suibjeerb-object format. Table 2.3
compares Thai to English.

Table 2.3 Comparing Thai to English.
Features English  Thai

Word boundary indicated by spaces Yes No
An explicit mark (e.g. a full stop) at

the end of a sentence Yes No
Capitalized letters Yes No
Writing left to right Yes Yes
Conjugation of verbs Yes No
Subject-verb agreement Yes No
Use of articles (definite/indefinite) Yes No
Pronominal form of social position No Yes
Noun classifier No Yes

2.3.2 Thai Natural Language Processing

The section presents a review of researches on Thai languagessing.

e Word segmentation:

The Thai language belongs to the class of non-segmentinmémes. Since 1986,
many researchers have been attempting to develop wordesggtion systems for
Thai. Their proposed techniques can be categorized intomdary-based methods,
machine-learning-based methods, and hybrid methods.

In [34], eight word-segmentation methods, four of which based on dictionaries
and the other on machine learning, were evaluated on the MRCétpus [86]. The
four dictionary-based methods were distinguished by niagcétrategie$and dictio-
naries in use, i.e., longest matching with a general dietipriongest matching with
a general dictionary augmented with domain-specific wardsgimal matching with
a general dictionary, and maximal matching with a generdiahary and domain-
specific words. They yielded the F-measure values of 87.88% 5%, 87.86%, and
91.98%, respectively. For the machine-learning approtatlr, well-known classi-
fiers, i.e., Naive Bayes, Decision Tree, Support Vectortae, and Conditional Ran-
dom Field, are evaluated and the F-measure values of 64.8D%)%, 90.74%, and
95.38%, respectively, were reported.

4Two matching strategies used in [34] are longest matchirdyraaximal matching. The first strategy
attempts to find the longest possible segmentation, whideséitond one attempts to maximize the number of
segmentations that match known words given in a predefiraidary.
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In [4], six word-segmentation methods are evaluated orgfp@ documents: a dictionary-
based methods; three machine-learning-based methodg,3tsitate and 6-state Hid-
den Markov Models (HMMs), and a decision tree; and two hyloniethods, i.e., a
3-state HMM augmented with a dictionary and a decision taeel, a 6-state HMM
with a dictionary and a decision tree. The F-measures of725,59.37%, 39.18%,
42.15%, 50.59%, and 64.59%, respectively, were reported.

Although the results of several word-segmentation metisbdsv satisfactory perfor-
mance, different methods may not be compared directly dnemeunifying test sets
and different evaluation methodologies in use. BenchmarkEhhancing the Stan-
dard of Thai language processing (BEST)—a series of cant@stThai language
processing—was settled in 2009. The scope of this seriesre®everal important
NLP modules, such as Thai word segmentation, Thai namety-eetognition, com-
pound word and phrase recognition, clause and sentences&gjion, Tree-bank con-
struction, and text summarization. However, its currecufis word segmentation.
In BEST-2010, many participants achieved the F-measurearé than 90%, while
the winner yielded 94.24%.

Currently available tools for Thai word segmentation ineCUWS[72], CTTEXS,
SWATH[59], and ThaiWordSe§.

e POS-tagging:

Like POS tagging in many other languages, Thai POS taggerssamlly trained using
supervised machine-learning algorithms, e.g., [68], awbalingly their tagging ac-
curacy depends on the quality of training POS corpora. @tlgreonly one Thai POS
corpus, i.e., ORCHID, is publicly available. ORCHID is aately small corpus
compared with POS corpora such as the Brown corpus and PanesehTreebank.
The source documents in ORCHID are technical papers in theepdings of the Na-
tional Electronics and Computer Technology Center (NEC)&@ual conferences.

As a preliminary study, we conducted an experiment compgdha performance of a
POS tagger learned from ORCHID when tested on ORCHID itselfvehen tested on
a collection of thesis abstracts in the chemistry domain.oAditional random field
(CRF) model constructed using the CRF++ todlkitas employed in the experiment.
When applied to documents in ORCHID, tagging accuracy obtitained model was
approximately 91%. When applied to those in the chemistmalo, the accuracy
dropped to 68%. A similar evidence was shown in [88], wheeeaterage POS tag-
ging accuracy of 60% was reported when a trigram POS taggodgiearned from

SAvailable at http://oracle.cp.eng.chula.ac.th/me/cuws
6Available at http://www.mm.co.th/pub/firefox-thai.
’Available at http://www.cs.cmu.edu/ paisarn/softwatilh
8Available at http://thaiwordseg.sourceforge.net.
9Available at http://crfpp.sourceforge.net.
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ORCHID was tested in the Thai import and export domain. In],[88order to use
POS information for Thai IE, POS tagging results producethbyearned model were
manually corrected.

Domain adaptation methods have been applied to text progassseveral languages
when a training set and a test set are obtained from diffef@miains (or from differ-
ent probability distributions) [19; 6; 48]. For examplet tenglish POS tagging, [48],
proposed a domain adaptation framework using prior knogéedvolving POS tags
analyzed from both a training domain and a test domain, a.gusiness and finan-
cial domain and a biomedical domain. However, applicatibdamain adaptation to
construction of Thai POS taggers has not been reported iitéhature.

e Other linguistic analysis:

Other NLP components, such as parsing and sentence segiomarmally require
POS information. Only a few works have been reported on deguiktic analy-
sis. [98] proposed a machine-learning-based parser faerdigmcy parsing. Given
an input sentence, their parser first estimates the pratyafoit a term to be the root
node of a parse tree. An SVM model is then used to derive depeydrelations,
and a beam search algorithm is employed to find the best dependtructure. For
sentence-boundary detection, [62] used a part-of-speigehrh model to locate sen-
tence boundaries by classifying white spaces appearingosragraph into 2 types:
sentence-break spaces and non-sentence-break spacemodékewas trained and
evaluated on subsets of the ORCHID corpus and around 80% Oetection and 9%
false-break rates were achieved.

2.3.3 Information Extraction System for Thai Text

[88] proposed strategies for Thai-text IE using corpusedasyntactic surface analysis based
on predefined context-free grammar rules. The extractienigion of their developed sys-
tem is still relatively low. As pointed out in [88] itself, @main cause of errors comes from
the ambiguity of the sentence structure, due to which a p&seable to determine sen-
tence boundaries, resulting in parse-tree constructibméain particular, when constituents
such as subject or verb do not appear in a sentence as expethedyrammar rules. Only
hand-crafted triggering-term patterns were considere@8f extraction-pattern learning
was not discussed.

[70] introduced a method for automated IE in a housing adsartent corpus by using rule-
based syllable segmentation for text preprocessing anlyiaggHidden Markov Models,
with the Viterbi algorithm, to extract individual target lfis independently. Target fields
along with their prefixes and suffixes are tagged in the leYedytiables, which are far
less meaningful than words and semantic classes. Moremvivjdual-field extraction,
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Table 2.4 Some similarity measures between IFSs.
Author Expression

Dengfeng[20] SML(A,B) =1~ 5= {/ 311 [9a(i) — 9(i)[P
wheredy(i) = (M%) +1—vk(X))/2,k={A,B},andp=1,2,3,...

Mitchell[H. 2003] SM2(A,B) = 3 (pu(A,B) +p+ (A, B))
wherepy(A, B) = Sf(Ha(x), Hs(%)) and
Pt (A,B) = S(1-va(x),1—Vg(X))

Ye[106] SM3(A,B) % Zh Ma(X)MB (%) +Va(Xi)Ve(X)

=1 I (0)-+HV2 (%) /1B (%) VB (%)

such as that in [70], has a serious limitation for a significammber of applications, in
particular, when an information entry contains fillers ofrmehan frame, e.g., it cannot
relate a particular person with his address when an infoomantry contains several person
names and addresses.

2.4 Intuitionistic fuzzy sets and their similarity measures

In this section, some basic concepts for IFSs and theiraiityilmeasures are presented. For
the convenience of explanation, the following notatiorsieed hereinafteX = {x1, X2, ..., Xn}
is a discrete universe of discourse diB(X) is the class of all IFSs oK. Atanassov [3]
defined an intuitionistic fuzzy sétin IFS(X) as follows:

A= {(x Ba(X).Va(0) x € X} (2.2)

which is characterized by a membership functigqix) and a non-membership function
va(X). The two functions are defined as:

Ha: X — [0,1], (2.2)
va: X —[0,1], (2.3)

such that
0 < pa(X)+va(x) <1,vxe X. (2.4)

In the IFS theory, the hesitancy degreexdifelonging to A is also defined by:
TA(X) = 1~ Ha(X) — VA(X). (2.5)
This degree expresses uncertainty wheitiselongs toA or not.

A similarity measureSfor IFS(X) is a real functiorS: IFS(X) x IFS(X) — [0, 1], which
satisfies the following properties:
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P1: 0< SAB) <1,

P2: S(A,B) = S(B,A),VA,B e IFS(X),

P3: A B)=1iff A=B,

P4: IfACBCC, thenS(A,C) < S(A,B) and
S(A,C) < §B,C), for all A,B, andC € IFS(X).

Let A= {{X,Ha(Xi),Va(X)) X € X} andB = {(x;, Ms(Xi),VB(X))|X € X} be inIFS(X), Ta-
ble 2.4 highlights some similarity measures between IFSE. &d SM2 are distance-based
measures, while SM3 is cosine-based measures.
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Chapter 3

Framework

3.1 Information Extraction from Thai Texts

This section briefly explains the idea of domain-specifioinfation extraction for Thai
unstructured texts using extraction rules.

3.1.1 Preprocessing

By detecting paragraph breaks, a text document is decordpotgeparagraphs, referred to
asinformation entriesthen word segmentation is applied to all information estas part of

a preprocessing step. A domain-specific ontology, alonj wiexicon for concepts in the
ontology, is then employed to partially annotate word-segted phrases with tags denoting
the semantic classes of occurring words with respect toetkiedn.

In the medical domain, as an example, suppose we focus orypes bf symptom descrip-
tions: one is concerned with abnormal characteristics ofesobservable entities and the
other with human-body locations at which primitive sympsappear. Fig. 3.1 illustrates a
portion of word-segmented and partially annotated infdromeentry describing acute bron-
chitis, obtained from the text-preprocessing phase, wherelicates a word boundary,”’
signifies a space, and the tags “sec,” “col,” “sym,” “org,"datptime” denote the seman-
tic classes “Secretion,” “Color,” “Symptom,” “Organ,” arfdlime period,” respectively, in
our medical-symptom domain ontology. The portion cont#inse target symptom phrases,
which are underlined in the figure. Fig. 3.2 provides a lit€nreglish translation of this text
portion; the translations of the three target phrases aewiderlined. Fig. 3.3 shows the
frame required to be extracted from the second underlinetpgym phrase in Fig. 3.1. It
contains three slots, i.e.y8, Loc, and FER, which stand for “symptom,” “location,” and
“period,” respectively.
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T [Ta 7 [wu[too [wsnn |l livTa) ~ | §ihe |drulua |5 g [seciaumng][dlu] [col il ~ |

ii|[symomaiul|it[uvas | [org wihan] g [iluj v |[um |~ | [ptime 6-12 Fu]|~[#]symamsla]au)|

\ia|[symermsiiu]|ii|[org melasal g |~ |[ptime3-4 Tu]|~|diho|ena|f|qaam|ilujufeus]. ..

Figure 3.1 A portion of a partially annotated word-segmemmtéormation entry

Itis a disease that often begins after flu. A patient may lieokgreer [secmucu$, and may

have a[sym pain] in his [org ches}, which lastdptime 6-12 day$ and a[sym cougH that leads to a

[sympain] in his[org lower rib cagé lasting[ptime 3-4 day$. A patient may have regular health.

Figure 3.2 A literal English translation of the partiallyrestated Thai text in Fig. 3.1

3.1.2 IE Rules and Rule Application

A well-known supervised rule learning algorithm, called V8K [85], is used as the core
algorithm for constructing extraction rules. Figure 3.Meg a typical example of an IE rule.
Its pattern part contains (i) three triggering class tags, sym, org, and ptime, (ii) four
internal wildcards, and (iii) one triggering word (betwede last two wildcards). The three
triggering class tags also servesdst markers—the terms into which they are instantiated
are taken as fillers of their respective slots in the resuikixtracted frame. When instantiated
into the target phrase in Fig. 3.3, this rule yields the ested frame shown in the same figure.

WHISK rules are usually applied to individual sentencesthia Thai writing system, how-
ever, the end point of a sentence is usually not specified. pptydE rules to free text
with unknown boundaries of sentences and potential taeggtpiortions, rule application
using sliding windows (RAW) is employed. Roughly speakimgRAW, a particular rule is
applied to each-word portion of an information entry one-by-one sequdlytiavhere the
window size,l, is predefined depending on the rule. As shown in Fig. 3.5wthe rule
in Fig. 3.4 is applied to the information entry in Fig. 3.1ngia 10-word sliding window, it
makes extractions from tH@1, 30]-portion, the[33,42]-portion, and thé34, 43-portion of
the entry. Figure 3.6 shows the resulting extracted frar@esy the extractions made from
the first and third portions are correct. When the rule is i@pio the second portion, the
slot filler taken through the first slot marker of the rule,,i‘sym,” does not belong to the
symptom phrase containing the filler taken through the sg:stot marker of it, i.e., “org,”
whence an incorrect extraction occurs.
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Target phrase: [{i|[sym a1m33u]|ii[u5 1o | [org wibran] oy [iflu e [win| ~ [ptime6-12 Fu]|
English translation have ajsympain] in his [org chest, which lastgptime 6-12 day$

Extracted frame: {Sym [symea1msiau] }{Loc [orgwwen] }{PER [ptime6-12 Tu]}
English translation {Sym [sympain]}{Loc [orgchest }{PER [ptime6-12 day$}

Figure 3.3 A target phrase and an extracted frame

Pattern: *(sym)*(org)tu*(ptime)
Output template: {Sym $1}{Loc $2}{Per $3}

Figure 3.4 An IE rule example

Table 3.1: Instantiation of the internal wildcards of théerin Fig.3.4 into the information
entry in Fig.3.1.

Internal
wildcard
portion 1st 2nd 3rd

Extraction Text

e [21,30] [22,23] [25,27] [29,29]
& [33,42] [34,37] [39,39] [40,40]
e [34,43] [37,37] [39,39] [40,40]

3.2 IFS-based Extraction Filtering

As we have seen, RAW probably produces false extractionsicéjeto improve the ex-
traction accuracy, a method for removing unwanted exwastis necessary. This section
describes our proposed method, to determine whether aacégtn is correct or not. In the
method, a classifier model for each IE rulés constructed using the supervised learning
approach. The ruleis applied to a training corpus, then we obtain the set obatbetions,
denoted byE;. An IFS characterizing each extractignn E; is represented. If we have an
extracted frameg by r to be justified, an IFS corresponding to the frame is madee thik
concept ok nearest neighbok{NN), & is classified into the same group (either correct or
incorrect) that is the most common amdangearest neighbors of its IFS representation.

3.2.1 Motivation for the filtering development

Using RAW, the rula may be instantiated across a target-phrase boundary l¢e.getond
frame in Fig. 3.6), which produces an incorrect extractibmstantiations of the wildcards
being between the first and the last slot makens chlled the internal wildcards, provide a
clue to detect such an undesirable extraction. Then, we drmassumption that the charac-
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‘ [21, 30]-portion ‘

... |[col & ]|~ |f][symomaiu]|iiju3 vk [org wihan] g ilujna jwu| ~ | [ptime 6-12 Fu]]. ..
18 19 20 21 22 23 24 25 26 27 28 29 30

.. |#|isymermsle]|au[ifia|[symormsidu] \ﬁ |[org mulasa]|ag|win|~|[ptime3-4 Tu|~|dihe]. . .
32 33 34 35 36 37 38 39 40 41 42 43 44

: [33, 42]-portion |
‘ [34, 43]-portion ‘

Figure 3.5: Text portions from which extractions are madenve rule in Fig. 3.4 is applied
to the information entry in Fig. 3.1 using a 10-word slidingndow

Portion Extracted frame Correctness
[21,30]  {SYMm [symamsiiu] }{Loc [org wvhen] }{PER [ptime 6-125u]}  Correct
[33,42]  {Sym [symemsle]}{Loc [org mulasa] }{PER [ptime 3-4%u]}  Incorrect
[34,43]  {SyMm [symaxmsiiu] }{Loc [org #ulass] }{ PER [ptime 3-47u]}  Correct

Figure 3.6 Frames extracted from the text portions in Figby.the rule in Fig. 3.4

teristics of the internal-wildcard instantiations proohgcthe correct extractions from rute
should be more similar than those producing the incorreeson

Sentence similarity measures usually derive from symbsyictactic and structural informa-
tion. Unlike European languages, there is limitation oflirstic tools for the Thai language.
However, without facilitation of syntactic features, setavorks related with sentence sim-
ilarity present acceptable results [40; 109; 42; 54].

In this work, we observe two main characteristics of the pottion into which an internal
wildcard is instantiated: structural and symbolic infotioa. The former type includes the
length of tokens and the number of spaces. The later typedeslwords and class tags. The
details of the two feature types will be explained more thd sBection. The precise steps of
the proposed method are detailed as follows:

3.2.2 Preprocessing
Vector-based representation

(al) The ruler is applied into all information entries in the training cagy then semantic
frames are obtained. The set of all extractions with resjoects referred to a&; .

(a2) Whenr matches with a text portion, we observe tokérieto which each internal
wildcard is instantiated. (All wildcards except the firsteoare called annternal
wildcard.)

LA token might be a word, a white space, or a semantic tag.
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Table 3.2 An example of the proposed vector-based repiesamt

Extraction vi V2 V3 Vi

1 ¢1 ¢1 §1 €2 $2 2 £2 3 £3 £3 £3
fin fio fig fia fia 6% 6% 6 1 6% 65 6

e 2 01 0 3020 1 1 0 0[201,03,0,20,1,1,0,0]
& 4003 1000 1 1 0 0]40,0,31,0,0,0,1,1,0,0]
& 1000 1000 1 1 0 0]100,0,10,0,0,1,1,0,0

After r is applied to the whole training corpus, two sets for eackrimdl wildcard are
constructed: one containing different words only when ecrextractions are made;
and the other containing those only when incorrect ones aeemFor convenience,
Wr andWs . are referred to the former set and the latter set, respégtifethe s-th
internal wildcard.

(a3) Suppose the rufecontainsn internal wildcards. A feature vector, namély charac-
terizing each extracted framg, in E; is generated. The vector is defined as:

Vi= I

whereW is a 4-dimensional feature vector corresponding to theamgition of the
s-th internal wildcard in the rule pattern, and refers to vector concatenation. The
feature vectof? is defined as:

S S S S
viS:[le? i,2) 1,3 i74]7

wheref?,, 5, £3;, andf$, are the length of tokens, the number of spaces, the number
of plain words or semantic tags\,,, and the number of plain words or semantic tags

in WK observed from the text portion into which the internal wédt is instantiated.

Example 3.2.1.This example illustrates the vector-based representgironess. Suppose,
in a training corpus, the rule shown in Fig.3.4 can productastions only when it is applied
to the information entry in Fig.3.1. Then solely three estrans (cf. Fig.3.5 and 3.6) are
made. Table 3.1 summarizes instantiation of the intern&doards of the rule into the
information entry in. To interpret, one can see, for examptat in the [33-42] portion,
the first internal wildcard is instantiated into the [34-3@prtion, including 3 plain words
and 1 class tag (“Sym”) and each on the second and third iraéwildcards into an 1-token
portion. To avoid the Thai writing in the text body, we usg™weferring to the i-th token in
the information entry.
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Observing the 1st internal wildcard instantiation from tiheee extraction, we know that

Wclor = {W23}7
Wite = {was,wgs, “synt},
Vchor = {We, Wo7},
VVI%C = Wc%r = Vvlﬁc =0.
It is worthy to emphasis that, for tokens with semantic tagsgcollect only their tags. For

example, “sym” in V}%C is the class tag of 6. Following the (a3) step, we can construct a
vector representation corresponding to each extractiodeggscted in Table 3.2. O

IFS-based document representation

Recalling,
Vi=9 || F - | W

a feature vector observed when thth frame is extracted. To convevt to an IFS, we
propose one method which its conceptual idea is explainéullag/s.

Given the universe of discourse

1.,1.,1.1 non N yn
X = {X{,X3,X3, Xz - - -, X1, X0, X3, X4 } -

It is noteworthy that the number of elementsXnis equal to the dimension &f, which
is 4n. We definedA = {(x}, i (X}),vi(X})), } is an IFS for the vectow, whenj ands are
indexes for feature types and internal wildcards, respelgti In this work, (x?) presents a
confidential level to say thafﬁj in the feature vector of thieth extraction is relatively high
comparing to those values of the same feature typand the same wildcard, in the other
feature vectors. In contrast,(x}) does a confidential level to say thid in thei-th feature
vector is not relatively high. The next example gives moraite

Example 3.2.2.Let consider the output the feature vectors from Exampld 3i2.
Vl - [27 07 17 07 37 07 27 07 17 17 07 0]7
V2 = [47 07 07 37 17 07 07 07 17 17 07 0]7
V3 = [1,0,0,0,1,0,0,0,1,1,0,0].

Since §, > f1, > f1,, the confidential level to say that the first internal wildg¢anatches
with a longer text portion for the second extraction thansdéor the rest extractions. Hence,

Mo(X7) > pa(xq) > ba(x}) andva(xq) < vi(x}) < Va(xq). O

Based on the idea discussed above, the process of transfumwal be formally explained.
Every valueffj in the vector-based representation of ittie extraction is then converted in
terms of the three degreesx?fas the following steps:
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(b1) ffj is normalized by:

%] sd®+£0
Bi=¢ S5 170 (3.1)
0 so?:O

whereY]s andso]S are the mean and the standard deviation, respectivelyedétture
type j for the internal wildcard over extractions. More precisely,

. .‘Efl‘ £s.
vz 1= I,
X = = d (3.2)
and 12
Eh(15 = X5)2
sd = E ) (3.3)
1=3

(b2) Denoted by (x?), a membership degree mj‘fwith respect to the extractiarand the
wildcardsis determined by a weighted sigmoid function:

1

i(0S) = 15—~
Hi(XG) =1 e’

) = 15 (3.4)

where 0< rf < 1is a weight forx;.

(b3) Denoted by; (x?), a non-membership degreex?fwith respect to the extractiarand
the wildcardsis determined by a weighted sigmoid function:

Vi ()CS) L

S 35
j L& (3.5)

where 0< r§ < 1is a weight forx;.

(b4) Denoted by, (x?), the hesitancy degree of the documiewith respect to<J$ is calcu-
lated by (2.5), i.e.,
m06) = 1— W (OS) —vi().

Example 3.2.3.This example illustrates how to convert a vector repred@nao an IFS
representation using the steps (b1)-(b3). Consider theeors, i.e.Vi,Vs, andVs as shown
in Example 3.2.2. For convenience, the vectors are reptegeim terms of the matrix E
shown in Table 3.3. Next, we compute the mean and the staddaiakion for each feature
type of each internal wildcard, then the results are presdrds the row matrices M and
SD in the same table. More precisely, each entry of M and Shtagimed by columnwise
computation of E, e.g. the first entry of M is the average offitts¢ column of E. By the
step (bl), we have the matrix Z. Suppose that the wei@lahsdf? are equal to 0.8 and 0.9,
respectively. After applying (b2) and (b3), we have the negsafiip and non-membership
degrees which are represented as the two matricgsaid D, in the table. Finally, we
can convert the feature vectovs, Vb, andVs to IFSs by using R and D,. For instance,
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Table 3.3 An example of the proposed IFS-based represemfatim Example 3.2.3.

Information Value

2 01 030201100
E 400310001100
10001000110 $0
M 2.33 000 033 100 167 000 067 Q00 100 100 Q00 000
SD 1.25 000 047 141 094 000 094 000 Q00 000 000 000
[—0.27 000 141 -071 141 000 141 000 000 000 000 QOO
Z 1.34 000 -0.71 141 -0.71 000 —0.71 Q00 000 000 Q00 000

|-1.07 000 -0.71 -0.71 -0.71 000 -0.71 000 000 000 000 000]

[0.35 040 064 026 064 040 064 040 040 040 040 040
Dy 0.63 040 026 064 026 040 026 040 040 040 040 040
|10.20 040 026 026 026 040 026 040 040 040 040 040

[0.51 045 018 060 018 045 018 045 045 045 045 045
Dy 0.19 045 060 018 060 045 060 045 045 045 045 045
10.67 045 060 060 060 045 060 045 045 045 045 045

gathering the first row of the matrices, we can form an IFS, elgrF S, corresponding to
Vi:
IFS; = {(x},0.350.51)(x},0.40,0.45),

(x5,0.64,0.18), (x},0.26,0.60),
(x2,0.64,0.18), (x5,0.40,0.45),
(x3,0.64,0.18), (x,0.40,0.45),
(x3,0.40,0.45), (x3,0.40,0.45),
(x3,0.40,0.45), (x3,0.40,0.45)}

3.2.3 Extraction classification

Recalling again thd, is the set of all extractions—no matter whether each of ttssroirect
or not—when apply the ruleinto the training corpus, by the pre-process, we then haSs IF
for those extractions. Let us refer theml&$,, IFS,, ..., IFSy,, whenmis the number of
extractions irg;.

To determine whether an extractienmade by the rule is correct or not, it begins with
representingy in terms of an IFS by the same values of parameters, i.e., snetandard
deviations, and weights, used in the training process. FBerépresentation @& here is

referred to a$F S. Like the the concept dénearest neighbor classification, the extracgon
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is classified by assigning the label which is most frequerdragrhek IFSs corresponding to
extractions irE, nearest toF &, where a distance is measured by an IFS similarity measure.
Hereinafter, the parametkiis called the size of neighborhood.
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Chapter 4

Experimental Results

4.1 Data Sets, Output Templates, and Training Process

4.1.1 Data set preparation

The proposed framework is evaluated in three different dosnaf Thai text: medical-
symptom descriptions (MD¥occer match reports (SR3occer player transferring (PT)
housing advertisements (HAgtock prices (SR)company dividends (CDyandchemical-
reaction descriptions (CRYo prepare a data set for each domain, we begin with collgctin
information from web sites related to the domain. For the Midndin, the data set is ob-
tained from pieces of disease information provided in tloggat aiming at the development
of a framework for constructing a large-scale medicaltegl&knowledge base in Thailand
from various information sources available on the Intg@8t An information entry in the
SR and PT data sets is a news-story-style unstructuredepatting a soccer match in de-
tails. An information entry in HA is a house-selling annoament collected from on-line
classified advertisement sites. The information entriethfe business domains, i.e. SP and
CD, are collected from on-line newspapers and the last dofnain Thai dissertation and
thesis on-line databasgrovided by Technical Information Access Center (TIAC).

Asresults, 173, 294, 448, 130, 191, 245, and 220 informatitnes with the average length
of 45.0, 68.6, 64.3, 94.7, 62.1, 72.6, and 275.2 words pey @anthe MD, SR, PT, HA, SP,
CD, and CR domains, respectively, are used in our exploraealuation.

Next, the collected information entries are preprocessetja word segmentation program,
called CTTEX developed by the National Electronics and CateipTechnology Center,
and are then partially annotated with semantic class tagg psedefined ontology lexicons.
Class tags for MD including, for example, “Symptom,” “OrgditHormone,” are taken from
entity types collected as part of the project[93]. A lexiammtaining soccer player names
and soccer team names, collected as part of a project orog@vglan alias extraction system
[90], is used for semantic annotation in the domains SR andvRile a lexicon containing
city names is used for HA. Moreover, regular expression daseni-automatic annotation

LAvailable atht t p: // thesi s. stks. or. th.
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Table 4.1 Output templates and their meanings

Type Output Template Meaning

MD1 [0Bs OjjaTTR AJIPER T] An abnormal characteristi& is found at an
observed entityD for a time period ofT .

MD2 [sym S[LocPyiper T} A primitive named sympton®occurs at a
human-body par® for a time period ofT .

SR [Py Priact Ajrmive N A playerP takes a game actiofin the Nth
minute.

PT [cLiClc2C2FeeF) A club C1 pay a clukC2 a transfer fe& for

[Py P] a playerP.
HA [Area AlBoR NJ[RSRM] A house of area sizA& hasN bedrooms and
M rest rooms.
SP [com cyiPreC s]DIF D] The share price of a compaf@ycloses at an amous
with an increase or decrease of an amdoint
CD [com cipiv Dj[TOT T] A company C announces a dividend of an amount D
per share, with a total payout of an amount T.
CR [PDT PIIRNM R][RCT T] A substance P is obtained from a chemical reaction R
[caTC) using a substance T as a reactant and a substance C

as a catalyst.

is applied for tagging quantity information, e.g. “Periddlame,” “Minute,” and “Price.”

4.1.2 Output templates

Seven types of target phrases are considered in our expgsnte/o of them are from the
MD domain, referred to asype-MDlandType-MD2and one from each of the rest domains,
referred to agype-SRType-PTType-HA Type-SPType-CD andType-CR Table 4.1 gives
the output-template forms for the seven types along withr theended meanings. The slot
PER in the Type-MD1 template as well as the slo#E in the Type-SR template is optional.
One of the slots bc and FER, but not both, may be omitted in the Type-MD2 template.
One arbitrary slot in the Type-HA template may be omittede Tirst underlined phrase in
Fig. 3.1 (also in Fig. 3.2) is an example of a text portion comfing to Type-MD1, while the
second and third underlined phrases in the same figure dngaetons conforming to Type-
MD2. The slot DF in the SP template and the slodbT in the CD template are optional. A
target phrase in the CR domain contains at least two of th@Wolg components: reaction
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Table 4.2 Data set characteristics for each template type

~ Target-phrase No. of target

Type Dataset NO-Of dthtInCt length phrases per entry

target phrasqax. Avg. Min.  Max. Avg. Min.
MD1 A-MD1 90 11 3.5 2 7 3.6 1
MD1 B-MD1 136 8 3.3 2 11 2.9 1
MD2 A-MD2 80 15 4.1 2 3 1.4 0
MD2 B-MD2 66 8 3.9 2 5 1.2 0
SR A-SR 93 28 8.0 3 6 20 2
SR B-SR 156 21 6.4 3 6 39 2
PT A-PT 90 64 26.5.0 11 2 0.5 0
PT B-PT 108 57 29.1 12 2 0.4 0
HA A-HA 87 37 16.1 7 2 1.2 1
HA B-HA 113 34 15.2 7 2 1.3 1
SP A-SP 109 74 18.0 5 6 14 0
SP B-SP 122 49 13.0 8 8 23 O
CD A-CD 106 73 19.7 5 7 1.2 0
CD B-CD 117 66 18.1 5 7 1.2 0
CR A-CR 122 41 10.6 3 8 10 O
CR B-CR 188 22 10.0 3 9 1.9 0

name (RMN), reaction products (@r), reactants (RT), and catalysts (&£r). An output
frame in the CR domain may contain more than one slot of theggpe?

4.1.3 Rule learning

For each template, the collected information entries ardomly divided into two data sets,
of the same size. The obtained data sets are referred to aDA-&nd B-MD1 for MD1,
A-MD2 and B-MD2 for MD2 A-SR and B-SR for SR A-PT and B-PT for ARFHA and
B-HA for HA A-SP and B-SP for SP A-CD and B-CD for CD A-CR and BRGor CR
Each of them is once used as a training set and once as a teSabét 4.2 characterizes
target phrases in the obtained data sets

Using our implementation of WHISK, IE rules are automaticgkenerated. Table 4.3 sum-
marizes information of the rule set for each template abl@trtumbers of generated IE

2For instance, from the text “The main products obtained ftheoxidation reaction of ethanol are ac-
etaldehyde and carbon dioxide,” the output frame congjsifrone reaction-name slot, one reactant slot, and
two product slots should be generated.
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Table 4.3 IE-rule characteristics for each data set
Data set No. of rules

A-MD1 15
B-MD1 17
A-MD2 11
B-MD2 14
A-SR 7
B-SR 8
A-PT 20
B-PT 18
A-HA 9
B-HA 9
A-SP 18
B-SP 18
A-CD 5
B-CD 8
A-CR 54
B-CR a7

rules. Examples of rules learned from these training ddtaase shown in Appendix A.

4.2 Parameter setting

The parameters in the proposed method including the Wei§h1t$, and the size of neigh-
borhoodk are determine as follows:

e The Weights'rjs andTl$ are based on statistical characteristics of feature type by

r*=r3= |1_de5|.
b |1 4-sdf]

]

e The neighborhood siZe in this experiment, is varied as 1, 3, and 5.
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Table 4.4 Evaluation results using the base window size (1W)

Method

k

Template Type

MD1

MD2

SR

PT

HA

SP

CD

CR

R

P

R

R P R

P

R

P

R

RAW

76.33

83.60

100.00

39.12

81.50

55.29

81.95

48.07 82.98.574 85.42

45.13

85.75

58.49

60.83

68.6

RAW+SM1

75.85
76.33
76.33

97.52
97.53
95.76

98.93
100.00
99.47

92.50
94.92
93.47

79.77
80.35
80.92

92.62
92.67
92.11

80.02
81.01
80.56

85.78 4681.85.20 83.32
90.20 81.46 386&4.01
91.45 80.98 868113

92.30
93.00
95.70

79.53
83.45
82.40

89.90
93.45
94.10

60.10
59.57
59.57

93.
95.1
94.3

RAW+SM2

75.85
76.33
76.33

97.52
97.53
95.76

98.93
99.47
99.47

92.50
95.38
93.47

79.77
80.35
79.77

92.62
92.67
91.39

79.89
80.35
80.24

85.78 4380.84.18 81.56
9450 81.46 86&B01
91.45 80.98 85&¥01

90.08
93.60
93.02

81.10
80.05
79.78

92.15
92.23
94.67

58.76
60.10
57.55

91:
90.4
89.7

RAW+SM3

75.85
76.33
76.33

98.13
98.14
96.34

98.93
100.00
100.00

93.43
95.90
94.44

79.77
80.35
80.92

92.62
93.92
93.33

80.02
81.01
80.56

90.359381.85.71 82.33
93.40 81.95 087&D.17
91.28 81.95 086&1.20

94.71
95.63
94.08

80.20
83.51
84.23

93.02
95.12
94.08

59.08
60.10
59.74

93.-
95.1
94.0
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Table 4.5 Evaluation results using the double base windpe(&W)

Template Type
Method k MD1 MD2 SR PT HA SP CD CR
R P R P R P R P R P R P
RAW - 8744 6136 100.00 34.00 9595 59.71 9259 34.73 92.68.323 93.87 43.15 9593 51.76 71.18 54.2
RAW+SM1 1 8454 97.22 96.26 93.75 9249 9143 9230 85.202490.88.10 91.43 90.52 91.23 90.60 67.34 85..
3 86.47 9471 9840 94.85 94.22 94.77 90.45 86.53 92.20 85%R87 92.78 9350 91.08 70.06 83.6
5 8696 93.75 99.47 90.73 93.64 94.19 91.63 87.24 9220 84=EB50 91.18 9254 92.15 69.45 85.8
RAW+SM2 1 8454 97.22 96.26 93.75 9249 9143 90.45 85.102490.88.52 91.43 90.45 90.15 90.25 67.34 83.
3 86.47 9471 9840 94.85 94.22 94.77 92.01 86.53 92.20 85%R43 89.07 9350 91.18 70.06 84.3
5 8696 93.75 98.93 90.69 93.64 94.19 91.63 85.57 9220 8592113 91.26 94.04 89.75 70.75 82.6
RAW+SM3 1 8551 95.68 98.93 94.87 94.22 97.02 92.01 85.712201.88.63 90.69 93.09 9254 90.38 68.05 83.(
3 86.96 9574 100.00 9541 94.80 96.47 90.45 87.50 91.71 089M.87 94.77 93.50 87.45 70.06 86.3
5 8744 93.78 100.00 9492 9480 9535 91.02 86.60 92.20 08694.87 94.10 93.50 91.64 71.07 85.2




4.3 Experimental results

The proposed framework is evaluated using the four testsgtafor their respective tem-
plate types (cf. Table 4.2). Recall and precision are usqeeermance measures, where
the former is the proportion of correct extractions to ratgvtarget phrases and the latter is
the proportion of correct extractions to all obtained esticmis. The length of the longest
target phrase observed when a rule yields correct extreca its training set is taken as
the base window size for the rule, denoted by 1W. During erpents, we also evaluated
with the extension of the size for each rule by doubling (2Wpling (3W) so on; but, we
noticed that the recall of 3W is equal to that of 2W. Then, dhlresults from 1W and 2W
are reported. Tables 4.4 and 4.5 shows the evaluation seshthined from 1W and 2W,
respectively, where ‘R’ and ‘P’ stand for recall and premimsiwhich are given in percentage.

Compared to the results obtained using RAW alone, filteringéch of the three similar
measures improves precision while satisfactorily praagrthe recall value of RAW in every
experiment. In particular, for Type-MD2, Type-PT, Type-H#d Type-SP where RAW has
low precision, filtering by each of the three similar measwseelds significant precision
gains. For example, considering the evaluation resultsypeIMD2 in Table 4.4, RAW
produced 100% of recall but only 39.12% of precision; howewben the filtering technique
with SM1 andk = 3 was applied, the precision was increased up to 94.92% anckdall
was preserved.

35



9€

Table 4.6 Comparison with rule application to manually tifeed target phrases

Method

Template Type

MD1

MD2

SR PT HA SP CD CR

R P

R

P

R P R P R P R P R P R P

Known Boundary 88.41 97.86 100.00

100.00 97.69 97.69 92.58083 95.12 86.67 95.10 94.97 96.63 94.16 79.44 87.99
93.45 93.46 91.46 86.32 49186.00 93.27 9149 9242 91.28 68.95 84.97

RAW+SM1 8599 95.23 98.04 93.11
RAW+SM2 8599 9523 97.86 93.09 9345 9346 91.36 85.73 49186.39 91.66 90.26 9256 90.39 69.38 83.52
RAW+SM3 86.63 95.07 99.64 95.07 94.61 96.28 91.16 86.60 191.88.14 93.48 93.99 93.18 89.82 69.73 84.87




4.3.1 Comparison with Extraction with Known Boundaries

To investigate the performance of our framework in comperiwith rule application when
target-phrase boundaries are known,we manually locatarglt phrases in the test data sets
and apply the rules obtained from WHISK directly to these uadlly identified text portions.
Table 4.6 compares the evaluation results obtained fror direct rule application to the
average results over of our framework using 2W. In the MD domain, the performance
obtained from the proposed method is close to that of knosumbary extraction. However,
in the SR, HA, and CR domains, where target phrases are lahgerecalls of our method
are relatively lower than those of the baseline, while trexigions of our method and the
baseline are comparable. It is noteworthy that althougb#ésec idea behind WIF is to detect
rule application across a target-phrase boundary, witdgestantiation-based filtering may
also improve the precision of a rule for known-boundary &tion itself, for example, as
seen in the last row of Table 4.6, RAW+SM3 improves the pregisf known-boundary
extraction from 86.67 to to 88.14 for Type-HA.
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Table 4.7 Comparison with other filtering techniques

Method

Template Type

MD1

MD2 SR PT HA SP

CD

CR

R

P

R P R P R P R P R

P

R

P

R

RAW+SM1
RAW+SM2
RAW+SM3
RAW+SVM
RAW+kNN
RAW+NB
RAW+DT

85.99
85.99
86.63
89.18
88.48
83.24
88.28

95.23
95.23
95.07
92.89
93.85
96.22
94.77

98.04 93.11 93.45 93.46 91.46 86.32 49186.00 93.27
97.86 93.09 93.45 93.46 91.36 85.73 49186.39 91.66
99.64 95.07 94.61 96.28 91.16 86.60 19188.14 93.48
85.03 91.89 92.69 92.18 89.82 82.56 189.83.90 91.68
85.50 91.55 90.87 92.04 85.19 79.01 B7.85.24 90.73
86.89 87.10 89.56 95.11 87.50 81.47 87.883.81 92.03
87.36 93.38 90.35 93.84 84.26 76.16 878842 091.14

91.49
90.26
93.99
86.01
83.31
85.54
83.35

92.42
92.56
93.18
92.72
92.81
91.26
89.40

91.28
90.39
89.82
89.34
89.75
90.45
85.85

68.95
69.38
69.73
65.09
62.82
63.62
63.95

84.97
83.52
84.87
78.04
84.56
80.55
81.85




4.3.2 Comparison with Extraction with Other Filtering Techniques

The proposed framework is also compared with the otherifijeiechniques are used. Four
standard models are used, i.e., Support Vector Machine (déded on the RBF kernel,
k-Nearest Neighbor (kNN), Naive Bayes (NB), and Decisioael{DT) using C4.5, for pre-
diction of rule application across a target-phrase bounddre four models are constructed
from the vectors corresponding to the extractions from thiming corpus (cf. Table 3.2 in
Sec.3.2.2).

Table 4.7 compares the proposed framewavkh the baseline when SVM, kNN, NB, and
DT classifiers are used and the 2W is made. The results rénagdhe IFS-based framework
performs better than the baseline, especially for the HA, 8/l CR templates whose the
target phrase lengths are relatively higher than those ol Mbd MD2. In both medical
templates, it is imprecise to decide which framework outpers the other owning to the
trade-off between recall and precision. For example, forIMihe baseline using SVM
produces higher recall, but the proposed framework dodsehigrecision.

3The average performance over thealues is shown and it is similar to that in Table4.6.
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Chapter 5

Application to Semantics-Based Information Retrieval

In traditional keyword-based information retrieval systg retrieval results are determined
solely by appearance of query keywords in documents or inmeat indexes. In domain-

specific applications, however, it is often desirable tocdbs an information need more

precisely by specifying required relations between domaircepts. A user in the chemistry
domain, for example, may wish to search for a document conogr

“a chemical reaction that produces a compound containingra@aatom’.

With the background knowledge that “propionaldehyde hasesoarbon atom as its com-
ponent,” the same user may furthermore expect the retrregalts to include a document
containing a statement such as

“propionaldehyde is obtained from the oxidation reactiod-gropanol;

which looks very different syntactically from the searcmdiion specified above. It is
anticipated that IE technology and recent development afhina-processable ontology
languages, such as OWL [75], will contribute significantdy¢alization of such semantics-
based information retrieval.

This chapter illustrates application of our IE frameworlsemantics-based information re-
trieval. Frames extracted from chemical-reaction detong are represented as concept
expressions in description logics (DL), which can read#yemcoded in OWL, and are used
as metadata for document indexing. To support semant®sdaocument retrieval, they are
integrated with existing OWL chemical-substance and chahreaction ontologies, which
provide domain-specific background knowledge.

5.1 Document Representation and Integration with Backgrond Knowledge

Fig. 5.1 illustrates the concept expression represenitiagécond chemical-reaction state-
ment above. Assuming thdtis a document from which extracted frames, safy, ..., fp,
are obtainedd is then represented by a conc€gtdefined by the equality axiom

Cyg = DoclMdHASINDEX.Cy 11 --TTdHASINDEX.Cy,
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ChemReaction M FHASRNM.Oxidation M GHASPDT.Propionaldehyde
M 3HASRCT.1-Propanol
Figure 5.1 A concept expression representing the secondichkstatement.

Table 5.1 Ontology characteristics.
No. of No. of

No.of No.ofleaf Ontology depth No. of

Ontolo existential universal
9 concepts concepts iz Avg. Min. "0leS  restrictions restrictions
Chem. Complex 791 694 10 6.30 3 74 354 77
Rex 546 289 14 633 1 5 1 0

whereDoc is a primitive concept denoting the set of all documents@nd. . ,C, are concept
expressions representing the franigs. ., f,,, respectively.

A document knowledge base is constructed by integratingnagidescribing documents
with domain-specific ontologies. Two existing OWL ontolegj Chemical Complex ontol-
ogy' and Rex ontology,were used in our exploratory study. The former ontology dees
both chemical substances (including atoms, moleculespegahic compounds) and reac-
tions using various restrictions on role fillers, while thé&ér one focuses mainly on classi-
fication taxonomies of chemical reactions. Table 5.1 gieesescharacteristics of these two
ontologies and Fig. 5.2 shows some background-knowledigenaxthey provide.

1-Propanol LT Alcohol (5.1)
Propionaldehyde = Aldehyde (5.2)
Aldehyde = OrganicCompound M 3HASPART.AldehydeGroup (5.3)
OrganicCompound C Compound (5.4)
AldehydeGroup LT CarbonAtom M 3IHASBONDWITH.OxygenAtom (5.5)

M 3HASBONDWITH .HydrogenAtom
HASPDT C HASPARTICIPANT (5.6)

OrganicReaction ChemReaction " 3HASPARTICIPANT.OrganicCompound (5.7)

Figure 5.2 Part of background knowledge.

LAvailable at http://ontology.dumontierlab.com.
2Available at http://onto.eva.mpg.de/obo.
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Cq:  DoclM3HASINDEX.(ChemReaction 1 3JHASRCT.Alcohol)
Co,: Doc "M3dHASINDEX.OrganicReaction

Cq:  DoclM3HASINDEX.(ChemReaction M JHASPDT.(Compound M 3HASPART.CarbonAtom))

Figure 5.3 Query representation.

5.2 Document Retrieval: Examples

To demonstrate semantics-based information retrievdlerobtained document knowledge
base, assume thdj is a document containing the following phrase, i.e.,

“propionaldehyde is obtained from the oxidation reactiba-propanol,” (5.8)

and consider the following three queries:

g:: Find documents that discuss a chemical reaction involaimglcohol as a reactant.
g2: Find documents that discuss an organic reaction.

gs: Find documents that discuss a reaction producing a contpoantaining a carbon
atom.

Knowing that (i) 1-propanol is a kind of alcohol, (ii) propialdehyde is an organic com-
pound and a reaction involving an organic compound is caledrganic reaction, and (iii)
propionaldehyde has some carbon atom as its component,aurid expect that each of,
g2, andgs retrievesdy. Such semantics-based retrieval requires domain-spbaitiground
knowledge and an inference mechanism, which can be realsird subsumption reasoning
in DL.

Using subsumption reasoning, a documeéns retrieved by a query if the concept ex-
pression representing is subsumed by that representiggwith respect to background-
knowledge axioms. Suppose that

¢ the documently mentioned above is represented by the conGgpuefined by the
axiom Cy, = Doc M 3IHASINDEX.C, whereC is the concept expression in Fig. 5.1,
which represents the frame extracted from Statement (5.8),

e the queries);, gz, andgsz are represented by the concept expresstn<Cy,, andCy;,
respectively, in Fig. 5.3, and

¢ the background-knowledge axioms in Fig. 5.2 are employed.
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A DL-based reasoner then infers ti@, subsume<y, in one inference step using Ax-
iom (5.1), infers thaCqy, subsume€y, in four steps using Axioms (5.2), (5.3), (5.6), and
(5.7), and infers thaty, subsume£y, in four steps using Axioms (5.2), (5.3), (5.4), and
(5.5). Accordingly, each af1, g2, andgs retrievesdp.

It is noteworthy that the concept expression shown in Fify, the background knowledge
axioms shown in Fig. 5.2, and the expressions representieges in Fig. 5.3 can all be
formalized using the lightweight description logitL [53], for which polynomial-time rea-
soners (e.g., CE) are available. However, the Chemical Complex ontologyctvis used
as part of our document knowledge base (see Section 5.1fgiesrsome axioms that are
constructed using concept constructors such as cargimagtriction, universal restriction,
and union, which are not provided L. All axioms in our document knowledge base can
be formalized in thesH O I (D) description logic, which is the underlying formalism of
OWL-DL.

3Available at http://lat.inf.tu-dresden.de/systems/cel
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Chapter 6

Conclusions

Information extraction (IE) from unstructured text norfgahvolves linguistic patterns,
domain-specific lexicons, and conceptual descriptiong @fgplication domain, i.e., domain
ontologies. While an ideal domain ontology is arguably lzage-independent, linguistic
patterns and lexicons rely heavily on the language in whiehsburce textual information
appears. Due to language-structure differences, somelbagiuage-processing tools avail-
able in one language may be unavailable in another languafieen an IE framework is
applied in a different language, the framework often needdification and supplementary
techniques are often necessary. The primary purpose optbject is to provide a frame-
work for event extraction from Thai unstructured text.

From a set of manually collected target phrases, IE rulesm@aed using our implemen-
tation of WHISK. To apply the obtained rules to unstructutext information entries with
unknown target-phrase boundaries, rule application usiiagng windows (RAW) is in-
troduced. The IFS-based filtering technique is proposedh®removal of false positives
resulting from rule application across target-phrase daues. The experimental results
obtained from evaluation on six domains, i.e., medical{stm descriptions (MD), soccer
match reports (SM), soccer player transfers (PT), housertigwng (HA) stock prices (SP),
company dividends (CD), and chemical-reaction descmgt(®€R), show that these filtering
methods improve precision and satisfactorily preservé Inggall of RAW. The proposed
framework outperforms the baseline method using the fagsification models, i.e. SVM,
KNN, naive bayes, and decision trees.

To demonstrate how the proposed IE framework facilitatesasgics-based information re-

trieval, extraction results in the domain of chemical-teac descriptions are represented
as concept expressions in description logics and used aslatatfor document indexing.

Using domain-specific ontologies as background knowlesigmantics-based document re-
trieval is demonstrated. Further works include extensioie types of target phrases and
empirical investigation of framework application in difést data domains as well as differ-
ent similarity measures.
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Appendix A

Examples of IE Rules

This appendix shows examples of IE rules learned using opleimentation of WHISK in
the experiments reported in Chapters 4 aad

Table A.1 Examples of rules in the medical domain.

Type Pattern Output template
MD1  *(org)*(col) {oBs $1}{ATTR $2}

MD1  *(org)*(szq) {oBs $1}{ATTR $2}

MD1  *(sec)*(col) {oBs $1}{ATTR $2}
MD1 *(ch)*ﬁ*(org) {oBs $2}{ATTR $1}

MD1  *chy*LU310w*(org) {oBs $2} {ATTR $1}
MD1 *(chy*ad*(org) {oBs $2}{ATTR $1}
MD1  *(wsty*(vma)*(numtime) {oBs $1}{ATTR $2} { PER $3}
MD2  *(org)*@N*(sym) {svm $2}{Loc $1}

MD2  *(sym)*(org) {svm $1}{Loc $2}

MD2  *(sym)*U3L13h*(org) {svm $1}{Loc $2}

MD2 *(sym)*elu*(org) {svm $1}{Loc $2}

MD2  *(org)* H*(sym)*(ptime) {svm $2}{Loc $1}{Per $3}
MD2  *(sym)*(org)*W1l*(ptime)  {Sym $1}{Loc $2}{Per $3}
MD2  *(sym)*(org)*til*(ptime)  {Svm $1}{Loc $2} {Per $3}

Table A.2 Examples of rules in the soccer match report domain

Pattern Output template
*(actG)*UD*(per)*(mint) {AcT $1}{pPy $2} {MinT $3}
*(mint)*(actG)* U *(per) {MinT $1}{AcT $2}{PLy $3}
*(mint )*(per)*(actG) {MINT $1}H{PLy $2}{AcT $3}

*(mint)*(per)* KAl *per*(actG) {MinT $1}H{PLy $2}{AcT $3}
*mint*WMA*pen acts)  {MinT $1}{PLy $2} {AcT $3}
*(minty* [ *(per)*(actG) {MinT $1}H{PLy $2} {AcT $3}
*(per)*(actG)*(mint) {Py $1}{AcT $2} {MInT $3}
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Table A.3 Examples of rules in the soccer player transferalom

Pattern

Output template

*(team)*A*(per)*(team)*(prc)
*(per)*ain*(team)*(team)*(prc)
*(team)*(prc)*(per)*(team)
*(team)*% 2*(per)*(team)*(prc)
*(team)*(per)*(team)*(prc)
*(team)*19*(prc)*(team)*(per)
*(team)*(per)*(prc)*(team)
*(team)*(prc)*li*(team)*(per)
*(team)*uy39*(team)*(per)*(prc)
*(team)*u*(per)*(team)*(prc)
*(team)*(per)*l¥i* (team)*(prc)
*(per)*(team)*(team)*(prc)
*(team)*(prc)*nav*(team)*(per)
*(team)*iu*(per)*(prc)*(team)
*(per)*du*(team)*(prc)*(team)
*(team)*82*(per)*(team)*(prc)
*(team)*(team)*(prc)*(per)
*(pen)*iluamnin*(team)*(prc)

*(team)*yaNTu*(per)*(team)*(prc)

*(per)*(team)*)*(prc)*(team)

{Team2 $1}{PLy $2} {TeAM1 $3}{PricE $4}
{PLy $1}{TeAmM1 $2}{TEAM2 $3}{PrICE $4}
{Team2 $1}{Price $2} {Pry $3}{TEAM1 $4}
{Team2 $1}{PLy $2} {TeAM1 $3}{PricE $4}
{Team2 $1}{Pry $2}{TeAM1 $3}{PricE $4}
{Team2 $1}{Price $2} {TEAM1 $3}{PLy $4}
{Team2 $1}{PLy $2}{PricE$3}{TEAM1L $4}
{Team2 $1}{Price $2} {TEAM1 $3}{PLy $4}
{Team2 $1}{Team1 $2}{PLy $3}{Price $4}
{Team1 $1}{PLy $2}{TEAM2 $3} {PrICE $4}
{Team1 $1}{pPry $2}{TEAM2 $3}{PrIcE $4}
{Prv $1}{Team1 $2}{TEAM2 $3} {PrICE $4}
{Team1 $1}{Price $2} {TEAM2 $3}{PLy $4}
{Team2 $1}{PLy $2}{PricE$3}{TEAM1 $4}
{PLy $1}{Team1 $2}{Price$3}{TEAM2 $4}
{Team2 $1}{Pry $2}{TeAM1 $3}{PricE $4}
{Team1 $1}{Team2 $2}{Price $3}{PLy $4}
{Pry $1}{TeAm2$2}{TEAML $3} {PrICE $4}
{Team1 $1}{Pry $2}{TEAM2 $3}{PrICE $4}
{PLy $1}{TeAM2 $2}{PrIcE$3}{TEAML $4}

Table A.4 Examples of rules in the stock price domain.

Pattern Output template
*(com)*(prc) {com $1}{Prc $2}
*(com)*ﬁ*(prc)i"lm {com $1}{Prc $2}
*(com)*U5u*ila*(prc) {com $1}{Prc $2}
*(com)*ﬂﬂ*ﬁ*(prc) {com $1}{Prc $2}
*(com)*¥w |1l*(pre)*(prc) {com $1} {DiF $2} {Prc $3}
*(com)*ia*(prc)*(prc) {com $1}{Prc $2} {DiF $3}
*(com)*la*(prc)*(prc) {com $1}{Prc $2} {DiF $3}
*(com)*(prc)*(prc) {com $1}{DiF $2}{Prc $3}
*(com)*(prc)*ﬁ*(prc) {com $1}{DiF $2}{Prc $3}
*(com)*agN1*(prc)*(pre) {com $1}{Prc $2}{Dir $3}
*(com)*‘ﬁ*(prc)*(prc) {com $1}{Prc $2}{Dir $3}
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Table A.5 Examples of rules in of the company dividend domain

Pattern Output template
*(com)*(prc) {com $1}{DIv $2}
*(com)*tfuwna*(prc) {com $1}{DIv $2}
*(com)*¥1{u*(prc) {com $1}{Dwv $2}

*(com)*(prc)*(prc-m)
*(com)*(prc-m)*yiu*(pre)

{com $1}{DIv $2} { PrIcE $3}
{com $1}{Price$2}{DIv $3}

Table A.6 Examples of rules in the chemical reaction domain.

Pattern Output template
*panaay la*(rac)* Aa*(sub) {Rnm $1}{PoT $2}
*(sub)* tite*$hisall§ise*(rac) {cat $1}{Rnm $2}
*myr§Asen*(sub)* lé*(sub) {RcT $1}{PoT $2}
*1§N591*(sub)* fu*(sub) {ReT $1}{RcT $2}

*(sub)* 159*U{ATe1*(sub)* lé*(sub)

*(sub)* 139*1)A381*(sub)* Lilu*(sub)

* @391 )AF971*(sub)*(rac)* 199*(sub)

* @391 )AT9*(sub)* un*(rac)* nev*(sub)
*mMy§ATen*(sub)* Fu*(sub)* Wiflu*(sub)
*(rac)*(sub)* l#*(sub)* fTel §Te:n

*(rac)* 2@9*(sub)* Lilu*(sub)

*(rac)* 1e*(sub)* d*(sub)

*(rac)*(sub)* ffu*(sub)

*(rac)* 189*(sub)*(sub)*35x

*(sub)* ,Mn*(sub)* AU*(sub)

*(sub)* \@3uN*(sub)* Tu*(sub)

*(sub)* \@3uN*(rac)* 1ov*(sub)

*1 §iTe1*(sub)*(sub)* Wiiilu*(sub)

*(sub)* i nTe1*(sub)*naneiilu*(sub)
*(sub)* v n3un*(rac)* fu*(sub)
*(rac)*(sub)* #1391 )A3871*(sub)

*(rac)*(sub)* WanAai*(sub)

*(rac)*(sub)* fTu*(sub)* lé*(sub)

* {391 JAsen*(sub)*(rac)*(sub)*lu* ilux(sub)
*(rac)*(sub)* iilw*(sub)* f3a §ATu*(sub)

* LA NI (rac)*(sub)* Ao*(sub)*(sub)
*(rac)*(sub)* fu*(sub)* 1i*(sub)* sl iTen
*(rac)*(sub)* fu*(sub)y* 1i*(emz)* fusal §isen
*(rac)* Mu*(sub)* Wasu*(sub)* 1flu*(sub)
*(rac)*(sub)* fTu*(sub)* Lilw*(sub)

{car $1}{RcT $2}{PoT $3}
{car $1}{RcT $2}{PoT $3}
{car $1}{Rnm $2}{RcT $3}
{car $1}{Rnm $2}{RcT $3}
{RcT $1}{RcT $2}{PoT $3}
{Rnm $1}{RcT $2}{caT $3}
{Rnm $1}{RcT $2}{PoT $3}
{Rnm $1}{RcT $2} {PoT $3}
{Rnm $1}{RcT $2}{RcT $3}
{Rnm $1}{RcT $2} {RcT $3}
{PoT $1}{RcT $2}{RcT $3}
{PoT $1}{RcT $2}{RcT $3}
{PoT $1}{RnM $2} {RcT $3}
{RcT $1}{RcT $2}{PoT $3}
{RcT $1}{RcT $2}{PoT $3}
{RcT $1}{Rnm $2} {RcT $3}
{Rnm $1}{RcT $2} { CaT $3}
{Rnm $1}{RcT $2}{PoT $3}
{Rnm $1}{RcT $2} {RcT $3} {PoT $4}
{car $1}{Rnm $2}{RcT $3}{PoT $4}
{Rnm $1}{RcT $2} {PoT $3}{ CAT $4}
{Rnm $1}{RcT $2}{PoT $3}{POT $4}
{Rnm $1}{RcT $2}{RcT $3}{ car $4}
{Rnm $1}{RcT $2}{RcT $3}{ Ccar $4}
{Rnm $1}{RcT $2}{RcT $3}{PoT $4}
{Rnm $1}{RcT $2} {RcT $3} {PoT $4}
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Abstract. Multi-slot information extraction (IE) is a task that identify
several related entities simultaneously. Most researches on this task are
concerned with applying IE patterns (rules) to extract related entities
from unstructured documents. An important obstacle for the success in
this task is unknowingness where text portions containing interested infor-
mation are. This problem is more complicated when involving languages
with sentence boundary ambiguity, e.g. the Thai language. Applying IE
rules to all reasonable text portions can degrade the effect of the obsta-
cle, but it raises another problem that is incorrect (unwanted) extractions.
This paper aims to present a method for removing incorrect extractions. In
the method, extractions are represented as intuitionistic fuzzy sets (IFSs),
and a similarity measure for IF'Ss is used to calculate distance between
IFS of an unclassified extraction and that of each already-classified extrac-
tion. The concept of k£ nearest neighbor is adopted to design whether the
unclassified extraction is correct of not. From the preliminary experiment
on a medical domain, the proposed technique improves extraction preci-
sion while satisfactorily preserving recall.

1 Introduction

Information extraction (IE) is a process of identifying and extracting desired
pieces of information. Multi-slot IE is a special task of IE that extract related
pieces of information simultaneously and connecting them in a form of multiple-
field relational records. Most IE systems usually involve rule-based approaches,
which an IE rule is often represented in terms of a regular expression, e.g., WI
[1], CRYSTAL [2], LIEP [3], and WHISK [4]. Applying IE rules to documents
with unknown target-phrase locations tends to make false positives (incorrect
extractions), since these rules probably match with text portions that do not
convey information of interest. As such, several IE frameworks come up with
components to alleviate the detriment suffered by the aforementioned issue.
One approach to overcome the problem is removing inefficient rules [5,6].
An alternative approach uses the all IE rules and then eliminates unwanted
extractions [7-10].

© Springer International Publishing AG 2016
C. Sombattheera et al. (Eds.): MIWAI 2016, LNAI 10053, pp. 63-75, 2016.
DOI: 10.1007/978-3-319-49397-8_6
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64 P. Intarapaiboon and T. Theeramunkong

Recently, intuitionistic fuzzy set (IFS) [11] has been much explored in both
theory and application. Differing from representation of a fuzzy set (FS) [12],
an IF'S considers both the membership and non-membership of elements belong-
ing or not belonging to such a set. IFS is therefore more flexible to handle the
uncertainty than FS. Measuring similarity and distance between IFSs is one of
most research areas to which many researchers have focused. After Dengfeng
and Chuntian [13] gave the axiomatic definition of similarity measures between
IFSs, various similarity measures have been proposed continuously [14-19].
One of most applications of IFS similarity measures is classification problems.
Khatibi and Montazer [18] conducted experiments for bacterial classification
using similarity measures for FSs and IFSs. The results indicated that each
measure for IFSs outperformed that for FSs. Ye [19] cosine and weighted cosine
similarity measures for IFSs were proposed and applied to a small medical diag-
nosis problem.

By the success of research in IFS, especially similarity measurement, it is
anticipated that IFS technologies will contribute to improve performance of an
IE framework. This work presents an IFS-based method aimed to eliminate
incorrect extractions. The main contribution of this work is twofold: (i) how to
represent an extracted frame in terms of an IFS and (ii) how to apply a similarity
measure between IFSs for removing incorrect extraction.

The remainder of the paper proceeds as follows: Section 2 provides a literature
review about information extraction with incorrect extraction removal. Section 3
explains a pattern-based IE framework from Thai texts. Section4 reviews IFS
and similarity measures for IFSs. Section 5 presents our filtering method, then the
experiments is detailed in Sect. 6. Finally, Sect. 7 gives conclusions and outlines
future works.

2 Related Works

From a machine-learning viewpoint, the task of detecting false extractions can
be reduced to a binary classification problem. A classification can be constructed
to predict whether extractions are correct. In [7], biological events, each of which
consists of three slots—one interaction type, one effect, and one reactant—were
extracted from unstructured texts using a pattern-based strategy. In order to
determine whether an extracted event is correct, a maximum entropy classifier
is employed to assign one slot type to each slot filer in the event. When the slot
type of a slot filler assigned by the classifier is inconsistent with that by the IE
pattern the extracted event is discarded. Similarly, Intarapaiboon [8] proposed an
pattern-based IE framework to extract multi-slot frames. To improve precision
by removing false extraction, two extraction filtering modules were proposed.
The first module uses a binary classifier, e.g. naive bayes and support vector
machine, for prediction of rule application across a target-phrase boundary; the
second one uses weighted classification confidence to resolve conflicts arising
from overlapping extractions. In [9], linguistic patterns were used for extracting
medication information, including medical name, dosage, frequency, duration,
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and reason, from free-text medical records. Occasionally, medical records contain
side effects which are out of scope and usually extracted as reasons. A hand-
crafted semantic rule set was constructed and used to filter out such side-effect
statements.

3 Information Extraction from Thai Texts

This section briefly explains the idea of domain-specific information extraction
for Thai unstructured texts using extraction rules.

3.1 Preprocessing

By detecting paragraph breaks, a text document is decomposed into paragraphs,
referred to as information entries, then word segmentation is applied to all infor-
mation entries as part of a preprocessing step. A domain-specific ontology, along
with a lexicon for concepts in the ontology, is then employed to partially anno-
tate word-segmented phrases with tags denoting the semantic classes of occurring
words with respect to the lexicon.

In the medical domain, as an example, suppose we focus on two types of
symptom descriptions: one is concerned with abnormal characteristics of some
observable entities and the other with human-body locations at which primitive
symptoms appear. Figurel illustrates a portion of word-segmented and par-
tially annotated information entry describing acute bronchitis, obtained from
the text-preprocessing phase, where ‘|’ indicates a word boundary, ‘~’ signifies a
space, and the tags “sec,” “col,” “sym,” “org,” and “ptime” denote the semantic
classes “Secretion,” “Color,” “Symptom,” “Organ,” and “Time period,” respec-
tively, in our medical-symptom domain ontology. The portion contains three
target symptom phrases, which are underlined in the figure. Figure 2 provides a
literal English translation of this text portion; the translations of the three target
phrases are also underlined. Figure 3 shows the frame required to be extracted

i [Tsa i [wrios uda [nndiu| e~ [gile [dawlnalin g |[sec taume]|dlu|[col ddu1|~|

| [sym emadu][ii[u3vae|forg wihan]|ag|lu]nan[wiu~|[ptime 6-12 $u]|~[ii|[sym 1m7lo][au]

Wia|[sym a1mstiu][ii|forg molasa]|ag | win|~|[ptime 3-4 ﬁu]|~|v§ﬂm|am|ﬁ|qwmw|ﬁ'ﬂﬂ|uﬁmm|. ..

Fig. 1. A portion of a partially annotated word-segmented information entry

It is a disease that often begins after flu. A patient may have [col green] [sec mucus], and may

have a [sym pain] in his [org chest], which lasts [ptime 6-12 days], and a [sym cough] that leads to a

[sym pain] in his [org lower rib cage] lasting [ptime 3-4 days]. A patient may have regular health. ..

Fig. 2. A literal English translation of the partially annotated Thai text in Fig.1
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Target phrase: |ii|[sym oyn151§u]|#i[u5v0k|[org wii1an]|ag |lu|a|wis|~|[ptime 6-12 Tu]|
English translation: have a [sym pain] in his [org chest], which lasts [ptime 6-12 days]

Extracted frame: {Sywm [sym 81m3t3u]}{Loc [org nian] }{PER [ptime 6-12 1]}
English translation: {SYM [sym pain]}{Loc [org chest] }{PER [ptime 6-12 days]}

Fig. 3. A target phrase and an extracted frame

from the second underlined symptom phrase in Fig.1. It contains three slots,
i.e., SYm, Loc, and PER, which stand for “symptom,” “location,” and “period,”
respectively.

3.2 1IE Rules and Rule Application

A well-known supervised rule learning algorithm, called WHISK [Sodeland,
1999], is used as the core algorithm for constructing extraction rules. Figure 4
gives a typical example of an IE rule. Its pattern part contains (i) three trig-
gering class tags, i.e., sym, org, and ptime, (ii) four internal wildcards, and (iii)
one triggering word (between the last two wildcards). The three triggering class
tags also serve as slot markers—the terms into which they are instantiated are
taken as fillers of their respective slots in the resulting extracted frame. When
instantiated into the target phrase in Fig. 3, this rule yields the extracted frame
shown in the same figure.

Pattern: *(sym)*(org)*uiu *(ptime)
Output template: {Sym $1}{Loc $2}{PEr $3}

Fig. 4. An IE rule example

WHISK rules are usually applied to individual sentences. In the Thai writing
system, however, the end point of a sentence is usually not specified. To apply
IE rules to free text with unknown boundaries of sentences and potential tar-
get text portions, rule application using sliding windows (RAW) is employed.
Roughly speaking, by RAW, a particular rule is applied to each k-word por-
tion of an information entry one-by-one sequentially, where the window size,
k, is predefined depending on the rule. As shown in Fig.5, when the rule in
Fig. 4 is applied to the information entry in Fig.1 using a 10-word sliding win-
dow, it makes extractions from the [21, 30]-portion, the [33, 42]-portion, and the
[34, 43]-portion of the entry. Table 1 shows the resulting extracted frames. Only
the extractions made from the first and third portions are correct. When the rule
is applied to the second portion, the slot filler taken through the first slot marker
of the rule, i.e., “sym,” does not belong to the symptom phrase containing the
filler taken through the second slot marker of it, i.e., “org,” whence an incorrect
extraction occurs.
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| [21, 30]-portion I

.. |[col @din]|~|#|isym e1msiiul|itjus e forg wihan]|ag [ ilu|nar[win|~|[ptime 6-12 Ju]|. ..
18 19 20 21 22 23 24 25 26 27 28 29 30

. |fi|tsym amslo] i [sym e1madulfii|[org melasal|og|win|~|[ptime 3-4 Yul|~|§hs. ..
32 33 34 35 36 37 38 39 40 41 42 43 44
| [33, 42]-portion |
' [34, 43]-portion |

Fig. 5. Text portions from which extractions are made when the rule in Fig. 4 is applied
to the information entry in Fig. 1 using a 10-word sliding window

Table 1. Frames extracted from the text portions in Fig.5 by the rule in Fig. 4

Portion Extracted frame Correctness
[21,30] {SYM [sym axmsau]}{Loc [org w1an]}{PER [ptime 6-12 4]}  Correct
[33,42]  {SyM [sym eimsle]}{Loc [org mulasa]}{PER [ptime 3-4 Y]}  Incorrect
[34,43]  {SYM [sym eymsidu]}{Loc [org Mulase] }{PER [ptime 3-4 fu]}  Correct

4 Intuitionistic Fuzzy Sets and Their Similarity Measures

In this section, some basic concepts for IFSs and their similarity measures are
presented. For the convenience of explanation, the following notations are used
hereinafter: X = {x1,xs,...,2,} is a discrete universe of discourse and I F'S(X)
is the class of all IFSs of X . Atanassov [11] defined an intuitionistic fuzzy set A
in IFS(X) as follows:

A= {{z,pa(@),vale))le € X} (1)

which is characterized by a membership function p4(z) and a non-membership
function v4(z). The two functions are defined as:

pa: X —[0,1], (2)
va: X —[0,1], (3)

such that
0 <pa(z)+valr) <1, VreX. (4)

In the IFS theory, the hesitancy degree of z belonging to A is also defined
by:

ma(@) =1— pa(z) —va(z). (5)

Deﬁmtlon 1 [15]. A similarity measure S for IFS(X) is a real function S :

IFS(X) x IFS(X) — [0,1], which satisfies the following properties:

P1: 0< S(A,B) <1
P2: S(A, B) = S(B, A),VA, B € [FS(X),
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Table 2. Some similarity measures between IFSs.

Author FExpression
Dengfeng | S5(A4,B) = 1 — 2= /30 [0a(i) — @i (i)| where (i) = (s (x:)
and +1—uvp(x:))/2,k={A,B},and p=1,2,3,...

Chuntian [13]
Mitchell [15] | SF,(A, B) = 5 (pu(A, B) + ps (A, B)) where pu(A, B) = Sg(pa(wi),
ps(zi)) and pr(A, B) = Sq(1 = va(zi), 1 —vp(zi))

_ 1A na(z))pp(zi)trva(z)vp(z;)
Ye [19] So(4, B) = 5 2 i V2 (@) 4+ (2)y/ 03 () +vE (z;)

P3: S(A,B) = 1iff A= B,
P4: If AC B C C, then S(A,C) < S(A, B) and
S(A,C) < S(B,C), for all A,B, and C € IFS(X).

Let A = {(zi, pa(w:),va(zi))|z; € X} and B = {(zi, pp(2:), vp(@:))|v: €
X} be in IFS(X), Table 2 highlights some similarity measures between TFSs.

5 The Proposed Technique—IFS-Based FExtraction
Filtering

As the example shown in Sect. 3, RAW probably produces false extractions.
Hence, to improve the extraction accuracy, a method for removing unwanted
extractions is necessary. The idea behind our method for removing incorrect
extractions is based on the fact that if an internal wildcard! of a rule is instan-
tiated across a target-phrase boundary, then an incorrect extraction is made.
Predicting whether an internal wildcard is instantiated across a target-phrase
boundary can be regarded as a binary classification problem.

In our technique, an intuitionistic fuzzy set will be generated for each
extracted frame. Like k-NN, to determine whether an extraction E is correct
or not, a majority vote among the k nearest neighbors of the IFS corresponding
to F is applied, where a distance is calculated by an IFS similarity measure.
Given an IE rule r» with n internal wildcards, the precise steps of the proposed
method are detailed as follows:

5.1 Preprocessing
Vector-Based Document Representation.

(al) Apply the rule r into all information entries in the training corpus, whence
semantic frames are obtained.

L A wildcard occurs between the first and the last slot markers of a rule, called an
internal wildcard.
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(a2) For each internal wildcard, observe plain words in which the wildcard
instantiates during Step (al). These words are separated to 2 sets: one
containing different words only when correct extractions are made; and
the other containing those only when incorrect ones are made. For conve-
nience, Wk —and WF _ are referred to the former set and the latter set,
respectively, of the k-th internal wildcard.

(a3) Construct a feature vector corresponding to each extracted frame.
Denoted by

Vi=wvi vl ol

a feature vector observed when the i-th frame is extracted where v¥ is a

4-dimensional feature vector corresponding to the instantiation of the k-th
internal wildcard in the rule pattern, and ‘||’ refers to vector concatenation.
A feature vector of k-th internal wildcard is defined as:

k k ¢k ¢k
v; = | i1 z',2’fi,37fi,4]?

where fF,, fF,, fFs, and fF, are the length of tokens?, the number of
spaces, the number of plain words in W% . and the number of plain words
in W} . observed from the text portion into which the wildcard is instan-

tiated.

IFS-Based Document Representation. To convert a feature vector for
an extraction to an IFS, we propose one method which its conceptual idea is
explained as follows: Suppose A; = {(H Ff i (H Ff), vi(H Ff)>,} is an IF'S for
the vector V;, when j and k are indexes for feature types and internal wildcards,
respectively. In this work, u;(H Ff ) presents a confidential level to say that f{fj
in the feature vector of the i-th extraction is relatively high comparing to those
values of the same feature type, j, and the same wildcard, k, in the other feature
vectors. In contrast, v;(H Ff) does a confidential level to say that i’fj in the i-th
feature vector is not relatively high. The next example gives more details.

Ezxample 1. Assume a considered rule has two internal wildcard and there are
three extractions made by the rule. Let the feature vectors for these extrac-
tions be

Vi=1[521,3,1,1,00, V,=[1,0,1,0,1,0,1,0, V5=[21,0,1,3,1,0,1].

To interpret this situation, for the first extraction, the first internal wildcard
instantiates into a five-token-long text portion in which two tokens are white
spaces, one token is in W' . three tokens are in W} . It is worthy to note

cor) mce*
that the other token in the portion is in either W1 nWJ! or (Wl U Wl

cor mc cor ch)c.
Since fl, > f3, > f3,, the confidential level to say that the first internal
wildcard matches with a longer text portion for the first extraction than those for
the rest extractions. Hence, pui(HF}) > us(HF}) > po(HFY) and v (HEF}) <

v3(HF!) < vo(HFY}). 0

2 A token might be a word, a white space, or a symbol.
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Based on the idea discussed above, the process of transformation will be
formally explained. Given the universe of discourse

X ={HF!,HF} ,HF{ HF;} ... HF} HF) HF} HF}}.

Every value ffj in the vector-based representation of the i-th extraction is then
converted in terms of the three degrees of H F}" as the following steps:

(b1) fF; is normalized by:

e (6)
—k _y .
where X ; and sé? are the mean and the standard deviation, respectively,

of the feature type j for the wildcard k& over extractions. More precisely, if
E is the set of extractions made by the r,

e I
Yo 1= 1,]
and 12
|E| ~F
sk — Ez’:l(fi]?j B Xj )2 (8)
J |E| :

(b2) Denoted by p;(H Ff), a membership degree of H Ff with respect to the
extraction ¢ and the wildcard k is determined by a weighted sigmoid func-
tion: 1

pi(HE}) = rj—————, (9)
! T14e
where 0 < r;? < 1is a weight for HF).

(b3) Denoted by p;(H Ff), a non-membership degree of H Ff with respect to
the extraction ¢ and the wildcard £ is determined by a weighted sigmoid
function:

vi(HFF) = i ——— (10)
! P14 e 2
where 0 < f;‘f < 1is a weight for HFj.

(b4) Denoted by m;(HF}'), the hesitancy degree of the document ¢ with respect

to HF}“ is calculated by (5), i.e.,

mi(HF}) =1— p(HF}) — vi(HE}).

Ezxample 2. Assume a considered rule has two internal wildcard and there are
only three extractions made, i.e., V1, V3, and V3 as shown in Example 1. For
convenience, the extractions are gathered and represented in terms of the matrix
as below:

52131100
E=110101010
21013101
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Next, we compute the mean and the standard deviation for each feature type of
each wildcard, then the results are presented as the row matrices M and SD:

M = [2.67 1.00 0.67 1.33 1.33 0.67 0.33 0.33] ,
SD = [2.08 1.00 0.58 1.53 1.53 0.58 0.58 0.58] .

More precisely, each entry of M and SD is obtained by columnwise compu-
tation of F, e.g. the first entry of M is the average of the first column of E. By
the step (bl), we have the matrix Z containing the normalizing values:

1.12 1.00 0.58 1.09 —0.58 0.58 —0.58 —0.58
Z = 1-0.80 -1.00 0.58 —0.87 —0.58 —1.15 1.15 —0.58
—-0.32 0.00 —1.15-0.22 1.15 0.58 —0.58 1.15

Suppose that the weights rf and 77;-“ are equal to 0.8 and 0.9, respectively,
after applying (b2) and (b3), we have the membership and non-membership
degrees which are represented as the following two matrices, respectively:

[0.60 0.58 0.51 0.60 0.29 0.51 0.29 0.29]
D, = 10.250.22 0.51 0.24 0.29 0.19 0.61 0.29 | ,
10.34 0.40 0.19 0.36 0.61 0.51 0.29 0.61 |

[0.22 0.24 0.32 0.23 0.58 0.32 0.58 0.58]
D, = |0.62 0.66 0.32 0.63 0.58 0.68 0.22 0.58| .
10.520.45 0.68 0.50 0.22 0.32 0.58 0.22]

Finally, we can convert the feature vectors V1, Vg, and V3 to IFSs by using
D,, and D,. For instance, gathering the first row of the matrices, we can form
an IFS, namely [ F'S; corresponding to V'q:

IFS, = {{HF},0.60,0.22)(HF,},0.58,0.24), (HF},0.51,0.32), (HF},0.60,0.23),
(HF?,0.29,0.58), (HF$,0.51,0.32), (HF?,0.29,0.58), (HF?,0.29,0.58)}.

O

5.2 Extraction Classification

Recalling again that E is the set of all extractions—no matter whether each of
them is correct or not—when apply the rule r into the training corpus, by the
pre-process, we then have IFSs for those extractions. Let us refer them as I FSq,
IFS,, ..., IFSg.

To determine whether an extraction e; made by the rule r is correct or not, it
begins with representing e; in terms of an IF'S by the same values of parameters,
i.e., means, standard deviations, and weights, used in the training process. The
IF'S representation of e; here is referred to as I F'S;. Like the concept of k-nearest
neighbor classification, the extraction e; is classified by assigning the label which
is most frequent among the k IFSs corresponding to extractions in E nearest to
IFS}, where a distance is measured by an IFS similarity measure.
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6 Experimental Results

6.1 Data Sets and Output Templates

Information Entries. We constructed the corpus by gathering medicinal and
pharmaceutical web sites from 2759 URLs. The obtained data covers 474 dis-
eases and 770 medicinal chemical substances, with approximately 6600 and 3350
information entries, respectively. Disease information entries were divided into
3 data sets, i.e., D1, D2, and D3, based on their disease groups. D1 comprises
distinct information entries obtained from 5 disease groups, i.e., the circulatory
system, the urology system, the reproductive system, the eye system, and the ear
system; D2 from 6 groups, i.e., the skin/dermal system, the skeletal system, the
endocrine system, the nervous system, parasitic diseases, and venereal diseases;
D3 from 4 groups, i.e., the respiratory system, the gastrointestinal tract system,
infectious diseases, and accidental diseases. The collected information entries
were preprocessed using a word segmentation program, called CTTEX, devel-
oped by NECTEC, and were then partially annotated with semantic class tags
using a predefined ontology lexicon. Table 3 summarizes the characteristics of
the three data sets. The second column shows the number of information entries
in each data set. It is followed by a column group showing the maximum number,
the average number, and the minimum number of words per information entry
in each data set. The last two column groups of this table characterize the three
data sets in terms of the number of symptom phrases and their occurrences.

Table 3. Data set characteristics

Data set | No. of info. | No. of words per | No. of distinct | No. of symptom
entries info. entry symptom phrase occurrences
phrases
Max. | Avg. | Min. | MD1 | MD2 MD1 | MD2
D1 59 130 |44 |9 179 |77 213 |84
D2 56 146 |45 7 136 |66 160 |69
D3 58 140 |55 |8 161 |65 210 |73

Symptom Phrases and Output Templates. A collected information entry
typically contains several symptom phrases, which provide several kinds of
symptom-related information. Two basic types of symptom phrases, referred to

Table 4. Output templates and their meanings.

Type | Output template Meaning
MD1 | {OBS O}{ATTR A}{PER T} | An abnormal characteristic A is found at an
observed entity O for a time period T’

MD2 | {SYM SHLOC P}{PER T} | A primitive named symptom S appears at a
human-body part P for a time period T’
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Table 5. Target phrase information.

Type | Data set | No. of distinct | Target-phrase length | No. of target phrases
target phrases per info. entry
Max. | Avg. | Min. Max. | Avg. | Min.
MD1 | D1 90 11 3.5 |2 7 36 |1
MD1 | D2 136 11 34 |2 11 29 |1
MD1 | D3 160 14 33 |2 11 36 |0
MD2 | D1 80 15 4.1 |2 14 |0
MD2 | D2 66 13 43 |2 1.2 |0
MD2 | D3 65 13 3.8 |2 1.3 |0

as MD1 and MD2, are considered in our experiments. Table4 gives the output-
template forms for the two types along with their intended meanings. The slot
PER in the MD1 template is optional. One of the slots Loc and PER, but not
both, may be omitted in the MD2 template. Table5 provides some key char-
acteristics of each template type in the data sets, e.g., the number of distinct
symptom phrases, target-phrase lengths (in words), and target-phrase density.

6.2 Experimental Results

D1 was used as training set. All MD1 and MD2 symptom phrases occurring in
D1 were manually tagged with desired output frames and were used for rule
learning. The length of the longest symptom phrase observed when a rule yields
correct extractions on the training set is taken as the window size for the rule.
By applying the obtained rules to the information entries in D1 using RAW, an
[FS-based representation for each extraction was constructed when rf and Ff in
Eqgs. (9) and (10) were set based on statistical characteristics of the corresponding

wildcard instantiation by:

.k
1sj

1+s§C

N )

k =k
J

where S"f is the standard deviation for the feature type j of the wildcard k (see
Eq. (8)).

The proposed framework was evaluated on D2 and D3. Recall and precision
are used as performance measures, where the former is the proportion of cor-
rect extractions to relevant symptom phrases and the latter is the proportion
of correct extractions to all obtained extractions. Table 6 shows the evaluation
results obtained from using RAW without any extraction filtering and RAW
with the proposed filtering method using the similarity measures in Table 2, i.e.,
RAW + 57 RAW + 52, and RAW + Sc. In the table, ‘R’ and ‘P’ stand for recall
and precision, which are given in percentage. Compared to the results obtained
using RAW alone, regardless of which similarity measure is used, the IFS-based
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Table 6. Evaluation results

Type | Data set | RAW RAW + ST | RAW + S5, RAW + S¢
R P R |P R |P R |P

MD1 | D2 88.1160.388.1/93.4 86.3/93.9 |86.9|/97.9

D3 89.0155.3/89.0/93.0 |88.6|/94.9 |88.6|96.9

MD2 | D2 100.0 | 37.5/98.686.1 |98.6|84.4 |97.1|86.4

D3 98.631.9/98.683.2 |94.5|83.6 |97.3|87.6

filtering module improves precision while satisfactorily preserving recall for all
template types and all test sets. Among the three measures, it is clear that S
outperforms the others. On further analysis, we found that the precision values
for MD2 are significantly lower than those for MD1 because the variety of the
structures for the MD2 template is more than that for the MD1 template. There
are two optional slots for MD2, but only one for MD1, see their descriptions in
Sect. 6.1.

7 Conclusions and Future Works

From a set of manually collected target phrases, IE rules are created using
WHISK. To apply the obtained rules to unstructured text without predeter-
mining target-phrase boundaries, rule application using sliding windows is intro-
duced. An IFS-based filtering technique is proposed for removal of false positives
resulting from rule application across target-phrase boundaries. The experimen-
tal results show that the technique improves extraction precision while satisfac-
torily preserving recall. Further works include extension of the types of target
phrases and empirical investigation of framework application in different data
domains as well as different similarity measures.
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