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Abstract

This research work presents an encoding scheme for dual level access to digital
video broadcasting network. The broadcast signal is generated by encoding small information
into the main data in such a way that the resultant signal can be broadcast via a broadcast
channel without requiring extra bandwidth. At the receiver end, the received signal can be
decoded into two different sets of data, giving two different levels of access. The possibility
of empioying the scheme for practice use is investigated by a simulation method. The
encoding scheme is implemented with a DVB system, while the resultant signal is broadcast
through an AWGN channel. The scheme’'s performance is examined to determine how well it

performs in the presence of noise. Based on the simulation results, the possibility of using

the scheme in practice is discussed.

Keywords: Dual level access scheme, Direct sequence spread spectrum, Digital signal

processing



Problem Statement

Presently, some multimedia data, which is broadcast through a communication
;network, are not effectively used, for example, in digital video broadcasting services. Since
some programs are classified as pay-TV services, such programs will be protected by
scrambling technigues before broadcasting to every user in the network. Only the authorized
users who pay an extra fee can get access to those programs, while the rest cannot see
anything from those channels. This method does not give any value at all to other users who
have not paid for that particular program, since the allocated bandwidth is anly used for
broadcasting the protected signal to the authorized users, which may be a small group
compared to all users in the network. It will therefore be more efficient if we can devise an
encoding scheme in which the authorized users can access the protected signal and, at the

same time, the others "can receive something on the same channel, such as an

advertisement. However, both information to be broadcast should not extend the existing

allocated bandwidth.

Research Objective

In this research, we aim at developing such encoding scheme, which gives two
different levels of access to broadcast networks. The improved performance of the scheme is
achieved by the use of the error control codes. Furthermore, the possibility of implementing

the scheme in practice, with digital video broadcasting (DVB) systems in AWGN channel is

investigated.



Research Metrology

1. The encoding scheme based on direct sequence spread spectrum technique was
designed and constructed. The performance of the scheme was measured. All
parameters that effect the scheme's performance were identified e.g. the chip-rate
required in the encoding scheme and the Bit Error Rate (BER) in the decoded data. All
data used in the simulation were generated by a pseudo-random bit generator.

2. Various errors control Code; were studied and applied in the encoding scheme, in order
to determine the one that gave the highest improvement to the scheme i.e. the lowest
BER and chip-rate required in the encoding process.

3. The encoding scheme was examined for practical use by operating it in a presence of
noise. That is, the output signal from the scheme was broadcast through an AWGN
channel. The plots between Eb/No and the BER was used to represent the performance
of the scheme.

4. The encoding scheme was implemented with the digital video broadcasting (DVB)
systems by simulation method. The output signal from the scheme was also broadcast

through an AWGN channel. The performance in term of Eb/No and BER obtained after

applying the encoding scheme was presented and compared with the performance

obtained from the DVB systems alone.



Research Scope

In this research, we designed an encoding technique, based on direct sequence
spread spectrum, for dual level access to broadcast networks. The encoding scheme was
constructed and its operation was observed by simulation methed on Personal Computer
(PC). A suitable error contro! code was determined for improving the performance of the

scheme. The possibility of implementing the encoding scheme with the DVB systems was

investigated.

Equipment

This research was conducted at the Muitimedia Communications Laboratory, which is
a part of the Department of Computer Engineering at KMUTT. Most of the results were
obtained by running a number of simulations on Personal Computer (PC). The programming

language used in the simulation were Turbo C and MATLAB.
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i Description of the Scheme

Spread Spectrum (SS) systems have been developed since about the mid-1950, and
its characteristic can be described as follows [1]: “SS is a means of transmission in which the
signal occupies a bandwidth in excess of the minimum necessary to send the information;
the band spread is accomplished by means of a code which is independent of the data, and
a synchronized reception with the code at the receiver is used for despreading and
subsequent data recovery”. A;cording to its characteristic, a band spread signal can be
easily hidden within the same spectrum of another band spread signal, where each signal
appears to be noise to the other. The core component of these SS systems is a key-based
Pseudo-Random Sequence (PRS) generator. Since the signal is spread and modulated by a
PRS to produce a band spread signal, only those receivers equipped with correct PRS can
despread and recover the original signal. Although, at the receiver, the band spread signal
may be accompanied by noise, which is assumed to be completely random and
uncorrelated, by using a suitable demodulator with the correct PRS, this spread signal can
be squeezed back into the original signal.

The technique used to construct an encoding scheme for dual level access is based
on the concept described above. That is, the first band spread signal is obtained by
spreading the extra bits and then modulated with the PRS, while the second band spread
signal is merely the main data itself. To implement the encoding scheme in digital video
broadcasting applications, MPEG (Moving Picture Expert Group) based compressed video
signal is considered as the main data. The extra bits after being spread and modulated are

added to the main data. The result is then input to the channel encoder and modulator to

obtain the broadcast data. Given a key to reproduce the same PRS at the receiver end, the

11



axtra bits can be recovered from the data, which is already demodulated and channel
: jdecoded. Note that all errors occurring at this stage i.e. communication channel errors are
assumed to be detected and corrected by the channel decoder. This data will later be
subtracted by the recovered extra bits, which are already spread and modulated to obtain the

original like MPEG bit-stream. The block diagram of the encoding scheme is illustrated in

Figure 1.
Video I_—MPEG 5y _ &) Chanrel| | Modul. _’Broadcasl
Signal Encoder K Encoder odulator Signal
| (b,®p) |
Info. Spreading | (2 PRS i
—_— . & __’®‘—,___
(m) with cr @) !
| |
i a) Transmitter
Received_’_ Demo- | | Channel ry ) MPEG Video
Signal dulator Decoder i Decoder Signal
(b,ep)
| Note*
Integrator
o) = (m)
Note* Perform the same process as
at the transmitter to obtain b, e p,
b) Receiver

Figure 1. The block diagram of the encoding scheme



in the MPEG based compression scheme, the video sequence is compressed frame-
' by-frame using block based coding techniques, which apply some sort of transform coding

such as Discrete Cosine Transform (DCT). Basically, the encoder calculates the DCT of each

8X8 block, transforming that block into its frequency-based representation, and then applies

the processes of thresholding, quantization, zigzag scan, run-level-coding and entropy

coding. Note that, in the 8X8 transformed block, the coefficient in the top left corner
{coordinate: 0,0) which represz;nts null horizontal and vertical frequencies is called the DC
coefficient, whereas the rest of the coefficients are called AC cceefficients. According to the
MPEG compression standard, the incoming MPEG bit-stream will be split into header, side
information, motion vectors (for motion compensation) and DCT encoded data blocks [2].
Only AC coefficients are altered and used in our encoding scheme to carry the extra bits, in
crder to minimize the visible changes in the image frames. We now describe the basic steps
of adding the extra bits to the main data [3]. Firstly, the extra bits m, which consists of a set
of -1 and 1, are spread by a large factor, called chip-rate, to obtain the spread sequence b,
This sequence is then modulated via a multiply operation with a PRS (p). which consists of a
set of -1 and 1, and directly added to the AC coefficients extracted from the MPEG bit-
stream s, one bit per one coefficient (or block), where each s, block contains k bits. The
encoded AC coefficients t, t = s, + p,® b, is finally grouped with the header, side information,
motion vectors and DC coefficient to reconstruct the MPEG bit-stream.

At the receiver end, the recovery of the extra bits can be accomplished by correlating
the encoded AC coefficients t', extracted from the received MPEG bit-stream, with the same
PRS that was used in the encoding process. Correlation here is performed via a muitiply

operation, followed by summation over the width of the chip-rate. If the peak of the

13



l;orrelation is positive {or respectively, negative), the recovered bit is a +1 (or -1) (4]. These
[3xtra bits are then spread and modulated again with the same parameters used in the
r2ncoding scheme, before subtracting them from the encoded AC coefficients. Finally, the

‘esultant AC coefficients s’ are used to reconstruct the original like MPEG bit-stream.

As an example, let the main data be an image with the size of 512X512 pixels and
the chip-rate be 100. With this image size, there will be 258048 AC coefficients to carry the
extra bits. Then, the number az which extra bits can be added is 2580 bits. To increase the
number of extra bits, the chip-rate and the block size must be reduced. However, a smaller
block size implies a grealer likelihood that subtracting the extra bits from the encoded AC
coefficients will not give the original AC coefficients i.e. some errors are introduced to the
reconstructed image. In fact, it is shown in [1] that a smaller chip-rate implies a greater

likelihood of error occurred in the recovered extra bits.

Simulation Model

in this research work, two sets of experiment were conducted. The first one, which
consists of experiment 1, 2 and 3, focused on the worst case that the encoding scheme may
encounter. The experiment was carried out using simulation method, where both extra bits
and main data were generated by a pseudo-random bit generator. It should be noted that
generating the data to be used in the simulations can be accomplished by using a random
number generator. One that produces a uniform distribution of numbers on the interval 0 to a
maximum value is provided by a function rand( } in C language. Using this function, we can
say that any value less than half of the maximum value is a zero: any value greater than or

equal to half of the maximum value is a one, and then input into the constructed encoding

14



scheme. In contrary, the second one, which consists of the experiment 4 and 5, focused on

ealistic data, where .the gray-scale images with the size of 2562X256 pixels were considered
as an image frame from a video sequence, and used as the main data in the experiment. In
he first two experiments, however, the encoding scheme will be performed in an error-free
communication channel. That is, the errors that occurred in the main data come solely from

‘he need to remain within the bandwidth of the broadcast channel. The objective for doing

-

this is to focus on only the errors that occur in the recovered extra bits, which are mainly

related to the performance of the scheme.

Experiment 1: Performance of the enceding scheme

According to the encoding process, the addition between s; and p,® b, can be carried

out by five different meihods, yielding five operations, as follows:

i) L=s5+p®b,

i) {,=s5,ifs,=0and p®b, = -1,
ors,=(2-—1)and p,®b, =1,
Otherwise t,= s, + p,® b,

ii) {,=s,ifs,=0and p,®b, = -1,
otherwise £, = (s, + p,® b) mod 2"

iv) t,=s,ifs,= (2= 1) and p®b, = 1,
otherwise t, = (s, + p,® b) mod 2"

v) t,=(s,+p®b) mod 2"

15



Table 1 shows five possibilities of ¢t resulted from five different addition methods,

which can be used in the encoding process.

Table 1. Possible values resulted from five addition methods at block size k =2

r Method s +peb
s, _Q 0 1 1 2 2 3 3
peb = T T T T T A, O O B A I
Nt -1 1 0| 2 1 3 2 4
{ it 0 1 0 2 1 3 2 3
iy t 0 1 0 2 1 3 2 0
vy t 3 1 0 2 1 3 2 3
v} ot 3 1 0 2 1 3 2 0

As shown in Table 1, the method / produces some results that are out of the range of
the values that the original main data t, can represent. For instance, the value of 4 cannot be
represented by 2-bit number. Thus this method will not be considered and used in practice

since the increased bandwidth for broadcasting is required. For the remaining methods, the

different values of t, exist when performing the addition between s, = 0 and p,® b, = -1, or s,

= (2" -1} and p,® b, = 1. Hence, in this research part, the methods ii-v were used in the
simuiation, with the aim of demonstrating how an encoding scheme may be constructed as

well as how well it performs. The differences when applying each addition method were then

analyzed, based on the simulation results obtained.

16



Results and Discussions

From the simulation results, the smallest value of chip-rate, which gives no errors in
he recovered extra bits, using four different addition methods (ii-v) are shown in Table 2.

Note that the block size k was varied from 2-7 bits to represent up to 128 values.

Table 2: Values of chip-rate with no errors in the decoding process, at different block sizes

Chip-rate cr
Block Size k 2 3 4 5 6 7
Method Ji 46 110 455 1100 4150 12000
| Method /i 180 400 1450 5100 15200 45000
Method iv 210 410 1400 4500 16000 43500
Method v 04 (9 (94 94 a o

According to Table 1, it can be seen that the addition methed v provides reversible

decoding, i.e. by using the knowledge of p ® b, every value of t can be referred back to s, in
the same way as one-to-one mapping. However, as shown in Table 2. nc matter how large
the chip-rate is, when method v was used in the encoding scheme, the extra bits could not
be recovered. Since the inaccurate results obtained from the summation over the correlation
window in the decoding process, the decoder will give a wrong sign of correlation result, and
translate to a wrong value of m. This incident can be noticed by observing whether the

original main data is random or not. If so, it is most likely that the correlation results from the

summation process will lead to a wrong value of m.

17



A good example that verifies this notification can be seen from Table 1, where the

riginal main data s, is equally distributed, i.e. each value of s, has the same probability of

>ccurrence. It is obvious that the summation term of all possible values of t, X (p,® b) in

sach addition method is 8, 6, 3, 3 and 0, respectively. For example, in method i, the
summation term can be calculated as follows: (0X-1) + (1X1) + (0X-1) + (2X1) + {1X-1) +

3X1) + (2X-1) + (3X1) = 6. It can then be noticed that the larger the value of summation
erm, the smaller the chip—rate’ required to recover the extra bits correctly. This analytical
abservation is verified by the simulation results shown in Table 2. Therefore, the method v is
1ot used for the encoding process.

Now let's consider other addition methods i.e. methods Ji-iv. A problem occurs when
performing the subtraction between t' =0 and p®b = -1, or t’ = (2" — 1) and p,®b =1, since
the decoder will not be able to determine whether s’ is 0 or 1. This event gives the possibility
of making a wrong decision at the decoder up to 1/(2") %, where k is the block size of main
data used in the encoding process. However, when the addition methods /i was used, the
chip-rate required in the decoding process must be increased in order to prevent any error
occurred in the recovered extra bits. The results shown in Table 2 already verified this fact.
The same explanation can also be applied to the addition method iv.

From Table 2, it can be concluded that the addition method i gave the best
performance, i.e. it required the smallest value of chip-rate for correctly recovering the extra
bits. especially in the larger block sizes, compared to others. Therefore, from this point, the
addition method i will be used in our simulations to measure the performance of the
encoding scheme. Since the values of chip-rate shown in Table 2 were the smallest ones

that provide the recovered extra bits with no error, other values of chip-rate considered

18



‘esulted in different vatues of bit error rate, left in the recovered extra bits. These values and

‘he underlying line between the chip-rate and the BER are illustrated in Figure 2.

Chip-rate Vs. BER

1 10 100 1000 10000 100000
14OE+00 E T ™t l1llll| T T IT'I\!! I Illll! T ™ |—r1—rrJ| T T |£v:|fl‘ir rrate
10E-01 "- - 4‘\\'\*\\
1.0E-02 E \ \ y >\ \.
BER1 .0E-03 _:__ \ i A
1.06-04 — ‘ x
E \
1.0E-05 T
1.0E-06 I

-+ Block Size=2 -%- Block Size=3 Block Size=4 -~ Biock Size=5

=»— Block Size=6 —* Block Size=7

Figure 2. BER of the recovered extra bits at different block sizes

From the figure 2, it can be seen that a larger block size needs a bigger chip-rate to

retain the same BER. In addition, since one single bit error in the recovered extra bits

causes error propagation in the original signal, any value other than a large chip-rate will

result in a large BER. Therefore, according to the simulation results obtained, we conclude

that the encoding scheme shouid be operated with a small block size, in order to achieve the

optimal performance. In addition, the smallest value of chip-rate required in the encoding

process was 46, 110, 455, 1100, 4150 and 12000 for a block size of 2, 3, 4, 5, 6 and 7

respectively.
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Experiment 2: Improved performance from the use of error control codes

When the error control codes (ECC) are applied to the extra bits, before the
spreading process, it will of course reduce the main throughput by a constant value [5],
~hich one may think that this may be difficult to compensate by a smaller chip-rate in the
Jecoding process. To demonstrate that the error control codes can improve the performance
of the encoding scheme, various codes e.g. Reed Solomon, Binary BCH, Golay and

Zonvolutional codes are directly applied to the extra bits, and theirs performance are then

compared to the original encoding scheme’'s.

Results and Discussions

The benefit of using the error control codes was demonstrated, where the Reed
Solomon (15, 9) code was selected and used in the simulation. The plot between the smaller
value of chip-rate required when the RS (15, 9) code was used and the BER of the
recovered extra bits is illustrated in Figure 3.

To observe the improved performance of the encoding scheme, the plot between the
chip-rate and the BER of the scheme with and without the RS (15, 9) code at the block sizes

of 2 and 4 is illustrated in Figure 4. Moreover, the summary of efficiency improvement when

the RS (15, 9) code was used is given in Table 3.
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- Table 3. Efficiency improvement when the RS (15, 9) code was used at different block sizes

Block Size k 2 3 4 5 6 7

Efficiency (%) 33.33 33.33 39.07 38.89 46.08 4417

It can be seen from Figure 3 and 4 that the error control code used in the encoding
scheme provides a smaller value of chip-rate. Although the RS (15, 9) code reduces the
amount of extra bits to be added to the main data by 40 %, the improvement in total can still
be obtained. As Table 3 shows, up to 46.08 % improvement was achieved when the
encoding scheme was operated with the RS (15, 8) code at the block size of 6. To determine
the type of error control code that give the best performance, the performance comparison of
the encoding scheme with various types of error control code, i.e. RS (255, 239), RS (15, 9),
BCH (31, 21). Golay (23, 12) and % rate Convolutional codes, at the block size of 4 is
Hlustrated in Figure 5. Note that the performance carves were plotted in such a way that the

amount of main data required to convey the fixed number of extra bits was varied upon the

type of error control code used in the encoding scheme.

It can be seen from Figure 5 the Y% rate convolutional code gave the best
performance, compared to the others, and hence will be selected and used in the encoding
scheme from now on. The summary of efficiency improvement in term of number of extra bits
that can be added to the main data, when the ¥ rate convolutional code was used, is given

as an example in Table 4.
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Figure 5. Performance comparison of the scheme with different error control codes at the

Table 4. Number of extra bits to be added with and without the % rate

convolutional code at different block sizes

If main data = 10Mbit/s,
Block size the number of extra bits we can add
With ECC Without ECC
3 51 kb/s 28 kbfs
4 16 kb/s 5.4 kb/s
5 2.7 kbls 1.3 kbis
6 520 bit/s 333 bit/s
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According to the simulation results obtained, it can be concluded that with the use of
arror control codes the encoding scheme give a better performance when operating with a
larger block size. In other words, the error correcting codes would be very useful when the
encoding scheme is operated with a large block size. However, the value of the chip-rate
required for large block size is enormous and this choice should be carefully considered. In
addition, the %2 rate convolutional code is the most suitable one since it gave superior

performance compared to the others.

Experiment 3: Implementing the scheme in AWGN channel

After an appropriate error control code that gives the best performance was found,
the encoding scheme will then be simulated in a broadcast channel. At this step, the
resultant signal from the encoding scheme is encoded again by the channel coder before
broadcasting through an Additive White Gaussian Noise (AWGN) channel. We chose the
AWGN channel since it is a type of noise that most communication systems encounter [6].

The block diagram of the model used in the simulation is illustrated in Figure 6.

Main Data -] Channel > Encoding
Encoder Scheme .
AWGN
Channel
Main Data <] Channel Decoding < I
Decoder Scheme

Figure 6. Block diagram of the simulation model in an AWGN channel



in this part, the performance of a transmission system implementing our encoding
scheme is evaluated in order to observe whether the channel decoder can detect and correct
the errors which occur at the receiver's side, whether from the communication channel or the
decoding process or not. The channel coders used in the simulation are as follows:

RS (255, 239), BCH (31, 21) and % rate Convolutional codes.

Results and Discussions

When the extra bits, which already encoded by the % rate convolutional code, was
added to the main data, the resuitant signal was then encoded by the RS (255,239,8), BCH
(31,21) and 2 rate Convolutional code before sending it to the AWGN channel, and the plots
between the BER and the E, /Ny at various block sizes for each type channel coder are

illustrated in Figure 7, 8 and 9, respectively.

Eb/NO VS. BER - RS{255,239)

0aQ 20 <0 &Q a0 0o 120
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From the above Figures, it can be seen that the error rate occurred in the output
signal from the system implementing the encoding scheme was larger than the one from the
system without the scheme. This is because of the combination between the errors from the
communication channel and the decoding process was too large to be detected and
corrected by the channel decocders. However, when the value of E, /Ny was increased the
BER became smaller, especially with the larger block size. According to the results, it can be
concluded that, when implemeﬁting the encoding scheme with an application in a broadcast
channel, the scheme should be operated with a large block size. Furthermore, the
performance is getting worse since the numbers of errors that the channel decoders cannot

correct is grater than that of the application without implementing the scheme.

Experiment 4: Implementing the scheme with digital video broadcasting system

In this part, the performance of the encoding scheme is evaluated for practical use by
implementing the scheme with the DVB system, where a powerful error control scheme, or
the concatenated error control scheme, is used. Commonly, the error control scheme in the
DVB comprises three stages of forward error correction (FEC) coding, namely, outer coding,
interleaving and inner coding, followed by a modulation stage where Quadrature Phase Shift
Keying (QPSK) is chosén. Normally, the RS (204,188) is used as an outer code, while the 2
rate Convolutional code is used as an inner code [7]. Figure 10 illustrates the concatenated

error control scheme.
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Figure 10. Concatenated error control scheme
In the simuiation, the output signal from the DVB system is again broadcast through
an AWGN channel. The performance of the DVB system implementing the encoding scheme
is evaluated in order to observe whether the concatenated error control scheme can detect

and correct all errors which occur at the receiver's side or not.

Results and Discussions

A plot between the BER and the Eb/NO when implementing the scheme at different
block sizes in the DVB system is illustrated in Figure 11. Note that in this plot, to observe the
worst case that the encoding scheme may encounter, both extra bits and main data were

generated by a pseudo-random bit generator. The next step, we used the MPEG bit-stream

as the main data, and its plot is illustrated in Figure 12.
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Figure 11. Performance of the encoding scheme in the DVB systems at different block sizes,

using pseudo-random bits as main data
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From both Figures, it can be seen that errors occurred in the resultant signal were
juite high, compared to the DVB system alone. For example, in Figure 11, at BER of 104
ind the block size of 6, the encoding scheme required more Eb/No, approximately 3.5 dB, to
ichieve the transmission of extra bits without requiring extra bandwidth. Although the scheme
1sed the MPEG bit-stream, which contained some redundancies as the main data, it still
‘equired at least 3 dB of Eb/No to achieve such goal. However, it should be noticed from the
simulation results that, when in;piementing the encoding scheme with the DVB system, the

scheme operating with a larger block size gave better performance.

Experiment 5: Quality of the resultant images

Since we cannot correct all errors occurred in the main data, caused by the symbol-
mapping problem in the decoding process, such errors will be left in the main data with an
assumption that the errors in the improperly compressed data would be unobservable by
Human Visual System (HVS). In the MPEG based compression scheme, the video sequence
is compressed frame-by-frame. To observe the quality degradation, a number of images
having different various textures, such as Airplane, Tiffany, Splash, etc. were used. The
MPEG based compression method for Intra-frames (reference frames) of a video sequence
was used to prepare the testing images in compressed form. The quality of the decoded
image was evaluated by the value of PSNR obtained from each image frame at various

block sizes. Basically, the PSNR can be determined by the following equation.

2552
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where N is total number of pixels within an image frame, Pyg (X, ¥) @and Ppoq (X, Y)
are the values of pixel (x, y) in the original and modified images, respectively. According to
the equation, high value of PSNR implies that the quality of the modified image is as close

as that of the original one.

Results and Discussions

-

Table 5 and 6 show the smallest value of chip-rate required and the maximum
number of extra bits that can be added, at various block sizes for each type of image,

respectively.

Table 5. The smallest value of chip-rate required at various block sizes

Chip-rate required to recover the added bits correctly
Image Block Block Block Block Block
Frame size of 3 size of 4 size of 5 size of 6 size of 7
Airplane 20 65 235 320 1880
Tiffany 20 75 220 620 2300
Splash 22 55 168 580 2000
Boats 20 95 270 480 1200
Barbara 18 68 245 560 1300
Average 20 72 228 512 1738
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Table 6. The maximum number of added extra bits at various block sizes

Number of extra bits that can be added (bits)
Image Block Block Block Block Block
Frame size of 3 size of 4 size of 5 size of 6 size of 7
Airplane 3267 1008 278 204 16
Tiffany 3267 873 297 105 16
Splash 2978 1191 390 112 20
Boats 3276 698 242 136 22
Barbara 3640 693 267 117 26
Average 3285 892 294 134 20

In this simulation, the case of 2-bit block size was omitted because the remaining
errors from the use of 2-bit block size was too high to be used in practice i.e. nearly one
fourth of the main data’s size. Also we omitted the case of 8-bit block size because we could
not get the considerably improved performance with more than 7-bit. From the results, we
can see that the performance of the encoding scheme \;ras significantly improved when
impiemented with the realistic data. For instance, the smallest value of chip-rate required to
recaover the extra bits correctly, at the block size of 4, was reduced from 455 to 95 (at the
worst case). This resuited in the increasing number of extra bits that can be added in the
main data by up to 4.8 times.

As stated earlier, there will be some remaining errors around 1/(2“) % in the main

data. This error rate can be improved by increasing the block size used in the decoding



;
process. To observe how much the remaining errors effect the quality of the main data i.e.

the image frame, the values of PSNR obtained from the resultant images are measured and

.the results are shown in Table 7.

Table 7. The values of PSNR obtained from the decoded image at various block sizes

i Peak Signal to Noise Ratio (dB)

tmage Block size Block size Block size Block size Block size

Frame of 3 of 4 of 6 of 6 of 7
Airplane 51.0898 51.0502 51.1261 51.0571 54.1345
Tiffany 50.0815 50.9584 51.1394 51.2789 54.0508
Splash 51.0580 51.0352 51.1021 50.9992 54.0674

Boats 51.0922 51.0688 51.1027 51.5036 54.6165
Barbara 51.0905 51.0746 51.0528 51.2181 54.0342
Average 50.8824 51.0374 51.1046 51.2114 54.1807

From Table 7, when increasing the block size from 3 to 7-bit, the PSNR of the
resultant image frame was improved by 3.3 dB, on average. However, in the worst case at
the block size of 3, we could not notice any visual differences between the original and the
resuitant images. From the experimental results, the average value of PSNR obtained at the
block size of 3 was above 50 dB, which is considered as a very good quality image.
Examples of the images with the remaining errors resulted from the decoding process at

various block sizes are illustrated in Figure 13.



Figure 13. The resultant image ‘Airplane’ at various block sizes

(a) original image (b) block of 3 {c) block of 5 (d) block of 7

It can be seen that although the encoding scheme operated with a larger block size
gave lower error rate in the resuitant images, the errors occurred from a smaller block size
do not have any visual effect to the human eye. Therefore, operating the scheme with a
small block size is the best choice, and should be selected for practical use e.g. in the digital

video broadcasting networks.



 Conclusions and Future Work

A method of constructing an encoding scheme for dual level access to broadcasting
network, based on the direct sequence SS technique has been presented in this research
work. It was also shown experimentally and analytically that our encoding scheme could be
. used for transmitting extra bits, together with the broadcast data in compressed form. The
| number of extra bits to be added in the main data depends on the block size k, the types of
error control code used in the (;ncoding scheme and the characteristics of the main data i.e.
texture. The experimental results showed that, at the block size of 3 with {(15,9) RS code, up
to 0.627 % of the main data can be transmitted without requiring extra bandwidth. Since
there were some errors up to 1/(2") % remaining in the main data, the quality of the main
data in term of PSNR was degraded. The experiments showed that the PSNR values
obtained from the resultant images, which were used as the main data, were approximately
50-54 dB, depending on the block size used. However, the human visual system i.e. human
eye could not notice any visual degradation. In summary, we have shown the possibility of
implementing in practice the concept of dual level access in digital video broadcasting
networks. Further work can be carried out by simulating the scheme in the presence of
noises in various communication channels such as Rayleigh fading channels, or in some

applications with employ an efficient channel encoding technique, and observe its

performance.
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Objective: To develop an encoding scheme that gives two levels of access to the received signal in the
broadcasting networks. Moreover, the implementation of the scheme with the digital video broadcasting

(DVB) systems in AWGN channel is considered and invesligated.

Method: An approach based on direct sequence spread spectrum technique was used to construct an
encoding scheme for adding the extra information bits into the main data, without requiring additional
bandwidth for broadcasting the resultant signal. In the decoding process, the extra bits are first recovered
from the received signal, and later used to recover the main data. Hence , the received signal can be

decoded into two different sets of data, giving two different levels of access.

Result: From the simulation results, after applying the developed encoding scheme with the DVB-T

system in AWGN channel, its performance was measured and illustrated below.
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Figure 1. Performance of the encoding scheme in the DVB-T systems at different block sizes

Conclusion; Up to 0.627 % of the main data can be transmitted without requiring additional bandwidth.
Since there were some errors up to 1/(2 J‘) % remaining in the main data, its quality was degraded.
However, the results showed that the PSNR obtained from the resultant images, which were used as main

data, were approximately 50-54 dB, depending on the block size used . Nevertheless, the human visual

systemn i.e. human eye could not notice any visual degradation.
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ABSTRACT

An encoding scheme based on direct sequence spread spectrum technique, for
conveying some extra bits in pay-TV services, with no increase in bandwidth is
described in this paper. By adding small information into the encrypted video signal to
generate the output signal for transmission, any subscriber 1s allowed to view this
information, while only the subscribers with the decryption key can view the encrypted
content. The scheme’s efficiency was improved by applying error control codes to the
information bits before the encoding process. The scheme was examined by simulation
method and its performances with various error control codes were measured. The
improved scheme was tested for the practical use purpose by transmitting the encoded
MPEG stream through an AWGN channel to observe its performance.

INTRODUCTION

An advantage of communications over the broadcasting network 1s that the
transmitted signal from a source station can be received simultaneously by many
destination stations. Digital TV broadcasting is one of many applications that uses this
advantage. Since some digital TV programmes are pay-TV services, they will be
encrypted before transmitting to every subscriber. Only the authorised subscribers who
pay an extra fee can get access to those programmes. This technique does not give any
value at all to other subscribers who have not paid for that particular programme. The
allocated bandwidth is only used for broadcasting the encrypted signal to the authorised
subscribers, which may be a small group compared to all subscribers in the network. It
will be more efficient if we can devise an encoding scheme in which the authorised
subscribers can access the encrypted signal and, at the same time, the other subscribers
can receive something on the same channel, such as an advertisement. However, the
scheme should not extend the existing allocated bandwidth.

In this paper, we describe such an encoding scheme that gives two levels of access
to the subscribers in the broadcasting network, as referred to dual level access scheme
(Amornraksa et al. 1999). A technique based on direct-sequence spread spectrum
communications 1s used to add specific information i.e. advertisements, referred to as



extra bits. to the access-Iimited signal. which 1s protected by encryption techniques.
With this scheme, the allocated bandwidth for broadcasting 1s utilised more etticiently,
and then more benetit 1s given to both the service providers. through advertising, and all
subscnbers in the network. since there will be programmes which they are not
authorised to access but can see adveruised. In the next Section. the methed of
constructing the encoding scheme 1s explained. The details ot the encoding scheme are
described. including the theory behind its operations. Secuion 3 describes the simulation
model and tvpes ot data used to evaluate the pertormance ot the scheme. The results
from simulations and discussions are then given in Section 4. Finally. the last Section
provides some concluding remarks.

BACKGROUND

In spread spectrum commumcations (Pickholtz et al. 1982, Lee 1939). a low-level
wideband signal can easily be hidden within the same spectrum as a high power signal
where each signal appears as noise to the other. The heart of these spread spectrum
systems 1s a pseudo-random binary sequence (PRBS). For these direct sequence spread
spectrum systems. the orniginal baseband signal 1s mulitplied by the PRBS to produce a
new bit stream. Only those recervers equipped with the correct PRBS can decode the
original baseband signal. At the receiver, the low level wideband signal will be
accompanied by noise. and by using a suitable detector demodulator with the correct
PRBS. this signal can be squeezed back into the onginal narrow baseband. Because
noise 1s completely random and uncorrelated. the wanted signal can easilv be extracted
{Dixon 1994).

Apart from applications 1n wireless communications. the direct sequence spread
spectrum technique 1s widely used in digital watermarking applications such as 1n (Cox
et al. 1997, Hartung et al. 1998, George et al. 1999). By spreading the information bits
and modulatung them with a PRBS. the spread signal can be obtained. This signal is
then embedded in the video signal, below the threshold of perception. The recovery of
the embedded signal can be accomplished by correlating the moditied video signal with
the same PRBS that was used in the process of constructing the spread spectrum signal.
Correlation here 1s demodulation followed by summation over the width of the chip-
rate, that is, the number of blocks over which each information bit is spread.

Based on this concept, an encoding scheme for transmitting extra bits via a
broadcast channel can be constructed. That is. some extra bits will be added into the
encrypted video signal before the transmission process takes place, so that at the
receiver end, they will be first extracted from the received signal and then used to
recover the encrypted signal. These extra bits can be utilized in some ways such as
transmitting some advertisements. Beside the benefit to the other subscribes, these extra
bits can also be beneficial to various applications in many ways. For instance. they may
be used to enhance the quality of the transmitted image or transport a control signal.

DESCRIPTION OF THE SCHEME

In digital communication systems, channel coding is normally applied to the
modulated signal before being transmitted, and this signal is considered as the encrypted
video signal in our encoding scheme. Using a similar technique to that proposed in
(Hartung et al. 1998), the extra bits will be added to the encrypted signal after the
channel coding process to obtain the resultant signal for transmission. Given a key to
reproduce the same PRBS at the receiver end, the extra bits can be recovered. The



encrvpted signal can then be recovered by subtracting the extra bits trom the received
signal. Any errors which oceur at this stage such as communication channel errors may
be detected and corrected by the channel decoder. The operation of the encoding
scheme 1s shown i figure below. )
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Figure |. The operation of the Encoding Scheme

The basic steps of adding the extra bits to the encrypted signal are now described.
We denote the sequence ot extra bits we want to add to the encrypted stgnal by m;, m, €
{-1. 1}. This discrete signal 1s spread by a large factor cr, the chip-rate. to obtain the
spread sequence (&), b, = m,, je ¢r < i < (j+1) o ¢r. The spread sequence is then
modulated with a PRBS (p). p, € {-1. I} and added to the encrypted signal s,, where
each s; block containing 4 bits, to vield the transmitting signal (s ). s, = s, + p; @ b..

At the receiver, the recovery of the added bits is easily accomplished by multiplying
the received signal with the same PRBS (p)) that was used in the encoder. The
surnmation over the correlation window, 1.e. over cr, 15 as follows:

(/+Decr-1 (st ecr-d - (fHrDecr-t
r= D pes. = D opes,+ Y pleb (1
1= ecr 1= per 1= ey

The first term on the nght-hand side of (1) vanishes if p; and s; are uncorrelated, and
then > /""" =0 (Stark et al. 1986). Since p,” = 1. 7; ideally becomes

1= jecr

¢ erem @

and the recovered information bit ;= sign (r ).



As an example, let the bit-rate of the encrypted signal be 10 Mb/s, the chip-rate ¢cr =
500 and let the block size k be 4 bits. Then, the rate at which extra bits can be added
after the channel coding process is 5 kb/s. With this bit-rate, the extra bits could be an
image signal. for instance, in a compressed form transmitted every 30s or so. Hence, we
can transmit the total bit-rate of 3.005 Mb/s_within the existing bandwidth allocation of
10 Mb/s.

To increase the bit-rate of the extra bits, the chip-rate and the block size should be
reduced. However, a smaller block size implies a greater likelihood that subtracting the
extra bits from the received signal will not give the encrypted signal. [n addition, a
smaller chip-rate implies a greater likelihood of error in decoding the extra bits. To
reduce this latter likelihood of error, an error control code can be applied to the
mformation bits before the spreading process.

SIMULATION MODEL

Simulations were carried out using C programming language. The block size & was
varnied from 2-7 bits to represent up to 128 values. The chip-rate was varied from 0 to a
value that gives no error in the extracted information. However, it ts obvious that some
results from the addition of 5, and p; e b, are out of range of the values that the encrypted
signal can represent, and thus more bandwidth will be required for transmitting the
output signal. In order to keep the output bit-rate constant, the addition of s,and p; ¢ b; 1s
performed as follows:

s,=s,ifs;=0and p, » b, = -1,
0r5,=(2k—1)andp, o ph, =1
Otherwise s, =5, + pi @ b, (3

When the error control codes are applied to the extra bits, it will of course reduce the
main throughput by a factor &/n, which one may think that this may be difficult to
compensate by a smaller value of chip-rate in the decoding process. To demonstrate that
the error control codes can improve the performance of the encoding scheme, various
codes are applied to the extra bits before performing the spreading process, and theirs
performances are then compared to the one without the codes. For example, Reed
Solomon codes, Binary BCH code, Golay code and Convolutional code with rate 1/2
and K = 7. Consult (Sweeney 1991, Lin et al. 1983), for those who are not familiar with
the subject.

At this step of our simulations, however, the encoding scheme will be performed in
an error-free communication channel. That is, the errors that occurred in the encrypted
signal came solely from the need to remain within the bandwidth of the transmission
channel. The objective for doing this 1s to focus on only the errors that occur in the
extracted information bits, which are mainly related to the performance of the scheme.
In addition, the data used as extra bits in the experiments was pseudo-randomly
generated by a function rand( ) in C language, while the MPEG encoded stream was
used to carry the extra bits. Both types of data will then be input into the constructed
encoding scheme as described in the Figure 1.

After the proper code that gives the best performance is found, the scheme will be
simulated in a communication channel. The generated Additive White Gaussian Noise
(AWGN) channel will be added to the transmitted signal since it is a type of noise that
most communication systems encounter (Michelson et al. 1985). This time, the channel
encoder is also applied to the encrypted signal in order to observe the performance of



the entire system. The results from the simulation will be shown by a plot of the BER

versus the Ew/Ng. The simulation model used in the experiments i1s shown in figure
below.

Encrypted Channel Improved
. rov
Signal Encoder EgnLhOdmg —i
Scheme
| AWGOGN
Channel
Encrypted Channel [Improved ‘__[
‘_ YR :
Signal Decoder Decoding
N Scheme

Figure 2. Simulation model in an AWGN channel

SIMULATION RESULTS AND DISCUSSIONS

From the simulation results, the smallest chip-rate without errors after the decoding
process was 46, 110, 455, 1100, 4150 and 12000 for a block size of 2, 3,4, 5, 6 and 7
respectively. It can be seen that the smaller the block size, the larger value the chip-rate
required to recover the information bits correctly. For these block sizes, other values of
the chip-rate considered resulted in different values of Bit Error Rate (BER) in the
extracted information bits, and these values and the underlying line are shown in the
figure below.
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Figure 3. Bit error rate of extracted extra bits at different block sizes



From the figure. it can be seen that a larger block size needs a bigger chip-rate to
retain the same BER. In addition. since one single bit error in the extracted intormation
causes error propagation 1n the encrypted signal. anv value other than a large chip-rate
will result in a large BER. To further improve performance of the scheme, the error
control codes were applied to the information bits before the spreading process. This
reduced the amount ot data rate to be embedded in the encrypted signal by a tactor i/n.
However. the amount of chip-rate required in the decoding process was decreased, and
this resulted in an improvement in etficiency for the entire system. The smaller values
of the chip-rate, when applied the error control codes. that gave different values of BER
in the extracted extra bits are shown 1in figure 4, 5, 6 and 7 for the block sizes of 3, 4, 5,
6 respectively.
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Figure 4. Bit error rate of extracted extra bits when the error control codes are applied,
at the block sizes of 3
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Figure 6. Bit error rate of extracted extra bits when the error control codes are applied,
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Figure 7. Bit error rate of extracted extra bits when the error control codes are applied,
at the block sizes of 6

It obviously shows, from the figures above, that the error control codes provide the
smaller values of the chip-rate. It can also be seen the convolutional code gave the best
performance, compared to the others, and hence should be the first choice to be used in
practice. To illustrate the benefits of using error control codes, the number of encrypted
data (symbol) which is used to convey the extra bits is plotted against the BER. Figure 8
shows the performance comparison of the encoding scheme with and without the error
control codes at the block size of 4.
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Figure 8. Performance comparison between the scheme with and without the error
control codes at the block sizes of 4

To observe the performance of the scheme when implemented in the AWGN
channel, the simulations were conducted according to the model in figure 2. In the
figure 9 and 10, the plots of the BER versus the Ey/Ny for the scheme using binary BCH
(31, 21) code and the convolutional code with rate 1/2 are given.

Eb/No Vs. BER of BCH (31,21) code Eb/No
200 400 5 00 800 10 00 1200
1.0E+00 — r—— ———— T T —
1 QE-01 e
‘_‘—“\—4
10E02 Ea— \’\k\\x—%
T - \'\F__‘_“
5 oeos . =
e '\\'——‘0
! 0E-04 \\\ )
1.0E-05
K
1 QE-06
—— Block Size = 3 —8— Block Size = 5 Biock Size =6 *-Block Size =7 —%— No Scheme in AWGN Channel

Figure 9. Performance comparison when the scheme is implemented with the binary
BCH (31, 21) code in the AWGN channel at various block sizes
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Figure 10. Performance comparison when the scheme 1s implemented with the
convolutional code with rate 2 1n the AWGN channel at various block sizes

From both figures, it can be seen that errors occurred at the output of the original
signal were larger than the ones occurred from pure AWGN channel. This is because of
the unrecoverable errors remained in the data after decoding process. However, when
the value of Ey/Ng was increased the BER became smaller, especially with the larger
block size. It can be noticed that the scheme operated with a larger block size gave
better performance. Nevertheless, the value of the chip-rate required for large block size
is enormous and this choice should be carefully considered. From the obtained result so
far, the proposed scheme is not fit well when implemented in the AWGN channel.

CONCLUSIONS

In this paper we have shown a method of constructing an encoding scheme based on
the direct sequence spread spectrum technique for transmitting the extra bits in pay TV
services. We have also shown experimentally that the scheme’s performance was
improved by applying the error control codes to the information bits before the
encoding process. Although its performance was not quite impressed when
implementing in the AWGN channel, our approach has showed an idea of how to utilize
the existing allocated bandwidth in a more efficient_way. Moreover, in practice the
concatenated codes will be used as a channel encoder in broadcasting service such as
Digital Video Broadcasting (DVB), which has much better performance than the stand-
alone one used in our experiments. Finally, further work can be carried out by focusing
on DVB applications and different kinds of noise occurred in communication systems.
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ABSTRACT

In this paper, we consider the cncryption of large
amounts of data using an asymmetric algonithm. A new
encryption method to reduce the complexity in the
- encryption process that maintains the secunty level of
the entire system is presented. A discrete linear
ransform is used to prepare the plaintext before being
encrypted. Only a small portion of the data is to be
encrypted and the encrypted data is then used to protect
the remaining data. This method can significantly reduce
encryption time and is suited for applications requiring a
high encryption rate.

Keywords:  Cryptography,  Encryption  Method,
Asymmetric Algorithms, Discrete Linear Transform,
Security.

1. INTRODUCTION

The advantage of asymmetric algorithms over symmetnc
algorithms is that one of the key pair can be made public
50 that anyone can use that public key to encrypt or to
authenticate a message. However, since the secunty of
asymmetric algorithms depends on the difficulty of
mathematical problems, most of the algorithms require
complex computations, typically involving raising a
large number to a large power. The RSA (Rivest-Shamir-
Adelman) algorithm [1] is an example. It is generally
100 to 1000 times slower than block symmetric
algorithms such as DES (Data Encryption Standard) (2,
3. This drawback sometimes makes asymmetnc
algorithms impractica} for encrypting large data sets
such as a database, or applications with a high bit rate
such as digital TV services.

Conventionally, asymmetric algorithms are used to
encrypt the secret key of a symmetric algorithm and that
symmetric algorithm with the secret key is then used to
encrypt the data. This is known as the principle of hybrid
cryptosystems. Besides hybrid method, there are many
encryption schemes for speeding up the encryption
process, such as those proposed in [4, 5, 6]. In (4] ‘the
authors proposed a new scheme for block encryption,
allowing the en/decryption of arbitrarily long messages,

but performing en/decryption on only a single block,
where the rest of the message is only processed by a good
scrambling function, while [5, 6] suggested a design
where scrambling via hashing is done prior to partial
encryption as in [4]. Anyhow, our approach is different
from them since we employ asymmetric algorithms
directly in data encryption, in a more efficient way.
Instead of encrypting the entirc data, we pseudo-
randomly extract a small portion of that data to be
encrypted. The encrypted portion of the data is then used
to protect the remaining data. To obtain the original
data, one needs to decrypt this encrypted part. That is,
the security of the system depends only on the encrypted
part.

Another interesting technique is based on the All-Or-
Nothing Transform (AONT) [7, 8], where the AONT 1s
applied to the blocks of message before performing the
encryption. An adversary now cannot find out any
information about any block of the message without
decrypting all the blocks of the ciphertext. To make it
more efficient, instead of encrypting the whole message
block by block, we can apply AONT to it, and encrypt
just some of the output blocks. This technique is quite
similar to ours, except we use the ciphertext of the
transformed extracted information to create the final
ciphertext via an adding operation.

In this paper, we consider the case where a large amount
of data is required for encryption by an asymmetric
algorithm. Based on the approach previously described,
an encryption method, in which block encryption
algorithms may be applied, is proposed to reduce the
complexity in the encryption process, while maintaining
the security level of the entire system.

2. BASIC APPROACH

An encryption method is designed for encrypting a
digital bit stream consisting of a plurality of data blocks.
Instead of encrypting the whole bit stream, in the
proposed method, a small portion of data is first
pseudorandomly extracted from that bit stream to be
encrypted and that encrypted part is then used in



someway to protect the onginal bit stream. To obtain the
onginal data, one neceds to decrypt this encrypted part.
By doing this, the security of the system relies on the
encrypted part only. The basic approach of the above
idea can be descnibed as follows:

The digital bit stream is broken into successive data
blecks of the same length. Each data block ts then
ransformed using a discrete linear transform to generate
arespective set of transformation coefficients. One of the
transformation coefficients in each set is selected
psendorandomly and the selected coefficients are formed
ifo a block of plaintext which 1s encrypted using a block
cipher to create a block of ciphertext. The blocks of
plaintext and ciphertext are differenced to form a set of
difference wvalues, each corresponding to a respective
data block. Each difference wvalue is then inverse-
mansformed using a corresponding inverse transform to
generate a set of inverse-transformation values which are
added to the data values in the respective data block to
generate a corresponding ciphertext. The block diagram
of the basic approach is shown in Figure 1.

Output ciphertext Input plaintext
+
':jZ“d“" DCT
omly
IDCT selected
Encryption

L

Figure 1. Block Diagram of the Basic Approach

There are many discrete linear transforms currently used
i digital signal processing, and one of them is chosen

use as an example in the encryption scheme, namely
the discrete cosine transform (DCT). The discrete cosine
tansform {9] is widely used in image and speech
transform coding due to the availability of fast DCT
algorithms. We chose DCT for presenting our algorithm
for this particular reason.

21. Discrete Cosine Transform (DCT)

In general, the DCT is a particular case of the Fourer
Tansform applied to discrete (sampled) signals. It
decomposes the signal into only one series of harmonic
Cosine functions in phase with the signal, which reduces
by half the number of coefficients necessary to describe
the signal compared to the Fourier transform. Note that
the Fourier transform decomposes a periodic signal into
3 series of sine and cosine harmonic functions.

In the subject of video coding, the image is separated
into blocks typically 8x8 or 16x16 pixels, which the
DCT transforms e a matrix of - 8x8 or 16x16
coefficients respectively. (Each pixel contains 8 bit
information which represents the values between 0 to
256). In order to reduce the complexity of the
computation and the processing time required in
transformation process, the block size chosen is
generally 8x8 pixels. This block size is also optimum for
trade-off  between  compression  efficiency and
computational complexity {10]. Although a larger block
size leads to more efficient coding, it requires more
computational power.

After arranging the input data into blocks of 88 pixels,
the two-dimensional (2-D} DCT is then applied to each
block of them to obtain the transformation coefficients.
In the transformed block, coefficients on the horizontal
axis represent increasing honzontal frequencies from
left to right, and on the vertical axis they represent
increasing vertical frequencies from top to bottom. The
first coefficient in the top left comer (co-ordinates: 0, 0)
represents nufl honzontal and vertical frequencies, and
the bottom right coefficient represents the highest
spatial frequency component in the two directions. The
coefficient at the top left comer is called the DC
coefficient, whereas the rest of the coefficients are called
AC coefficients. The basis functions of the DCT is
illustrated in Figure 2.

- Figure 2. DCT Basis Functions

To reduce the number of calculations required to
perform the 2-D transform, a one-dimensional transform
can be used instead. That is, the same result can be
achieved by applying a 1-D transform along all the rows
of the block and then down the columns of the block.
The computational complexity can be further reduced by
replacing the cosine form of the transforms with a fast
algorithm {11] which reduces the operation to a short
series of multiplications and additions. The 1-D FDCT
and IDCT are described by the following formula.
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~ The 2-D FDCT and IDCT can then be constructed from
products of the terms of a honzontal 1-D DCT (using u
and x) and a vertical 1-D DCT (using v and ). where v
represents vertical frequencies and 1 represents vertical
displacements [9].

3. DESCRIPTION OF THE SCHENME

According to the encryption method previously
described, the encryption scheme can be divided into
four main steps. That is, transforming the data blocks of
the digital bit stream, selecting a part of each
transformed block and combining the selected parts to
form a block of plaintext, encrypting that block of
plaintext, and modifying the data blocks using the
difference between blocks of plaintext and ciphertext
whereby to encrypt the digital bit stream. However, in
Practice, steps one and two can be combined into one
operation. This is done by calculating only one DCT
coefficient at  the particular position chosen
pseudorandomly.

The encryption scheme is now described by way of
¢xample. The asymmetric algorithm used in the
encryption process is the 1024-bit RSA algorithm,
whereas the 8x8 DCT is used in the transformation
Process. A pseudorandom number generator is also used
i the scheme. It generates a sequence of numbers
Ranging from 2 to the maximum size of transformation
block. Each successive number in the sequence
determines the position of the selected DCT coefticient
for each successive block in the digital bit stream. It will
be appreciated that the first DCT coefficient represents
Fhe DC component in the frequency domain and 1s
lgnored in the selection process. The block diagram of
the encryption scheme is shown in Figure 3.

The flow diagram of the encryption scheme in more
detail is shown in Figure 4 and its operation is described
as follows.
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Figure 3. Block Diagram of the Encryption Scheme

(1) Dara block in time domain (2) DCT data blocks into
Jfrequency domain (3) Encryption process using RSA
(4) Blocks of plaintext and ciphertext are differenced (5) IDCT
the difference into time domain (6) The difference is added to
data block to form the final ciphertext

1. The input digital bit stream is broken into successive
blocks of the same length. The ending block is padded to
the same length. In this example, the scheme processes a
digital bit stream consising of 128 successive data
blocks block B;, B.....B;»; at a time. Each block
contains 64 bytes and each byte represents an 8-bit data
value ranging from 0 to 255.

2. The DCT transforms the 64 data values s{x) in the

respective block from the time domain to the
frequency domain thereby generating a
corresponding set of 64 DCT coefticients S(u) for the
block.

3. Only one of the 64 DCT coefficients denved from each

block is selected, and the selected coefficients for all the
blocks are grouped together to form a block of plaintext
consisting of 128 selected DCT coefficients S,(u)), S
(142).....5125(t,25). (See step | m Figure 4.4). The position
1 of a selected DCT coefficient within the respective
transform is determined pseudorandornly by means of a
pseudorandom  number generator operating in
accordance with a pseudorandom seed.

4. The block of plaintext (1024 bits) is encrypted using

the RSA algorithm to form a corresponding block of
ciphertext (1024 bits) (step 2).
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Figure 4. Flow Diagram of the Encryption Scheme
in More Detail

3. The blocks of plaintext and ciphertext are
differenced, and the resultant difference is de-
grouped to form a set of 8-bit difference values d,(i)),
dy(u;)....d;26(1;24), each corresponding to a respective
data block By, B....B,,s (step 3).

6. The IDCT transforms each difference value d(u) from
the frequency domain to the time domain (all the
other coefficients S(u) in the IDCT are set at zero),
and generates a respective set of inverse-transformed
value s(x) (step 4). Note that the position of each
difference value d(u) in the respective IDCT is the
same as the position of the selected DCT coefficient S
{#) in the corresponding DCT and, to that end, the
IDCT is supplied with the same sequence of numbers
generated by the pseudorandom number generalor.

7. The inverse-transformed values s(x) in each set are
added to the respective data values in the
corresponding data block using modular arithmetic.

In this manner, the encryption method adds a random
value to the onginal data values to generate a
corresponding ciphertext (step 3).

The pseudorandom seed 1s also encrypted using the RSA
algorithm to generate a ciphertext of the seed. The
ciphertext of the seed, the ciphertext of the selected DCT
coetficients and the ciphertext of the original data values are
then combined to create a sent-out message. Figure 5
illustrates the frames structure of the sent-out message.

Ciphertext Ciphertext of Ciphertext of
of Seed Coefficients Information
[28 bytes 128 bytes 8192 bytes | 7

Figure 5. Basic Frame Structure of the Sent-out Message

To recover the original bit stream, the process 1s simple
and straightforward. Figure 6 1llustrates the block
diagram of the decryption scheme used to decrypt a
digital bit stream which has been encrypted using the
encryption scheme of Figure 3.
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Figure 6. Block Diagram of Decryption Scheme

(1) Decryption process using RSA (2) Blocks of plaintext and
ciphertext are differenced (3) IDCT the difference into time
domain (4) The difference is subtracted from data block to

recover the original information

The flow diagram of the decryption scheme in more
detail is shown in Figure 7 and its operation is described

as follows.
1. Initially, the ciphertext generated by encrypting the

selected DCT coefficients which is part of the sent-
out message is decrypted using the RSA algornthm.



The encrypted and decrypted values are differenced,
and the resultant difference is de-grouped to form a
set of 8-bit difference values, cach corresponding to
arespective data block in the original bit stream.

Each difference value is then inverse-transformed
using IDCT similar to that used in the described
encryption scheme. The position of each difference
value in the respective IDCT is again determined by
the output of a pseudorandom number generator,
and all the other coefficients in the IDCT are set to
zero. The pseudorandom number generator
generates the same sequence of numbers as that
generated by pseudorandom number generator used
in the encryption scheme and, to that end, the
pseudorandom number generator is controlled by the
same pseudorandom seed as also used in the
encryption scheme. This is generated by decrypting
the ciphertext of the seed contained in the sent-out
message using further RSA algonthm.
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Figure 7. Flow Diagram of the Decryption Scheme
in More Detail

4. The inverse-transform values derived from the
difference values are subtracted from the ciphertext
of the original data values contained in the sent-out
message using modular arithmetic whereby to
reconstitute the original digital bit stream.

4. PERFORMANCE ANALYSIS

According to our scheme, only one of 64 DCT
coeflficients derived from each block B;, B.....B: is
subjected to the RSA encryption process. Thus, in the
present example, where the digital bit stream consist of 128
data blocks, each containing 64 bytes (a total of 8192 bytes)
the RSA encryption process need only be applied to a block
of plaintext containing a mere 128 bytes. This gives a very
considerable saving in computation time; indeed, compared
with a conventional method in which the en/decryption
operation 1s applied to all the data bytes. The descnibed
method gives a reduction rate of 1/64, corresponding to a
reduction In computation time of 98.4375 %. in this
connection it will be understood that the adding and
subtracting operations used in the present method involve a
negligible amount of computation time compared with the
en/decryption operations used in the scheme.

In this example, the tiansformation operations are
carried using an 8<8 DCT and an 8x8 IDCT. However,
it will be appreciated that any other suitable
transformation operation could alternatively be used,
such as a discrete Fourier transform (DFT) and an
inverse discrete Fourler transform (IDFT). The block
size of transformation can also be varied which results in
the reduction rate of 1/n, where n is the maximum
number of samples in transformation block.

Note that we do not claim that our method gains better
performance than any other stream ciphers. On the
contrary, we understand very well that one could use the
pseudorandom number generator as a stream cipher to
encrypt the entire data at little overhead for the
performance compared to the proposed method.
However, such a technique would not have the
advantages -of asymmetric algorithms. One may argue
that a hybrid method might be used instead to achieve
such a requirement. However, this is not the case since
the entire encrypted data depends on the strength of the
symmetric algorithm, either block cipher or stream
cipher, used in the encryption scheme. On the other
hand, from the proposed method, every single block of
encrypted data is protected by the mathematical problem
complexity inherent in asymmetric al gorithms.



5. SECURITY ANALYSIS

1 the given example, the RSA algonthm is used in the
o/decryption process. The reliability of the RSA
fgorithm depends on the size of the generated
iphertext. In the described example, the ciphertext
enerated by the RSA encryption process consists of a
024-bit number, which 1s considered to provide an
wequate level of secunty. A ciphertext consisting of a
2048-bit number would give an even greater level of
security; however, this would require much more
computation time. In practice, the ailtemauve block
encryption algorithms could be used provided these give
an adequate level of security. Another concern when
employing block ciphers is the known-plaintext attack.
Since cryptanalysis relies on exploiting redundancies in
the plaintext, compressing the data before encryption
reduces these redundancies and also speeds up the entire
process.

Provided the pseudorandom seed remains secret it should
not be possible to discover the pseudorandom sequence
of numbers used to determine the location of coefficients
in the transformation and inverse-transformation
operations of the scheme. Assuming the attacker can
produce the same pseudorandom sequence of numbers
used in the encryption scheme, he or she still needs to
break a block cipher in order to obtain the plaintext of
each data block. Therefore, it can be considered that the
security of the overall system depends on the strength of
the algorithm used,

Finally, as already described, the encryption method adds
arandom value to the original data values. Accordingly,
itis not possible to recover the original data values from
the corresponding ciphertext directly, without at lcast
having knowledge of the encryption algorithm used in
the encryption scheme.

6. CONCLUSIONS

In this paper, the problem of encrypting large amounts of
data, especially by using an asymmetric algorithm. has
been addressed and an encryption method has been
Proposed to resolve such a problem. In the encryption
scheme, the discrete linear transform is used to reduce
the computation time required in the en/decryption
Process, while maintaining a high level of secunty. From
the given example. the computational complexity when
encrypting a file is reduced by 98.4375 % compared to the
conventional encryption method. The security of the whole

svatem manly rehies on the assimimemcal alcomnshim used oo
the scheme. This mwthod s particnlaedy wolcaied o
appheations that require 4 ligh bt otute sudh as 1o

subscription broadcast and digital TV services
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ABSTRACT

This paper introduces a concept of dual level access
scheme for broadcasting networks and describes an
ecoding scheme based on direct sequence spread
“‘spectrum technique for conveying some extra bits in the
existing channel. By adding small amount of information
into the encrypted signal to generate the output signal for
transmission, any user at the receiver end is allowed to
view this content, while only the users with the decryption
‘key can view the encrypted content. In the decoding
process, the added extra bits are first extracted from the
:received signal, and then used to recover the encrypted
signal. The scheme was examined by simulation method
and its performance was measured. Error control codes
were applied to the extra bits before the encoding process
so that the scheme’s efficiency can be significantly
improved, as seen in the experimental results. The scheme
was also examined by transmitting the data through an
AWGN channel to observe its performance when
implemented in general applications. With the proposed
scheme, the existing allocated bandwidth in the broadcast
thannel is utilized in a more efficient way.

Keywords: Direct sequence spread spectrum, Encoding
method, Digital signal processing, Dual level access
scheme, Broadcasting networks.

1. INTRODUCTION

An advantage of communications over the broadcasting
fetwork is that the transmitted signal from a source
fation can be received simultaneously by many
destination stations. Digital TV broadcasting is one of the
Pplications that uses this advantage. Since some digital
TV programmes are pay-TV services, they will be
crypted before transmitting to every subscriber. Only
the authorised subscribers who pay an extra fee can get
%cess 10 those programmes. This technique does not give
iy value at all to other subscribers who have not paid for

particular programme. The allocated bandwidth is
%ly used for broadcasting the encrypted signal to the
Wthorised subscribers, which may be a smail group
®mpared to all subscribers in the network. It will be
Wore efficient if we can devise an encoding scheme in

which the authorised subscribers can access the encrypted
signal and, at the same time, the other subscribers can
receive something on the same channel. such as an
advertisement. However, the scheme should not extend
the existing allocated bandwidth.

In this paper, we describe such an encoding scheme that
gives two levels of access to the subscribers in the
broadcasting network. A techniques based on direct-
sequence  spread spectrum  cOmMmMmunIcations 15
implemented, together with error correcting codes, to add
specific information (i.e. advertisements) to the access-
limited signal. which s prolected by encryption
techniques. With this scheme, the allocated bandwidth for
broadcasting is utilised more efficiently and more benefit
is given to both the service providers, through advertising,
and all subscribers in the network, since there will be
prograrnmes which they are not authorised to access but
can see advertised. In Section 2. the method of
constructing the encoding scheme is explained. The
details of the encoding scheme are described. including
the theory behind its operations. Section 3 describes the
simulation model used to evaluate the performance of the
scheme. The results from simulations and discussions are
then given in Section 4. Finally, Section 5 provides scme
concluding remarks and directions for future work.

2. BACKGROUND

In spread spectrum (SS) communications [1. 2], a low-
level wideband signal can easily be hidden within the
same spectrum as a high power signal where each signal
appears as noise to the other. The heart of these S5
systems IS a pseudo-random binary sequence {PRBS). For
these direct sequence SS systems, the original baseband
bit stream is multiplied by the PRBS to produce a new bit
stream. Onty those recetvers equipped with the correct
PRBS can decode the onginal message. At the receiver,
the low level wideband signal will be accompanied by
noise. and by using a suitable detector/demodulator with
the correct PRBS, this signal can be squeezed back nto
the original narrow baseband. Because noisc Is
completely random and uncorrelated, the wanted stgnal

can easily be extracted [3].



qart from applications in wireless communications, the
rect sequence spread spectrum technique is widely used
digital watermarking applications such as in [4, 5, 6].
y spreading the information bits and modulating them
ith a PRBS, the spread signal can be obtained. This
gnal is then embedded in the video signal, below the
seshold of perception. The recovery of the embedded
enal can be accomplished by correlating the modified
ideo signal with the same PRBS that was used in the
rocess of constructing the spread spectrum  signal.
orrelation here is demodulation followed by summation
wer the width of the chip-rate (the number of blocks over
vhich each information bit is spread).

dased on this concept, an encoding scheme for dual level
xcess was constructed to convey some information bits
¥a an existing transmitted signal. Beside the benefit to
tihe other subscribes, these extra bits can also be
|beneficial to various applications in many ways, for
' instance, they may be used to enhance the quality of the
ransmitted image or transport a control signal.

11, Description of the Scheme

In digital communication systems, channel coding 1is
rormally applied to the signal before transmission takes
place, and this signal is considered as the encrypted signal

. m our encoding scheme. Using the spread spectrum
technique as described in [5], the information bits will be
embedded via an add operation to the encrypted signal
after the channel coding process to obtain the resulting
signal for transmission. Given a key to reproduce the
same PRBS at the receiver’s end, the information bits can
be recovered. The encrypted signal can then be recovered
b.y subtracting the information bits from the received
signal. Any errors which occur at this stage such as
communication channel errors will be detected and
comrected by the channel decoder. The operation of the
encoding scheme is shown in figure 1.

T_'he basic steps of adding the extra bits to the encrypted
Signal are now described. We denote the sequence of
eXtra bits we want to add to the encrypted signal by mj,
m; € {-1, 1}. This discrete signal is spread by a large
tactor cr, the chip-rate, to obtain the spread sequence (b:).
b= m;, je cr < i < (j+1) e cr. The spread sequence is then
modulated with a PRBS (p,), p; € {-1, 1} and added to the
encrypted signal s;, where each s; block containing k bits,
0 yield the transmitting signal (s';), s"; = s; + pi * bi.

Encrypted
Signal Channel ¥ (59 \yodulator
Encoder TJ » »
Info. i (brxp:)
(i Spreading (b) PRBS
with cr @ fp)
a} Transmitter
Encrypteq
{57 {5 | Channer | Signal
— } O —»
v Decoder [ >

Info.
()

Note* Perform the same process as
at the transmitter to get bixpr

b) Receiver

Figure 1. The operation of the Encoding Scheme

At the receiver, the recovery of the added bits is easily
accomplished by multiplying the received signal with the
same PRBS (p) that was used in the encoder. The
summation over the correlation window, i.e. over cr, is as
follows:

{f+lyecr-] (j+l)mcrd (f*l)ecr-1
r, = zpi'-"r‘ = ZP."S.'"‘ 2 P.‘z'bi (1)

i
i=yecr t=jecr f= jocr

The first term on the right-hand side of (1) vanishes if p;
and s, are uncorrelated, and then Y7°1"" p =0 [7]. Since

i= jeer
pi=1, r; ideally becomes
r'y=crem; (2)

J

-

and the recovered information bit m’; = sign (r’)).

As an example, let the bit-rate of the encrypted signal be
10 Mb/s, the chip-rate cr = 500 and let the block size k be
4 bits. Then, the rate at which extra bits can be added
after the channel coding process is 5 kb/s. With this bit-
rate, the extra bits could be an image signal, for instance,
in a compressed form transmitted every 30s or so. Hence,
we can transmit the total bit-rate of 3.005 Mb/s within the
existing bandwidth allocation of 10 Mb/s.



yincrease the bit-rate of the extra bits, the chip-rate and
e block size should be reduced. However. a smaller
ock size implies a greater likelihood that subtracting the
dra bits from the received signal will not give the
acrypted signal. In addition, a smaller chip-rate implies a
reater likelihood of error in decoding the extra bits. To
xduce this latter likelihood of error, an error control code
an be applied to the information bits before the
preading process.

3. SIMULATION MODEL

Simulations were carried out using C programming
language. The block size k was varied from 2-7 bits to
Tepresent up to 128 values. The chip-rate was varied from
0 to a value that gives no error in the extracted
finfformation. However, it is obvicus that some results
{from the addition of s; and p; @ b; are out of range of the
| values that the encrypted signal can represent. and thus
more bandwidth will be required for transmitting the
 output signal. In order to keep the output bit-rate constant,
 the addition of s;and p; @ b; is performed as follows;
|
| s'i=s;,ifs;,=0and p; e b, = -1,

i

or s; = (2‘:‘—1) and pi® b,‘ =]
Otherwise 5", =5, + p, ® b; (3)

When the error control codes are applied to the extra bits,
it will of course reduce the main throughput by a factor
¥n, which one may think that this may be difficult to
compensate by a smaller value of chip-rate in the
decoding process. To demonstrate that the error control
todes can improve the performance of the encoding
scheme, various codes are applied to the extra bits before
performing  the spreading process, and theirs
performances are then compared to the one without the
codes. For example, Reed Solomon codes, Binary BCH
tode, Golay code and Convolutional code with rate 1/2
and K = 7. Consult [8, 9], for those who are not familiar
with the subject.

However, at this state of our simulations, the encoding
scheme will be performed in an error-free communication
channel. That is, the errors that occurred in the encrypted
Signal came solely from the need to remain within the
bandwidth of the transmission channel. The objective for
doing this is to focus on only the errors that occur in the
&xtracted information bits, which are mainly related to the
Performance of the scheme. In addition, generating the
data to be used in the simulations can be accomplished by
“Sing a random number generator. One that produces a
Uniform distribution of numbers on the interval 0 to a
Maximum value is provided by a function rand( ) in C
hﬂguage, Using this function, we can say that any value
'°§S than half of the maximum value is a zero; any value
Breater than or equal to half of the maximum value is a

one, and then input into the constructed encoding scheme
as described in figure 1.

After the proper code that gives the best performance is
found, the proposed scheme will be simulated in a
communication channel. At this step. an Additive White
Gaussian Noise (AWGN) channel is chosen since it is a
type of noise that most communication systems encounter
[10). An error control code ie. convolutional code with
rate 1/2 coding is also applied to the encrypted signal in
order to observe the performance of the proposed scheme
when implemented in practice. The simulation model
used in the experiments is shown in figure below.

Encrypted
P Channet Proposed
Signal™™ Epcoder [™ Encoding
Scheme 1
AWGN
Channel
Encrypted
P Channel Proposed
Signal®—| Decoder [ Decoding
Scheme

Figure 2. Simulation model in an AWGN channel

Adding noise to the transmitted channel symbols involves
generating Gaussian random numbers, scaling the
numbers according to the desired energy per symbol to
noise density ratio, Es/Np, and adding the scaled Gaussian
random numbers to the channel symbol values. For the
uncoded channel, E¢/Ny= E/Ng, since there is one
channel symbol per bit. However, for the coded channel,
Es/Np= Ey/Np+ 10logo(k/n}, where k& and n are the
number of input symbols and output symbols
respectively. For exampie, for rate 1/2 coding, Eg/Ng=
E,/Ng+ 10log,o (1/2) = Ey/Ny - 3.0! dB. The results from
this simulation will be shown by a plot of the BER versus
the Ey/Nj as previously described.

4. SIMULATION RESULTS AND DISCUSSIONS

From the simulation results, the smallest chip-rate with no
errors after the extracting process are shown in table 1.

Table 1. Values of the chip-rate with no errors after the
extracting process, at different block sizes

Block Size k 2 3 4 5 6 7

Chip-rate cr 46 110 455 1100 4150 12000




s Table 1 shows, the smaller the block size, the larger
alue the chip-rate required to recover the information
its correctly. For these block sizes, other values of the
! hip-rate considered resulted in different values of Bit
iror Rate (BER) in the extracted information bits. and
. hese values and the underlying line are shown in the
fgure below.

The smaller values of the chip-rate, when applied the error
control codes, that gave different values of BER in the
extracted extra bits are shown in figures 4 through 7 for
the block sizes of 3, 4, 5, 6 respectively.
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Figure 3. Bit error rate of extracted extra bits at different
block sizes

From the figure 3, it can be seen that a larger block size
needs a bigger chip-rate to retain the same BER. In
| addition, since one single bit error in the extracted
information causes error propagation in the encrypted
signal, any value other than a large chip-rate will result in
¢ large BER. To further improve performance of the
scheme, the error control codes were applied to the
information bits before the spreading process. This
reduced the amount of data rate to be embedded in the
trypted signal by a factor &/n. However, the amount of
chip-rate required in the decoding process was decreased,
and this resulted in an improvement in efficiency for the

enlire system.
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Figure 4. Bit error rate of extracted extra bits when the
error control codes are applied, at the block sizes of 3

Figure 5. Bit error rate of extracted extra bits when the
error control codes are applied, at the block sizes of 4
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Figure 6. Bit error rate of extracted extra bits when the
error control codes are applied, at the block sizes of 5
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Figure 7. Bit error rate of extracted extra bits when the
error control codes are applied, at the block sizes of 6
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bviously shows, from the figures above. that the error
“atrob codes provide the smaller values of the chip-rate.
‘can also be seen the convolutional code gave the best
rformance, compared to the others, and hence was used
the next experiments. To illustrate the benefits of using
ror control codes, the number of encrypted data
ymbol) which is used to convey the extra bits is plotted
ainst the BER. Figure 8 shows the performance
omparison of the encoding scheme with and without the
mor control codes at the block size of 4.

Figure 8. Performance comparison between the scheme
with and without the error control codes at
the block sizes of 4

Table 2 shows an example of the total amount of
bandwidth saved by the use of the RS (15, 9) code at
different block sizes. The results are presented in the form
of efficiency improvement (%) of the scheme with the RS
(15, 9) code, compared to the one without the code.

Table 2. Summary of efficiency improvement of the
scheme with the (15, 9} RS code at different block
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Block Size & 2 3 4 5 6 7

Efficiency (%) 333 | 333 | 39.1 | 389 | 46.1 | 44.2

Lis clear that the larger the block size, the higher the
efficiency of the scheme. For that reason, the error control
“-Cfdes can be very useful when the scheme is operated
¥ith a large block size. To observe the performance of the
%heme when implemented in the AWGN channel, the
Smulations were conducted according to the model in
figure 2. In the following figure 9, a plot of the BER
versus the E,/N, for the scheme using the convolutional
¢ode with rate 1/2 is given.

Figure 9. Performance comparison when the scheme is
implemented in the AWGN channel at various block sizes

From the figure, it can be seen that errors occurred at the
output of the encrypted signal were larger than the one
from pure AWGN channel. This is because of the
unrecoverable errors remained in the data after decoding
process. However, when the value of Ey/Np was increased
the BER became smaller, especially with the larger block
size. It can be noticed that the scheme operated with a
larger block size gave better performance. Nevertheless,
the value of the chip-rate required for large block size is
enormous and this choice should be carefully considered.
From the obtained result so far, the proposed scheme is
not fit well when implemented in the AWGN channel.

5. CONCLUSIONS AND FUTURE WORK

In this paper we have shown a method of constructing an
encoding scheme for dual level access to broadcasting
network, based on the direct sequence spread spectrum
technique. We have also shown experimentally and
analytically that the scheme’s performance was improved
by applying the error control codes to the information bits
before the encoding process. OQur approach has showed an
idea of how to utilize the existing allocated bandwidth in
a more efficient way. For implementation aspect, when all
parameters are properly selected, the proposed encoding
scheme can be fitted with any application that employs
channel coding, so that any errors which occur at the
receiver’s side, whether communication channel errors or
errors resulting from the decoding process, will be
detected and corrected by the channel decoder. Further
work can be carried out by simulating the scheme in the
presence of noises in various communication channels
such as Rayleigh fading channels, or in some specific
applications such as Digital Video Broadcasting (DVB),
and observe its performance and reliability.
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ABSTRACT

Jeperally, encryption techniques are applied to a
listributed digital video stream to prevent
uauthorized viewing. This paper proposes a new
scambling scheme, which is used in conjunction
with ordinary encryption techniques, for protecting
the digital video streams. The proposed scheme
reduces the computation time and complexity of the
entire system, compared to traditional encryption
methods i.e. the whole video stream is totally
encrypted. A strong collision one-way hash function
. and a pseudo-random number generator are applied
to the video stream before entering the encryption
process. Our scheme provides less complexity n
computational process by encrypting only a single
block, and at the mean time offers the same level of
- security as ordinary encryption methods do. In
! addition, the proposed scheme is suited to be
implemented some applications that requires high
bit rate.

Keywords: Encryption, Scrambling Method, Digital
Video, Hash Function and Pseudo-random Number
Generator.

1. INTRODUCTION

Digital video streams are often transmitted through
secure public channels. In some cases, such as
Pay.-TV system, video conferencing or video
purchase via Internet, the senders can prevent their
Video streams from unauthorized viewing by using
Sctambling techniques to alter those video streams
(referred to as an encryption technique in digttal
Systems) . However the video information has much
higher bit rate than other types of information such
% text which is used in military or commercial
banking systems [1]. This poses a limitation on
eacryption algorithm that could be applied to video
information. For example, It would be difficult to
mplement the complicated types of symmetric or
Symmetric encryption algorithms with video
nformation because both algorithms require
¢tomplicated and time-consuming operations In
facryption process.

Usually the securnity of asymmetric algorithms relies
on complex mathematical computations which make
it even more time-consuming than the symmetric
ones. An example of asymmetric encryption is RSA
(Rivest-Shamir-Adelman) algorithm [2], which
requires more computational time than the well-
known symmetric block encryption, DES (Data
Encryption Standard), used in digital television
systems, by about 100 to 1000 times (3, 4].
Therefore, we can often see the use of complicated
encryption algorithms in hybrid form. A frequently
seen example of hybrid cryptosystems is the use of
asymmetric algorithm to encrypt the secret key of a
symmetric algorithm, and this secret is then used to
encrypt the information directly.

In this paper, we first propose a digital video
scrambling technique, which separates selected data
into blocks. Then we propose a new design tool for
block encryption used for digital video scrambling.
The design purposes are to reduce overall
processing time by decreasing the encryption
process of the entire data into a mere one single
block, and at the same time still maintaining the
security level of the system. The proposed method
can possibly be applied with any application which
requires a high secure asymmetric encryptions for
high bit-rate video streams.

2. BACKGROUND

Security algorithm for video information has first
been implemented on TV systems to prevent the
broadcast programs from unauthorized viewing. In
the system, a source station broadcasts the
scrambled video information to various receivers
simultaneously via a public channel. At the
receivers' end, each receiver has a device that
enables the descrambling process of the scrambled
signal back to the original video information (51

For the digital video information, the encryption
techniques are used in the same way as the
scrambling techniques, and they are hence referred
to as digital scrambling techniques in this paper.
Basically, the technique starts with the process of



acrypting a  plaintext message to produce a
iphertext. This ciphertext is then broadcast via a
ublic channel to all receivers. Only the authorized
gceivers with a key can decrypt this ciphertext and
riew the original plaintext. Normally, there are two
ands of digital scrambling technique that are
:ommonly used [6].

Block encryption: the plaintext is first separated into
fixed size blocks. These blocks are then encrypted
independently from the others. The resultant
ciphertext is the same size as the plaintext input.
One disadvantage of this encryption algorithm is
that when the ciphertext is transmitted through a
' poisy channel, single error will propagate and make
the recovered plaintext deteriorated. An example of
- block encryption is the popular DES algorithm {1].

. Stream encryption. In this technique, the encryption
ts performed bit by bit or byte by byte and the
plaintext 1s XORed with key ; calculated from a
pseudo-random number generator (PRG). The
encryption uses a secret key as a seed of the PRG.
This technique is more resistant to channel errors
than the block encryption. However, the stream
¢icryption is less secure to cryptanalysis due to the
following rationale. It is highly possible for a known
plaintext attack to occur, especially in the digital TV
system, where the cryptanalysts can actually obtain
Paintext from ciphertext without knowing the secret
key. By subscribing to a pay-TV program, the
typtanalysts can know easily both the plaintext and
the corresponding ciphertext. Thus, they can
efficiently break the encryption based on PRG built
by liner shift registers [1].

At present, the efficiency of data transmission and
tmor correction technique has improved making the
possibility of channel error smaller than before.
Because of this reason, the block encryption has
iereasingly become more interesting. Compared to
te conventional encryption such as that of text
Information, digital scrambling of video information
has an additional important characteristics, that is
fansparency.

Tmﬂsparency process is such that the ciphertext still
, looks somewhat like the original plaintext. In many
"plications, the encrypted information is required
0 be quite transparent: encrypted but still viewable
© a particular degree. For example, the Pay-TV
“rators do not always want to prevent
Wauthorized viewers to receive their programs.
Ihlstead they want these viewers to see the poor

version  of the programs to promote paying
subscription [7].

There are many interesting methods that have been
applied to improve the performance of block
encryption for use in different applications [8, 9, 10,
11]. A common concept is to remove the
information pattern from the original message
making each output bit appeared random. In this
concept, each message would undergo a pre-process
or masking process, which is reversible. The whole
procedure begins with a message being divided into
fixed size blocks called formatting blocks. These
blocks then go through a masking process that
makes them appear randomly. These processed
blocks are now called masked blocks and have the
same amount as the formatting blocks. The masked
blocks altogether are called a masked message.
Every bit in a masked message i1s equally important
and 1s related to the original input message. If any
one bit is missing or there is a bit error in the
reversible masking process, one will not be able to
recover the original message.

All-or-nothing transform uses a similar concept as
the masking process to increase its tolerance to the
brute force attacks. In this transform, a message
undergoes a masking process in which all output 1s
encrypted block by block making the recovering
process difficult. To obtain a block of onginal
message, one must decrypt all the ciphertext. This
concept increases the competency of block
encryption, however, it also increases the processing
duration by two to three times when compared to
direct encryption of the message [9].

Another design that has been proposed to reduce the
encryption complexity is the Scramble All, Encrypt
Small [10]. This design is able to maintain security
level of the encryption while reducing the length of
message encrypted. It starts by calculating a hash
value front the entire message. Then it takes the
original message that is now concatenated with the
calculated hash value, through a process. This
process makes every bit of output related with every
bit of the original message. Next, it encrypts a
portion of the output. In the reversible process, one
must know every bit of the output before
encryption. The process includes the work of a
strong collision resistant one-way hash function.

Although the Scramble All, Encrypt Small has a
high security level, the number of rounds required in
hash function is high while the number of output
bits is even higher than that of the original input,
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ue to the concatenated hash value. This lengthens
e calculation time and, in some applications, the
wcreased bits become a burden to the system.

3. THE PROPOSED SCHEME

¥e now present a scrambling method for digital
vdeo streams that decreases the complexity
required in the encryption process, compared to
encryption of the entire video streams. Qur intention
i to reduce processing time and to open up
possibilities of implementing highly secure
encryption algorithm such as asymmetric encryption
to digital video streams.

We bniefly introduce our scheme, which comprises
of three major steps, as follows: Firstly, the process
starts with selecting the video bit streams to undergo
scrambling process m bits at a time. These bits are
then separated into fixed size blocks called
formatted blocks. Each formatted block contains &
bit and there are » blocks in the process labeled F7,
Fy, Fy... to F,. Note that the blocks must be in even
quantity. Secondly, we put the formatted blocks
trough a masking process to produce masked
blocks (M, M-, M;... to M), and the masked blocks
will have the same size as the formatted blocks.
Lastly, we randomly choose certain blocks or
tertain bits in each block for encryption.

31. Selecting and separating video bit streams

In the first step, we present how the scheme selects
the uncompressed video streams for scrambling
process. We use the uncompressed streams for the
following reasons. First, the streams are independent
of compression algorithm. Second, they would have
the transparency that is required in some
ipplications. However, the compressed video
freams could still be used in our scheme by
$eparating m bit streams into »n fixed size blocks.
Figure 1 shows the selecting and separating process
ofm bit streams into » fixed size blocks.

r————
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Figure 1: Bit selection and separation process

The uncompressed video streams comprise of many
Ynnected images. Each image contains many

pixels, and each of them contains 24 bits, in which
each eight-bit group represents the intensity of red,
green and blue.

In an application that requires transparency or
scrambling rapidity, we need not scrambling all bits
in each pixel. Scrambling nine to twelve bits from
cach pixel would be sufficient. For example, in
applications that require transparency, we would
choose only twelve bits from each pixel by taking
the four least significant bits from each color only.
On the other hand, in applications that does not
desire transparency, we would choose only twelve
bits from each pixel by taking the four most
significant bits from each color.

All selected bits from the video streams are
separated into »n blocks of an equal size. These n
blocks then undergo a masking process to become a
masked message. A portion of the masked message
then goes through an encryption process. Finally,
the entire masked message, including the encrypted
part, is distributed back to their original position of
uncompressed video bit streams.

3.2.Marking process

Marking process constitutes two important
functions. First, it has a strong collision resistant
one-way hash function (#), which calculates A-bit
size output from arbitrary size input (for example, in
SHA-1, k is equal to 160 bits). Second, it has a high-
speed pseudo-random number generator (G), which
calculates k-bit size output from k-bit size input. We
try to minimize the responsibility of the one-way
hash function while making the most use to the
pseudo-random number generator. This Is done to
minimize the computation time in the marking
process and maintain the high security level at the
same time. There are six steps in the marking
process.

1. Use a-pseudo-random number generator (G),
initial vector (/}) and formatted block to create
F', F'5, F%,.F',. Then use this result, together
with a pseudo-random number generator(G),
initial vector(/¥V) again, to define F*;, F",

e F",
F=F @IV
Fi=F ®G(F.) (Eq.1)
Fr = F, @IV
Froy=Fi @GF") (Eq.2)

wherei = 23,.n



. Concatenate F,, F"».. F", together. Then
separate them into two equal parts, which we call
_ FRand FL. :

. Define FR'; as the result of a pseudo-random
number generator (G) and a  hash  value
calculated from a strong collision resistant one-
way hash function (#) and FR.

FR'y = G(h(FR))
FR'; = G(FR'..;, &i-1) (Eq.3)
wherei = 2,3, .n/72

. Set FR' as the concatenation of FR',. Then we
denote and compute ML using FR'and FL.

FR' = FR'}\ FR'\.\\ FR',,» (Eq.4)
ML = FR'® FL (Eq.5)

. Define ML, as the result of a pseudo-random
number generator (G) and a hash value
calculated from a strong collision resistant one-
way hash function (h) and ML.

ML) = G(h(ML))

ML= G(ML"., ®i-1) (Eq.6)
wherei = 2.3, .n/2
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Figure 2: Step 1 of marking process
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Figure 3: Steps 3 to 6 of marking process

6. Set ML’ as the concatenation of ML’ Then we
define and compute MR using FR and ML".

ML' = ML\ ML\ WML, (Eq.7)
MR = ML'® FR (Eq.8)

3.3. Encryption process

For encryption process, we can choose a single
marked block from M, to M, in either ML or MR to
encrypt. Another option is to randomly select bits
from marked message (ML concatenated with MR)
by using a pseudo-random number generator to
locate the position of these bits. Eventually, all of
these processed bits are distributed back to their
original position of the video bit streams.

r ML MR ‘
[M;|M:|M2J ..................... an.;IMnj

Figure 4: Position of marked blocks

3.4. Descrambling process

The descrambling process in our scheme is the
reverse of the scrambling process. It starts by
selecting the scrambled bits and then performing
decryption only on the encrypted parts. After that
the reversible marking process occurs. The output
bits of this process is distributed back to their
selected position of the video bit streams making the
streams of images visible and clear again.

3.5. The reverse of marking process

1. Concatenate M, to M, altogether and divide the
sum into MR and ML. Then compute FR from

MR and ML.

MLy = G(h(ML)

ML, = G(ML'; ®i-1) (Eq.9)
where i = 2,3, n/2

ML’ = ML'WML . \ML", (Eq.10)
FR = ML'® MR (Eq.11)

2. Compute FL from FR and ML

FR'; = G(h(FR)

FR'; = G(FR'.,& i-1) (Eq.12)
where i = 2,3, .n/2

FR' = FR'WFRSWAN FR {Eq.13)

FL = FR'® ML (Eq.14)
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Figure 5: Steps land 2 of the reverse of marking
process

} Put FR and FL together and separate the sum

into n blocks (F";, F"s, F'"s, ..........., F" ). Then
use [V and F";, F">, F'u. ..o £, to recover
the original video information. (&), > F;to F,.)
F,.=F",a&[lV
','_1 —_'F",'.,r @G(F",) (quS)
Fi=F,®[lV

Fi=Fi@G(F.,)
where /= 2,3,...n

(Eq.16)

Lol

o

(o] o]
e ——

Figure 6: Step 3 of the reverse of marking process

4. PERFORMANCE AND SECURITY
ANALYSIS

Our scheme, when applied to uncompressed video
freams, can decrease encryption work to a single
block only. This allows the scheme to be
Mplemented on a highly secure device such smart
“d, which has a low calculation capacity. In fact,
Wr scheme allows the use of smart cards in a more
fficient way. Instead of using the card for keeping
¢ secret key only, we use it for performing
®Cryption because the encryption process is
Tduced to just one single block. In addition, our
¥heme lets the users control transparency of the
‘rypted streams by way of selecting the encrypted
1. Moreover, the scheme can be used with the
“mpressed video streams and/or non-video

information such as text file. For these types of data.
we can divide bit streams into A-bit blocks and
perform marking process and encryption.

When comparing a time used in marking process,
which comprised a strong collision resistant one-
way hash function and a high-speed pseudo-random
number generator and a time used to encrypt one
single blocks, our scheme uses less time than the
total time used to cncrypt the entirc message in
block by lock fashion. The scheme is not dependent
on any encryption algorithm so it can be used with
any encryption algorithm. This advantage makes our
scheme very flexible.

Moreover, no bit in the formatted blocks can be
determined unless every bit in the masked blocks is
known. Also, as a result of step 1 and 2 of marking
process, each bit in the masked block is a function
of each and every bit in the formatted blocks. Both
advantages enable us to choose to perform
encryption to any part of the marked message while
still holding same secunty level as encrypting the
cntire original message using cipher-block chaining
(CBC mode)[9].

Security of our scheme depends on the choice of
encryption algorithm. Chosen plaintext attacks are
not possible with our scheme because the imitial
vectors are different for every scrambling process.
When the same video stream is scrambled twice, it
will produce completely different marked messages
each time. Therefore, the attackers cannot compare
the scrambling outputs that resulted from the same
original vidco streams.

We can consider the application of initial vectors as
a form of secret keys in the system. A change in
initial vectors can happen as frequently as every m
bit. The increase in secret key change frequency
increases the system security {12]. A change in only
one bit irr the marked message would make the
output of reversible marking process look
completely different from the original video
streams. This makes it easier for attackers to try to
attack the encrypted part instead of the entire
marked message, which contains a higher number of
bits. Therefore, the system security relies on the
choice of encryption algorithm. To break the
system, attackers must break the selected encryption
algorithm without any additional knowledge.



5. CONCLUSIONS

ere are several major requirements when
rambling the digital video streams: the security
vel, the computation time required and the
mplexity of scrambling devices. Our scheme has
tisfied all three requirements by using the existing
wvice efficiently, such as the smart card. It also
rovides sufficiently high secunty level while
:ducing the computation time when compared to
ncryption of the entire video streams. Because we
an choose among different algonthms for our
ystem, this makes i1t flexible and adaptable to
echnological changes and future developments.

7. ACKNOWLEDGMENT

The authors thank the Thailand Research Fund for
partly supporting this research work (PDF/27/2543).

6. REFERENCES

(1] B. M. Macq and J. J. Quisquater, ‘Cryptology
Jor Digital TV Broadcasting’, Proceedings of
the IEEE, Vol. 83, No. 6, 1995, pp.944-957.

[2] R. L. Rivest, A. Shamir and L. Adleman ‘A4
Method for Obtaining Digital Signatures and
Public Key Cryptosystems’, Communications
of the ACM, Vol. 21, No. 2, February, 1978,
pp- 120-126.

8] ANSI X.3.92, ‘American National Standard for
data Encryption Algorithm (DEA)’, American
National Standard Institute, 1981.

[5) B. Schneier, ‘dpplied Crprography’'. Wilev:
New York, 1996,

[6] R.F.Grafand W. Sheets, 'Video Scrambling &
Descrambling for Satellite & Cable TV, the 4™
Edition, Howard W. Sams & Company, 1989.

(7] W. Mooij, ‘“Advances in Conditional Access
Technology’, International Broadcasting
Convention, No. 447, September, 1997, pp.
461-464.

[8] S. R. Ely and S. R. Shuttleworth, ‘Conditional
Access Scrambling Techniques for Tervestrial
UUHF Television Broadcasts’, Intemational
Broadcasting Convention, 1988 pp. 318-322.

[9] M. Bellare and P. Rogaway, ' Optimal
Asymmetric Encryption ', EUROCRYPT 04,
No. 950, Springer- Verlag, 1994, pp. 92-111.

[10] R. Revest, ‘A/l-Or-Nothing Encryption and the
Package Transform’, the 4™ International
Workshop on Fast Sortware Encryption, Vol.
1267 of Lecture Notes in Computer Science,
Springer- Verlag, 1997, pp. 210-218.

[11]J. Markus, P. S. Julien and Y. Moti, ‘Scramble
All, Encrypt Small’, Fast Software Encryption,
1999.

[12] D. Johnson and S. Matyas, ‘Asymmetric
Encryption : Evolution and Enhancements’,
CryptoBytes, Vol 2, No.1, Spring, 1996

[13] F. K. Tu, C. S. Laih, and H. H. Tung, ‘On Key
Distribution Management for Conditional
Access System on Pay-TV System’, IEEE
Transactions on Consumer Electronics, Vol.45,
February, 1999, pp. 151-158.



Scrambling and Key Distribution Scheme for Digital Television

Wachiwan Kanjanarin and Thumrongrat Amommraksa
Multimedia Communications Laboratory, Department of Computer Engineering
King Mongkut's University of Technology Thonburi, Bangkok, Thailand
e-mail: wachiwan @hotmail.com and t.amomraksa @cpe.eng.kmutt.ac.th

Abstract

The scrambling scheme is a part of the conditional
access system (CAS) that is used to prevent unauthorized
access to Pay-TV systems. In this paper, we propose a
new scrambling scheme and key distribution scheme. The
scrambling scheme is used in conjunction with ordinary
encryption techniques, for protecting the digital video
streams from unauthorized viewing. A hash function and
a pseudo-random number generator are used to prepare
the video stream before being encrypted. The proposed
scheme helps reduce computational time and complexity
while providing the same level of security as encrypting
the entire video stream. In addition, the proposed secure
key distribution scheme can be used with any scrambling
scheme e.g. with our scrambling scheme. By using the
Chinese Remainder Theorem (CRT) for distributing
parameters in the scrambling process, the security of the
scheme can be increased. Moreover. our scheme can
prevent two common problems, namely smart card
cloning and McCormac Hack.

1. Introduction

Generally, digital video streams are transmitted
through insecure public channels. In some cases, such as
Pay-TV system, video conferencing or video purchase via
the Internet, the senders would like to prevent
unauthorized viewing of their video streams. Pay-TV
service providers employ Conditional Access System
(CAS), which uses scrambling, to protect their
investments [1,2]. For the digital system, we implement
encryption with video streams as the scrambling scheme.
In general video information has much higher bit rate than
other types of information such as text information that is
used in the military or commercial banking system [1].
This poses a limitation on encryption algorithm that could
be applied to video information. It is difficult to
_implement more complicated types of encryption
algorithms on video information because it would be too
computationally complex and time-consuming. The CAS

1s performed inside the decoder box (sometime called set
top box) and the smart card. Therefore, the algorithm in
decoder box and smart card and the process between both
components have direct effects on system security.
McCormac Hack and smart card cloning are problems
that happen when one card can be used in different
decoder boxes of the same type.

In this paper, we present a CAS for Pay-TV systems
that can be separated into two parts: scrambling scheme
for digital video information and scrambling key
distribution scheme. First we propose a new design tool
for block encryption used for digital video scrambling.
The design purposes are to reduce overall processing time
and to decrease the encryption complication by
encrypting only one single block while still maintaining
the same security level as encrypting the entire message.
In the second part we present a reliable scrambling key
distribution scheme that ensures the detection of any
possible fraud in the decoder box. Our scheme can solve
McCormac Hack and smart card cloning problems that
can happen to systems that use both smart cards and
decoder boxes. We also propose an authentication
between the smart card and the decoder box, which helps
to confirm that only authorized subscribers who have the
authorized smart card and decoder box can receive the
proper scrambling key.

2. Background

In general, Pay-TV Systems use the CAS to improve
their security [2]. In the CAS, only the authorized
subscribers who paid a subscription fee can waich the
program. The security of a CAS depends merely on the
scrambling algorithm and the scrambling key distribution
scheme [3].

2.1. Scrambling method

Scrambling is a cryptographic algorithm on video
information using a secret key, called scrambling key
(sometimes called "control word”). The algorithm makes
such signals unwatchable to unauthonzed viewers. The



authorized subscribers need this scrambling key to
descramble the received signal and reconstruct the
original program {4]. For the digital video information,
encryption is used to as the scrambling scheme. There are
two kinds of encryption that are commonly used [1].

2.1.1. Block encryption. Here, plaintext is separated into
biocks of fixed size. These blocks are then encrypted
independently from one another. The resulting ciphertext
is the same size as the plaintext input. An example of
block encryption is the popular DES algorithm [5]. which
has been used in digital television encryption [6].

2.1.2. Stream encryption. Here. encryption is performed
bit by bit or byte by byte and plaintext is X-ORed with
key K; calculated from a pseudo-random number

generator (PRG). The encryption uses a secret key as a
seed of PRG.

For digital television, stream encryption is less secure
than block encryption because it is more vulnerable to
known-plaintext attacks. In stream encryption,
cryptanalysts can easily recover both the plaintext and the
corresponding ciphertext, which will allow them to break
the encryption, based on PRG built by linear shift register
[1].  The cryptanalysts can receive the plaintext by
subscribing to the digital Pay-TV service. Because this
weakness in stream encryption, researchers have become
more interested in block encryption.

2.2. Scrambling key distribution

Authorized subscribers need scrambling keys to
descramble the scrambled programs. The scrambling
keys are secretly sent to all subscribers so unauthorized
parties cannot see them. CAS security depends on
scrambling key distribution, which is a part of CAS. Asa
Tesult, the choice of scrambling key distribution scheme is
as important as the choice of cryptographic algorithm
used in scrambling. In general, the scrambling key is
encrypted using an encryption algorithm [7}. Then the
ciphertext of a scrambling key is sent together with
Program signals that are scrambled with the key. There
have been many proposals for key hierarchy models for
key distribution. These models enable efficient key
Mmanagement so Pay-TV providers are able to refresh
Scrambling key as often as they desire in order to ensure a
high level of system security [2.,8].

2.3. Implementation of smart cards in Pay-TV
System

For many years, smart cards have been used along with
decoder boxes to extracts certain important information
from the box. A smart card is replaceable at anytime by

operators and is inserted into the decoder box for
operation [9]. In general, a card can be used for any
different decoder box of the same type. This results in
two frequently encountered problems.

2.3.1. McCormac Hack. This problem occurs when the
data line from smart card to decoder box is tapped and the
data from this line is directed to another decoder box that
acts as if it has the same smart card inside.

2.3.2. Smart card cloning. In this problem, a legal smart
card is copied to make many illegal cards with the same
ID number. These copies can be used in any decoder box
of the same type allowing unauthorized usage of signal.

3. Previous works

There are many interesting schemes that have been
applied to improve the performance of block encryption
in different applications [10,13]. A common concept is to
remove the information pattern from the original message
making each output bit appeared random. In this concept,
each message would undergo a pre-process or masking
process. which 1s reversible. Every bit in a masked
message is equally important and is related to the original
input message. If any one bit is missing or there is a bit
error in the reversible masking process, one will not be
able to recover the original message.

All-or-nothing transform uses a similar concept as the
masking process to increase its tolerance to the brute
force attacks. In this transform, a message undergoes a
masking process in which all output is encrypted block by
block making the recovering process difficult. To obtain
a block of original message, one must decrypt all the
ciphertext [11]. This concept increases the competency of
block encryption; however, it also increases the
processing time compared to direct encryption of the
message.

Another design that has been proposed to reduce the
encryption part is called Scramble All, Encrypt Small.
This desigr is able to maintain security level of the
encryption while reduces the length of encrypted message
[12]. Even though Scramble All, Encrypt Small has a
high security level, the number of output bits is higher
than that in the original input due to the concatenated hash
value. In some application, the increased bits become a
burden to the system.

4. The proposed scheme

Our proposed CAS scheme for Pay-TV systems can be
divided into two parts: the scrambling scheme for digital
video streams and the key distmibution scheme. Our
scrambling scheme for digital video streams decreases the
amount of encrypted data when compared to encryption



of the entire video streams. We intend reduce processing
time and to open up possibilities of implementing highly
secure encryption algorithm such as asymmetric
encryption on digital video streams {an example of
asymmetric encryption is the popuiar RSA algorithm [14].
Our key distmbution scheme describes the way to
distribute descrambling parameters to decoder box and
smart card. Each decoder box in our scheme has its smart
card pair, and it cannot recetve the correct descrambling
parameter from any other smart card. All descrambling
parameters are hidden in the sent-out message (X) that is
sent together with the related scrambled video
information.

4.1. Scrambling scheme

Our scrambling scheme comprises of three major
steps. It starts with separating the video bit streams to
undergo masking process m bits at a time. Then all of the
m bits undergo a masking process to produce masked
message. The last step involves choosing certain bits in
masked message for encryption.

4.1.1. Separating video bit streams. These m bits of the
video bit streams are separated into fixed size blocks
called formatted blocks. Each formatted block contains &
bits and there are n formatted blocks labeled F;, Fa, F;to
F.. The blocks must be in even number. These n blocks
then undergo a masking process to become a masked
message. This masking process is explained in the
following section.

4.1.2. Masking process. Masking process constitutes
wo important functions. First, it has a strong collision
resistant one-way hash function (1), which calculates k-bit
size output from arbitrary size input (for example. in
SHA-1, k is equal to 160 bits). Second, it has a high-
Speed pseudo-random number generator (G), which
calculates k-bit size output from k-bit size input. We try
1o minimize the responsibility of the one-way hash
fanction while making the most use to the pseudo-random
tumber generator. This is done to minimize the
tomputation time in the masking process and maintain the
!Iigh security level at the same time. There are six steps
n the masking process.

l. Use a pseudo-random number generator (G), initial
vector (/V) and formatted block to create F';, F',
Fy,..F'.. Then use this result, together with G, IV again,

Wdefine F*;, F"5, F"............ F" ..
F'] - Ff @ IV
Fi = F & G(F.,;) (Eq.1)
F'n = F,& IV
Flip = Fiy @ GIF" ) (Eq.2)

wherei = 2,3,.n

2. Concatenate F"; F",, .., £, together. Then separate
them 1into two equal parts., which we call FR and FL.
3. Define FR' as the result of a pseudo-random number
generator () and a hash value calculated from a strong
collision resistant one-way hash function (k) and FR.

FR'; = G{h(FR))

FR', = G(FR',, & i-})
where i = 2,3,.n/2

{Eq.3)

4. Set FR' as the concatenation of FR';. Then we denote
and compute ML using FR'and FL.

FR' = FRRMNFR'\N\FR» (Eq.4)
ML= FR' @ FL (Eq.5)
5. Define ML’ as the result of a pseudo-random number

generator ((G) and a hash value calculated from a strong
collision resistant one-way hash function (h) and ML.

ML, = G(h(ML}))
ML',‘ = G(ML',;, @ l.-l)
where i = 2,3,.n72
6. Set ML’ as the concatenation of ML',. Then we define
and compute MR using FR and ML".
ML =ML N\NML' . \NML' 5
MR =ML"& FR

(Eq.6)

(Eq.7)
(Eq.8)

P rx

4.1.3. Encryption scheme.
encryption scheme is described below.

Figure 2. Steps 3 to 6 of masking process

The operation of our



1. Masked message (MLWMR) is divided into blocks of
equal size called masked blocks. There are n masked
blocks (called M,, M» M;, ..... M) with £ bits in each.

2. Only the adjacent j bits from each masked block are
selected. These bits are then put together to form a
plaintext, which is n times j bits in size. The plaintext
position of each selected j bit trom each masked block is
determined pseudo-randomly by means of a pseudo-
random number generator operation in accerdance with a
pseudo-random seed (S).

3. The block of plaintext is encrypted with an encryption
algorithm using a scrambling key (K;) to become a
ciphertext, which is also 1 times j bits in size.

4. Each bit of ciphertext is distributed back to its original
position in the masked blocks. Then all blocks are
concatenated to one another. The result i1s m-bit
scrambled video information.

[ M LWM R

Calculate the posilion
of each j bt from
each hlnck

Perform encryplion with sclecicd bils
wnd Disinbule 1o originol position

| m bit of scenmbled viden information

Figure 3. Encryption scheme

4.1.4. Descrambling process. This is the reverse of the
scrambling process. Here scrambled video information is
descrambled m bits at a time. The parameters used in
descrambling are /V, S and K,. The descrambling process
is as follows.

1. The m-bit scrambled video information is divided into
n blocks of equal size. Only j bits from each block are
then selected using S and a pseudo-random number
generator. Next, all chosen bits from every block are put
together to become a ciphertext block.

2. The ciphertext block is decrypted using K, to get a
plaintext. Each bit in the plaintext is then distributed back
to its original position in each block. The position was
computed by S and a pseudo-random number generator.
The result is masked blocks numbering M, to M,

3. The masked blocks numbering M, to M, and IV go
through a reversal of the masking process to become the
m-bit original video information.

4.2. Key distribution scheme

In our scheme, the broadcaster sends a sent out
message (X) along with the related scrambled video
information. The smart card and the decoder box
calculate §, /V and K, that are used to descramble the

related scrambled video intormation from the sent out
message.  With the pairing system, each smart card uses
a different secret number to compute the data that is sent
to its decoder box pair. Only the decoder box pair that
has the same secret number will receive the correct S from
the data. For this reason, McCormac Hack and smart card
cloning attacks are ineffective in our scheme.

A technique based on Chinese Reminder Theorem
(CRT) is used in constructing message X.  Before
presenting the construct method, we need to understand
the mathematical background of the CRT [15]. Let py,
pa..., p, be posttive integers that are pair wise relatively
prime, and let 8;, R..... R, be positive integers, and let ¥
= p;* po*..* p,. Then the set of congruous equations

X =Rmodp (t=123..) (Eq-tT
have a common solution X which is (/<X <N-1) and

X = (25aWNp) *R* fymod N (Eq.18)
where I = fi * (N/p,) mod p,

The technique for constructing X 1s as follows. Let R
be a random number. C; is a ciphertext of R and §, which
is encrypted by a secret key (K.} in the smart card. Cs 1s
a ciphertext of R and /V, which is encrypted by a secret
key (Kp,.) in the decoder box. Cj is a ciphertext of K,
which is encrypted by secret key (Kp,.) Let p; (>Ci) p2
(> C>) and p; (>C;) be relatively prime integers. Consider
the following congruence equations:

X = C; mod py;
X = C» mod pa
X = C; mod p;

In our scheme, all smart cards have an identical secret
key K.oq and a prime number pouq Furthermore, each
smart card keeps an individual secret number (INi.cara) Of
each user i (U;). For the decoder boxes, they all have an
identical secret key K., and two identical prime numbers
Pboxi and pu,..  In addition, each decoder box keeps an
individual secret number (/N 4,.) of each user i (U}). For
the smart card and the decoder box that are paired, /N,
of each user is the same as IN,; 5oy Of €ach user.

4.2.1. Signals transmission from the broadcaster.

1. The broadcaster generates a random number (R)

7. The broadcaster encrypts the concatenation of random
number (R) and seed (S) with secret key K, to obtain
C,. Then he encrypts the concatenation of random
number(R) and initialization vector (fV) with secret key
Kpoe 10 obtain C,. he also encrypts the scrambling key
(K,) with secret key Kpox to obtain C;

C> = Expo (RWV) (Eq.20)
C3 = EKbox (KJ ) (qul)



3. Calculate sent out message (X) trom C,..C:, C; .poo
Proct ANd Ppoe: using CRT.

4. Send sent out message (XD and the related scrambled
video information to ail subscribers.

XN 7 i AN T mod poy
X & (Evn NV madpo,
w‘ X a (bt Ko f1med pag
Where R = arandem number
SO0V A = dewrambling pirameten
Broadcasier ok Paeodttd pacy = CRT paramerer

Figure 4. Steps involved in generating X

42.2. Operations in the decoder box and the smart
card. The operation in smart card and decoder box after
receiving the sent out message (X) and the related
scrambled video information is as follows.

In the smarnt card

l. Compute R and § from the sent out message (X) using
Poard and Km.m'-

RNS = Dgeqeal X mod pooa ) (Eq.22)

2 Define Y, which is a the value computed from R, IN, ...q
and the pseudo-random number generator (G) of user J

(U
Yi =S5 & G(R @INr-rnrd)

3. Send the computed Y, to the decoder box.
In the decoder box
1. Calculate R, IV and K, from the sent out message (X)
by using Kpoe Pooxs and Proxz-
RV = DKbox ( X modpb,,‘, ) (Eq24)
K, Dypor ( X mod ppy.2 ) {Eq.25)

2. Compute S by using R, /N, in the decoder box and ¥,
from the smart card.

S =Y, D GR @ IN, poc ) (Eq.26)

;3. Use IV, K, and S to descramble related scrambled video
information

(Eq.23)

Smart Card Decoder Box
ERNS = Do yiXmodp,,.) Y Ih RNV =Dy, (X modp, .}
LY =S @GR GIN., 1 K Dy X modpy
X 3.5end ¥, 10 smari card X 2. 5 = FBGIR PBIN,,)

]

Figure 5. Operations between the decoder box
and the smart card

5. Performance and security analysis

Both scrambling scheme and key distribution scheme
ire equally important to the system security and

pertormance. This is because attackers can obtain the
video information without the knowledge of the
scrambling scheme if they can break the key distribution
scheme to find the descrambling process parameter.

For block-by-block encryption, if 7, is the time used to
encrypt a block, the total time used to encrypt n blocks is
equal to nt,. For the masking process of n-block message,
I, and 1, are the time used to compute a hash function and
the high speed pseudo-random number generator once,
respectively. The total time used in masking process in
our scheme is (f, + 3 )n. Comparing the time used in
masking process and the time used to encrypt one single
block, our scheme also uses less time than the total time
used to encrypt the entire message in block by block
fashion. The computation time for hash function and
pseudo-random number generator are less than the
computation time for encryption {f,>>t,>>1,). For these
reasons, the total time reduced by our scheme when
compared to encrypting in the block-by-block fashion is
equal to (r,-ty-3¢.)n-1). The time reduction allows Pay-
TV Operators to choose more complex encryption
algorithm that needs long computation ime. We can also
reduce the overall performance time when our scrambling
scheme is used on high-bit rate video streams.

The decision regarding number of blocks, n, is also
important. The efficiency of our scheme, when compared
to encrypting the entire original message, can improve at
a faster pace as the number of n grow larger. However,
there are drawbacks to this concept. The increase in
number of n means more memory capacity is required to
store the formatted blocks and masked blocks before
processing. The effect error propagation would also
increase when number of n is larger. The future trend of
less expensive memory capacity and efficiency in
information transfer that will decrease in error rate will
likely make these drawbacks more tolerable, allowing a
larger number of 1 to be used.

Our scheme is based on the Feistel Structure. Feistel
gives a best form of permutation and makes no bit in the
formatted blocks determinable unless every bit in the
masked blocks is known. Also, as a result of step 1 of
masking process. each bit in the masked block is a
function of each and every bit in the formatted blocks.
Both advantages enable us to choose to perform
encryption to any part of the masked message while sQll
holding same security level as encrypting the entire
original message. The security of the scramblin_g, schf:_me
depends on the attackers' search for encrypted bit position
and the chosen encryption algorithm.

Ciphers are usually regarded as acceptable and secure
if they can withstand the known-plaintext and Lhe_chosen
plaintext attacks [12). It is difficult for these kinds of
attacks to occur in our scheme because the initial vectors
(IV) are different for every scrambling process. We will
get a completely different masked message every time the



video stream 1s scrambled.  In our scheme, even af the
attackers know the original video streams, they must tind
the plaintext from the original video signal  with
probability of //2* to break our scheme using know
plaintext or chosen plaintext attacks. For this reason, ovur
scheme is invertible with probability 772" for some
constant & (to an attacker who can see conerete given
bound of plaintext-ciphertext par)[12]. OQur proposed
scrambling  scheme is therefore acceptable by this
standard.

For the key distribution scheme, attacks may happen in
two situations. First, attackers may intercept  the
broadcaster’s message X. Second, attackers may intercept
the data sent between smart card and decoder box,
Assuming that attackers can intercept message X, it would
still be difficult to know /V, § and K, required to break the
system. This is because if the attackers want to know the
ciphertext of /V. § and K, in message X, they must know
Peards Poovt ANd ppa in order to extract the ciphertexis.
Moreover, they must be able to brecak the chosen
encryption algorithm to obtain fV, § and K, while they do
not have any information about pluntext-ciphertext
relationships. It can be clearly seen that the sccurity of
the proposed system depends on the encryption algorithm
used. and the ability to break the CRT without knowing,
Pearts Pooxt And Py, .

Assuming that attackers can intercept Y,, which is the
data sent between smart card and decoder box, it would
still be difficult to use ¥, with another decoder box or to
use it to break the system. This is because Y, values
calculated from different smart card are difterent, and
only the decoder box-pair can calculated the correct S
from Y, it received. If attackers want to know S that is
hidden along with ¥;, they must know R and IN, ... in the
smart card. It is very hard for attackers to know R and
IN; cara Since they must be able to first break the chosen
encryption algorithm used to encrypt R and also be able to
break CRT to get ciphertext of R without any knowledge
of p...a. Besides, 10 obtain information of IN; ..q 10 the
smart card, attackers must be able to break the chosen
pseudo-random number generator. From the 1wo
situations here, attackers must, at least, be able to break
CRT and the chosen encryption algorithm in order to
break the key distribution scheme. This makes the
security of our scheme dependent on the chosen
‘neryption algorithm.

6. Conclusion

In this paper, we have proposed a scrambling scheme
and a key distribution scheme. Qur scrambling scheme,
used for a high bit rate information, has succeeded in
feducing the encryption time. The schemes is also
beneficial to digital Pay-TV providers who can make usc
of the highly secure but more complicated and time

consunmung asymmetric encryption alpothms i ther
systems. Morcover, our seeaumbling scheme can function
Iike o block eneryption tor other types ol digatal
miormation. OQur key distribution scheme can be used to
distribute scrambling keys for other types o serambling,
scheme. It provides high securty and  con prevent
MceCormac Hack and smart card cloning.
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Abstract

This paper describes an encoding scheme based on
direct sequence spread spectrum technique for conveying
some extra bits in a communication channel. In the
trcoding process, small amount of information is added
into the original transmitted signal to generate the output
signal for transmission, and the user at the receiver end is
able to obtain both contents. In the decoding process, the
tdded extra bits are first extracted from the received
signal, and then used to recover the original signal. The
scheme was examined by simulation method and its

- performance was measured. Error control codes were

applied to the extra bits before the encoding process so
{hat the scheme's performance can be significantly
improved. The scheme was also examined by transmitting
the data through an AWGN channel to observe its
Pf_lfonnance when implemented in general applications.
With the proposed scheme, the existing allocated
bandwidth in the broadcast channel can be utilized in a
More efficient way.

L. Introduction

In spread spectrum (SS) communications [1, 2], a low-

| wideband signal can easily be hidden within the
¥me spectrum as a high power signal where each signal
%pears as noise to the other. The heart of these SS
¥stems is a pseudo-random binary sequence (PRBS). For

. mﬁe direct sequence SS systems, the original baseband
Ustream is multiplied by the PRBS to produce a new bit

, fream. At the receiver, the low level wideband signal will
accompanied by noise, and by using a suitable

detector/demodulator with the correct PRBS, this signal
can be squeezed hack inte the original narrow baseband.
Because noise is completely random and uncorrelated, the
wanted signal can easily be extracted [3]). In other words,
only those receivers equipped with the correct PRBS can
decode the original bit stream.

Based on these concepts, we may construct an
encoding scheme for conveying some extra information
bits via a transmission channel without requiring extra
bandwidth. That is, some extra bits will be added into the
original signal before the transmission process takes place.
These extra bits can give benefits to various applications
in many ways. For instance. in multimedia applications.
they may be used to enhance the quality of the transmitted
image or transport a control signal. However. at the
receiver, both the extra bits and the original signal are
required for correct recovery.

In this paper we describe a possible approach to
achieve the above requirement. A method based on the
direct sequence SS technique is proposed and then used to
construct an encoding scheme, which enables transmission
of extra bits~over the existing allocated bandwidth. In
Section 2. the method of constructing the encoding
scheme is explained. The details of the encoding scheme
are described, including the theory behind its operations.
Section 3 describes all possible adding methods that can
be used in the scheme, and the simulation model used to
evaluate the performance of the scheme. The results from
simulations and discussions are then given in Section 4.
Finally, Section 5 provides some concluding remarks and
directions for future work.



!, Description of the scheme

In digital communication systems. channel coding is
normally applied to the signal before transmission takes
place, and this signal is considered as the original signal in

rour encoding scheme. Using the S§S technique as

| described in [4], the extra bits will be added via an add
gperation to the original signal after the channel coding
process to obtain the resulting signal for transmission.
Given a key to reproduce the same PRBS at the receiver’s
end, the extra bits can be recovered. The original signal
can then be recovered by subtracting the extra bits from
the received signal. Any errors which occur at this stage
sich as communication channel errors will be detected
ad corrected by the channel decoder. The operation of
the encoding scheme is shown in the figure below.

Original
Signal Chaonel [5? (55| Moduiator
Encoder T"—’
Info. | (brxpi)
/m:) | Spreading (b)) PRBS
> wither @Y (p)
a) Transmitter
Original
{s%) () [ channer | Signal
Demodu- e (= —a
lator y Decoder
PRBS Info.
(pi) PR (my)
Note* Perform the same process as
at the transmitter to get b
b) Receiver

Figure 1. The operation of the encoding scheme

. The basic steps of adding the extra bits to the original
“.3“31 are now described. We denote the sequence of extra
Is we want to add to the original signal by m;, m; € {-1,
ll: This discrete signal is spread by a large factor cr, the
ih{P'rate, to obtain the spread sequence (b)), b; = m;, je cr
1< (j+1) e cr. The spread sequence is then modulated
¥th a PRBS (p,), p: € {-1, 1} and added to the original
- 3gnal 5;, where each s, block containing x bits, to yield the
mitting signal (s°;),

s'=5+p eb, (1)

At the receiver, the recovery of the added bits is easily
accomplished by multiplying the received signal with the
same PRBS (p;) that was used in the encoder. The
summation over the correlation window, i.e. over cr, is as
follows:

(Jj+1)ecr-1 (j+l)ecr-1 (j+1)ecr-1 R
ry = X pies;= 2piesi+ 2 p. b (2)
i=jecr i=jecr i=jeocr

The first term on the right-hand side of eq. (2) vanishes

if p; and s; are uncorrelated, and then 2 ;- .., p, =v
[5]. Since p,-“’ = 1, r; ideally becomes
r;=crem; (3)

and the recovered extra bit m’; = sign (r’)).

As an example, let the bit-rate of the original signal be
10 Mb/s, the chip-rate ¢r = 500 and let the block size x be
4 bits. Then, the rate at which extra bits can be added after
the channel coding process is 5 kbfs. With this bit-rate, the
extra bits could be an image signal, for instance, in a
compressed form transmitted every 30s or so. Hence, we
can transmit the total bit-rate of 3.005 Mb/s within the
existing bandwidth allocation of 10 Mb/s.

To increase the bit-rate of the extra bits, the chip-rate
and the block size should be reduced. However, a smaller
block size implies a greater likelihood that subtracting the
extra bits from the received signal will not give the
original signal. In addition, a smaller chip-rate implies a
greater likelihood of error in decoding the extra bits. To
reduce this latter likelihood of error, an error control code
can be applied to the extra bits before the spreading
process.

3. Simulation model

Simulations were carried out using C programming
language. The block size x was varied from 2-7 bits to
represent up to 128 values. The chip-rate was varied from
0 to a value that gives no error in the extracted
information. According to eq. (1), the addition between s,
and p;® b; can be performed in five different methods,
yielding five operations, as follows:

i) s,=s+p*b

ii) s'i=s;,ifs;=0and p;eb;=-1,
or §;= (2* - 1) and p;* bi=1,
Otherwise s"; = s; + p,® b;



i s, =s.ifs,=0uand pe b, = -1,
otherwise s, = (5, + poe b)) mod 2*
iv) s =s5,.ifs, =(2" - Dand pe b, =1,
otherwise s, = (s, + pe b)) mad 2
v) s, =(s,+pebImod 2}

Table 1 shows five possibilities of 57, resulting trom
different adding methods (i-v). which can be used in the
ecoding scheme. Since each method gives different levels
of performance in the decoding processes, they will be
investigated ta determine a suitable one o be used in
practice.

Table 1: Possible values result trom the different adding
methods in eq. (1) for block size v =2

s, +peh,

5 0| o | 1 2 2 3 }

pe b -1 I 1 -1 | 1 |
RENE l 0 2 1 3 i\ 4
i) s 0 | 0 2 | k! 2 A
i) s 0 1 0 2 I 3 2 0
| ysy [ 3 | 0 2 | 3 2 3
RENE 1 o| 2 | 3 2 0

As the table 1 indicates, the method i produces some
msults that are out of the range of the values that the
Driginnl bit stream can represent, e.g. the value of 4 cannot
be represented by 2-bit number, and thus this method will
Wt be used in the simulation since it will increase the
bndwidth of the transmitted signal. For the remaining
methods, the ditferent values of 5, exist when performing
te addition between s, = 0 and peb = -lors, =(2' -1
Wd pie b, = 1. In the first part of the experiments, the
Methods ii-v were used in the simulations, with the aim of
t‘tll'lunslrming how an encoding scheme may be
Wnstructed as well as how well it performs. The
lifferences  when applying each method were then
Malyzed, based on the simulation results obtained.

_ Then the error control codes were applied to the extra
bits. This wili of course reduce the main throughput by a

tor k/n, where k and # are the number of input symbols
"‘.‘iOUtpul symbols respectively, which one may think that

S may be difficult to compensate by a smaller value of

P-rate in the decoding process. To demonstrate that the
or control codes can improve the performance of the
Ming scheme, various codes are applied to the extra

before performing the spreading process, and theirs
Prformances are then compared to the one without the
%des. For example. Reed Solomon codes, Binary BCH

code, Golay vode amd Convalutional cosle with e 17
and A - 7 Consalt (6. 7], tor those who are naot fanmlin
with the subject

AL thns step of our simulanons, however, the cinoding
scheme will be pertonmed iman ctron tree communie ation
channel. That as, the entors that occuned 1 the utimimal
siznal came solely from the need o renam within the
bandwidth of the teansnussion channel. Uhe objectinve b
domg this is to focus on only the et that occur i the
exttacted extia bits, wlach e mamly related 100 the
pettormance of the scheme. In addition, the MPEG
cncoded stream was used W cany the extia bits whle
senerating the data to be tansnutted thoough the channel
can be accomphshed by using a0 tandom number
vencrator. One that produces a umiform distabution ot
numbers on the miterval O o a maximum vatue s provuded
by a function rand( ) C language. Using this funchion,
we can say that any value less than halt of the mavunom
value is a zero; any value greater than or equal to half of
the maximum value s a one, and then input o the
constructed encoding scheme as described i the figure 1

After the proper code that gives the best pedormance 1s
tound, the proposed scheme will be simualated inoa
communmcation channel. At this step, an Additive White
Gaussian Notse (AWOGN) channel s chosen since 11 15 a
type of noise that most communication systems encounter
(8], An crror control code te convolutional code with
rate /2 coding is also applicd to the onginal signal in
order 10 observe the performance ot the proposed scheme
when implemented in practice. The simoliation model used
in the experiments is shown in the figure below,

Oniginal Clannel Proposed
Siglml—" Encoder 1 Encoding
Scheme
AWOGN
Channel
Original Channel Froposed
Stmal ] Decoder [$] Devoding <—|
Scheme

Figure 2. Simulation modelin an AWGN channel

Adding noise 1o the transmitted  channel symbols
involves generating Gauossian random numbers, scahing
the numbers according to the desired energy per symbol to
noise density ratio, E¢/Np, and adding the scaled Gaussian
random numbers to the channel symbol values. For the
uncoded channel, E¢/No= Ew/Np, since there is one channel
symbol per bit. However, for the coded channel, EJ/Np=
E/Np+ 10log,o(&/n). For example, for rate 172 coding,
Eo/No= Ey/No+ 10log (1/2) = EW/Ng - 3.01 dB.



. Since C language only provides a uniform random
. wmber generator, rand(), in order to obtain Gaussian
andom numbers, we take advantage of relationships
etween uniform, Rayleigh, and Gaussian distributions:
Given a uniform random variable /, a Rayleigh
random variable R can be obtained by

R= J;z In (141-U) = o2 In (1A1-U) ()

where 0~ is the variance of the Rayleigh random variable,
wnd given R and a second uniform random variable V, two
Gaussian random variables G and H can be obtained by

G=RcosU,and H=RsinV (5)

In the AWGN channel, the signal 1s corrupted by
wditive noise, n(t), which has the power spectrum Ng/2
watts/Hz. The variance o of this noise is equal to No/2. If
we set the energy per symbol Eg equal to 1, then Eg/Ny=

26?.So o = JIA2 (Eg/Ng)) [9).
| 4 Simulation results and discussions
From the simulation results, the smallest chip-rate with
% errors after the extraction process using different

Wding methods (ii-v) are shown in the table 2.

Table 2: Values of the chip-rate with no errors after the
extracting process, at different block sizes

Chip-rate Block Size x
cr
2 3 4 5 6 7

Method 46 110 455 1100 4150 12000
ii

Method 190 400 1450 | 5100 | 15200 | 45000

it

Method 210 410 | 1400 | 4500 | 16000 | 43500
[

{
v

Itis clear from the table 2 that the adding method ii
iaf"’;‘-hlhe b.est performance, i.e., needs the smallest value
o ¢ chip-rate, especially in the larger block sizes,

Mpared to other methods. Therefore, from this point,

adding methods ii was chosen for the simulations to

Biure the performance of the encoding scheme at
Tious block sizes. Furthermore, for these block sizes,
T values of the chip-rate considered resulted in

rent values of BER in the extracted extra bits, and

t.hese values and the underlying line are shown in Ficure 3
tor the adding methods ii.
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Figure 3. Bit error rate of extracted extra bits at different
block sizes using adding method ii

First of all, note that the method v, according to the
table 1, provides reversible decoding. 1.e. the original bit
stream can be cormrectly recovered. By using the
knowledge of p, b;, every value of s'; can be referred
back to s;, in the same way as one-to-one mapping, while
the remaining methods cause some errors in the decoding
process. However, the results from the table 2 showed that
no matter how large the chip-rate is, when method v is
used, the added bits will not be correctly extracted. The
reason is because of inaccurate results from the
summation over the correlation window, shown in eq. (2),
in the decoding process; that is, the decoder will give a
wrong sign of r’j, and translate to a wrong value of m,.
This event can be noticed by considering the original bit
strearn as a random sequence and observing whether its
distribution is flat or not. If so, it is likely that the
summation results from eq. 2 will lead to a wrong value of

A good example that indicates this notification is
shown in the table 1, where the original bit stream is
equally distributed; i.e., each value (sample) has the same
probability of occurrence. It can now be seen that the
summation term of all possible values of 57 X p® b, In
each adding method is 8, 6, 3, 3 and 0, respectively. For
example, in method i, the summation term can be
calculated as follows: (0x-1) + (1x1) + (Ox-1) + (2x1) +
(1x-1) + 3x1) + 2x-1) + 3x) = 6. It is obvious that the
larger the value of the summation term, the smaller the
chip-rate needed to correctly extract the extra bits. This
analytical observation can be proven by the simulation
results from the table 2. In contrary, a smaller value of the
summation term results in more incorrectly recovered bit
stream at the same bit rate. The explanation is given



elow. However, method v should not be practically used
1the encoding scheme.

As mentioned earlier, although the added bits are
omectly obtained when a proper adding method is used,
he recovered original bit stream, after subtracting the
mira bits from the received data, still contains some
erors. The reason for this 1s implicitly shown in the table
1. That is, for example in the adding method ii, when 5", =
{and p;e b; = -1, the decoder will not be able to determine
whether 5, is O or 1, and this gives the possibility of
making a wrong decision up to 50%. If the block size x is
wed, the errors occurring in the recovered original signal
will be approximately 1/(2%) %. However we can reduce
~this error rate by using different adding methods e.g.
method iii. According to the table 1, the remaining errors
will be approximately 1/(2**) %. Nevertheless, when the
dding method iif is used, the chip-rate needs to be
xreased in order to prevent any error in the process of
eracting extra bits. The simulation results in the table 2
iready verified this fact. The same explanation can also

b applied to the adding method iv.
From the figure 3, it can be seen that a larger block size
weds a bigger chip-rate to retain the same BER. In
- ddition, since one single bit error in the extracted
‘1 'ﬂliformation causes error propagation in the original
sgnal, any value other than a large chip-rate will result in
ilrge BER. To further improve performance of the
sheme, the error control codes were applied to the extra
bis before the spreading process. This reduced the
mount of data rate to be added in the original signal by a
fictor k/n. However, the amount of chip-rate required in
te decoding process was decreased, and this resulted in
u improvement in efficiency for the entire system. The
maller values of the chip-rate, when applied the error
.tntrol codes, that gave different values of BER in the

iMracted extra bits are shown in the figure 4 for the block
Szes of 4.

'

Pe—
Chiprate Vs, BER at Block size of 4
1 ) o .o
e ~
N i
jres \N
— : \\\
o RSAANS
- =
e e I\. \ \'\.
1Y \' N
LTy T .
oy
e | I
Qﬁml RS{15.9) = BCH (3121} — Golay (23.92) = Comvoluban (137] --meﬂ

Figure 4. Bit error rate of extracted extra bits when the
Mor control codes are applied, at the block sizes of 4

It obviously shows. from the figure 4. that the error
control codes provide the smaller values of the chip-rate.
It can also be seen the convolutional code gave the best
performance, compared to the others, and hence was used
in the next experiments. To illustrate the benefits of using
error control codes, the number of original data (symbol)
which 1s used to convey the extra bits is plotted against the
BER. Figure 5 shows the performance comparison of the
encoding scheme with and without the error control codes
at the block size of 4.
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Figure 5. Performance comparison between the scheme
with and without the error control codes

Table 3 shows an example of the total amount of
bandwidth saved by the use of the RS (15, 9) code at
different block sizes. The results are presented in the form
of efficiency improvement (%) of the scheme with the RS
(15, 9) code, compared to the one without the code.

Table 3. Summary of efficiency improvement of the
scheme with the (15, 9) RS code at different block size

Block Size x 2 3 4 5 6 7
Efficiency 333 | 333 39.1 389 | 46.1 | 44.2
(%)

It is clear that the larger the block size, the higher the
efficiency of the scheme. For that reason, the error control
codes can be very useful when the scheme is operated
with a large block size. To observe the performance of the
scheme when impiemented in the AWGN channel, the
simulations were conducted according to the model in the
figure 2. In the following figure 6, a plot of the BER
versus the Ey/Np for the scheme using the convoluticnal
code with rate 1/2 is given.
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Figure 6. Performance comparison when the scheme is
implemented in the AWGN channel at various block sizes

From the figure, it can be seen that errors occurred at
te output of the original signal were larger than the ones
fom pure AWGN channel. This is because of the
mgecoverable errors remained in the data after decoding
pocess. However, when the value of E/N, was increased
te BER became smaller, especially with the larger block
ize. It can be noticed that the scheme operated with a
arger block size gave better performance. Nevertheless,
te value of the chip-rate required for large block size is
aermous and this choice should be carefully considered.
Fom the obtained result so far, the proposed scheme is
w fit well when implemented in the AWGN channel.

5. Conclusions and future work

In this paper we have shown a method of constructing
I encoding scheme for transmitting extra bits via an
Bisting transmitted signal, based on the direct sequence
wead spectrum technique. We have also shown that
ifferent adding methods used in the encoding scheme not
Wy gave different values of chip-rate that enables the
Atna bits to be correctly extracted, but also gave different
rformances of the scheme. Furthermore, we have shown
Yerimentally and analytically that the scheme's
Mformance was improved by applying the error control
“es to the extra bits before the encoding process. Our

appraach has showed an wdea of how to utilize the evishing
allocated bandwidth ina maore etficient w av Further wark
can be carried out by simulating the wheme 1in some
specific applications such as Digntal Video Broadeasting
(DVB), where powerful error control scheme 1~ used. and
observe its performance and reliabthty.
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ABSTRACT

This paper describes a concept of dual level access
scheme for conveying some extra bits in the
broadcasting networks. By adding small amount of
information, using spread spectrum techniques, into
the encrypted signal to generate the output signal
for transmission, any user at the receiver end is
allowed to view this content, while only the users
with the decryption key can view the encrypted
content. In the decoding process, the added extra
bits are first extracted from the received signal, and
then used to recover the encrypted signal. In this
paper, the scheme’s efficiency was improved by
applying error control codes to the extra bits before
the encoding process. Moreover. the scheme was
implemented in DVB applications, by a simulation
method, by transmitting the encoded MPEG-coded
stream through an AWGN channel, to observe its
performance. With the improved scheme, the
existing allocated bandwidth in the broadcast
channel is utilized in a more efficient way.

1. INTRODUCTION

A dual level access scheme is an encoding
scheme which gives two levels of access to the
users in the network. For example, in pay-TV
services, some digital TV programmes will be
encrypted before transmitting to every subscriber.
Only the authorized subscribers who pay an extra
fee can get access to those programmes. This
technique does not give any value at ail to other
subscribers who have not paid for that particular
programme. The allocated bandwidth is only used
for broadcasting the encrypted signal to the
authorized subscribers, which may be a small group
compared to all subscribers in the network. With
the dual level access scheme proposed in [1], the
authorized subscribers can access the encrypted
signal and, at the same time, the other subscribers
can receive something on the same channel, such as
an advertisement, so that more benefit is given to
both the service providers and all subscribers in the
network, and of course, the scheme shall not extend
the existing allocated bandwidth.

In this paper, such scheme was developed by
applying error control codes to the exira
information bits before being added to the
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School of Electronics. Computing and
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encrypted signal in order to improve the
performance of the scheme. Various error control
codes were tested by simulation method to
determine the best suited one to be used with the
scheme. Moreover, The improved scheme was
tested for the practical use purpose by transmitting
the extra bits on Digital Video Broadcasting (DVB)
systems, where a powerful error control scheme is
applied, through an Additive White Gaussian Noise
(AWGN) channel to observe its performance. In the
next section, the method of constructing the
encoding scheme is explained. The details of the
encoding scheme are described, including the
theory behind its operations. Section 3 describes the
simulation model used to evaluate the performance
of the scheme. The results from simulations and
discussions are then given in the Section 4, and
finally, Section 5 provides some concluding
remarks.

2. DESCRIPTION OF THE SCHEME

The principle of the scheme is based on direct
sequence spread spectrum (SS) technique (2] which
is used to add specific information ie.
advertisements, referred to as extra bits, to the
access-limited signal, which is protected by
encryption technigues. The heart of the SS systems
is a pseudo-random binary sequence {PRBS). For
these direct sequence SS systems, the original
baseband bit stream is multiplied by the PRBS to
produce a new bit stream. Only those receivers
equipped with the correct PRBS can decode the
original meSsage. At the receiver, the low level
wideband signal will be accompanied by noise, and
by using a suitable detector/demodulator with the
correct PRBS, this signal can be squeezed back into
the original narrow baseband. Because noise is
completely random and uncorrelated, the wanted
signal can easily be extracted.  Several
watermarking techniques are also based on these
ideas such as those proposed in [3, 4).

Using a similar technique to the above, the extra
bits will be added to the encrypted signal (after the
channel coding process) to give the signal for
transmission. Given a key to reproduce the same
PRBS at the receiver's side, the extra bits can be
recovered. Then the encrypted signal can be



recovered by subtracting the extra bits from the
transmitted signal [1]. Any errors that occur at this
stage will be detected and corrected by the channel
decoder. The operation of the encoding scheme is
shown in Figure 1 below.

Encrypted ,
Signal Channel  f&)  (5%)] Modutator
—® Encoder _"T >

Info. (b.) (bxp:)
(m;) | Spreading ' PRES
’ with cr @ {p:)
a) Transmitter
Encrypted
(s%) £ [ Channer | Signal
—| D . > p
T;gfu Ty Decoder
(bxpi)
PRBS ¥ Info.

Note* Perform the same process as
at the transmitter 10 get bogr

b) Receiver

Figure 1. The operation of the encoding scheme

The basic steps of adding the extra bits to the
original signal are now described. We denote the
sequence of extra bits we want to add to the
original signal by m;, m; € {-1, 1}. This discrete
signal is spread by a large factor cr, the chip-rate, to
obtain the spread sequence (b;), b, = m;, jecr <i <
(j+1)e cr. The spread sequence is then modulated
with a PRBS (p;), p; € {-1, 1} and added to the
original signal s;, where each s; block containing &
bits, to yield the transmitting signal (s';),

s'i=5i+peb; (1)

At the receiver, the recovery of the added bits is
easily accomplished by multiplying the received
signal with the same PRBS (p;) that was used in the
enceder. The summation over the correlation
window, i.e. over cr, is as follows:

(jrnecr-l
rio= DL pies;
i= jocr
) (2)
(j+oer-1
T 2 Pi®s;+
i-jecr

{fenecra
pi’ ob;
i=jocr
The first term on the right-hand side of (2)
vanishes if p; and s; are uncorrelated, and then

E:j-nﬁcr-n ) .
¢ jecr p,=0[5]. Since p7 = L.+ adeally
becomes

r'j=cr-mj t3)

and the recovered extra bitm’, = sign (r').

As an example. let the bit-rate of the encrvpted
signal be 10 Mb/s, the chip-rate cr = 500 and tet the
block size k be 4 bits. Then, the rate at which extra
bits can be added after the channel coding process
is 5 kb/s. With this bit-rate, the extra bits could be
an image signal, for instance, in a compressed form
transmitted every 30s or so. Hence, we can transmit
the total bit-rate of 3.005 Mb/s within the existing
bandwidth allocation of 10 Mb/s.

To increase the bit-rate of the extra bits, the
chip-rate and the block size should be reduced.
However, a smaller block size implies a greater
likelihood that subtracting the extra bits from the
received signal will not give the encrypted signal.
In addition., a smaller chip-rate implies a greater
likelihood of error in decoding the extra bits. To
reduce this latter likelihood of error, an error
control code can be applied to the information bits
before the spreading process.

3. SIMULATION MODEL

Simulations were carried out using C
programming language. The block size &k was varied
from 2-7 bits to represent up to 128 values. The
chip-rate was varied from O to a value that gives no
error in the extracted information. However, it is
obvious that some results from the addition of s,
and p,® b, are out of range of the values that the
encrypted signal can represent, and thus more
bandwidth will be required for transmitting the
output signal. In order to keep the output bit-rate
constant, the addition of s, and p; * b, is performed
as follows;

s =s5,ifs;=0and p; e b, =-1,
or 5,-=(2k ~Dandp;eb =1
Otherwise s, =5, +p, * b, (4)

When the error control codes are applied to the
extra bits, it will of course reduce the main
throughput by a factor &/n, which one may think
that this may be difficult to compensate by a
smaller value of chip-rate in the decoding process.
To demonstrate that the error control codes can
improve the performance of the encoding scheme.
various codes are applied to the extra bits before
performing the spreading process. and theirs
performances are then compared to the one without
the codes. For example, Reed Solomon codes,
Binary BCH code, Golay code and Convolutional
code withrate 1/2and K =7.

However, at this state of our simulations, the
encoding scheme will be performed in an error-free



communication channel. That s, the errors that
occurred in the encrypted signal came solely from
the need to remain within the bandwidth of the

transmission channel. The aim of doihg this is w

focus on only the errors that occur in the extracted
information bits, which are mainly related to the
performance of the scheme.

After the proper code that gives the best
performance is found, the proposed scheme will be
simulated in a communication channel. At this step,
an AWGN channel is chosen since it is a type of
noise that most communication systems encounter
[6]. The simulation model used in the experiments
is shewn in figure below.
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Figure 2, Simulation mode! in an AWGN channel

Moreover, the encoding scheme will be
implemented with the MPEG coded stream by
simulation method in the. DVB systems where the
powerful concatenated error control scheme is used.
Commonly, thé error control process in the DVB
comprises three stages of ferward error correction
(FEC) coding, namely, outer coding, interleaving
and inter coding, followed by a modulation stage
where Quadrature Phase Shift Keying (QPSK) has
been chosen. Normally, the Reed-Solomon (RS)
204:188 is used as an outer code, while the

‘eonvolutional code with rate 1/2 is used as an inner

code [7]. Figure 3 illustrates the concatenated error
control scheme.

—] Outer »| Interteaver
Input Data| Coder
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Coder
Error Data A 1
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1 Channel :
’ 1
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Figure 3. Concatenated error contrel scheme

4. 'RESULTS AND DISCUSSIONS
From the simulation results, the smallest chip-
rate without errors after the decoding process was
46, 110, 455, 1100, 4150 and 12000 for a block

size of 2, 3,4, 5, 6:and 7 respectively. [t ¢an also be
seen that the smaller the block size, the larger value
the chip-rate required to recover the informaton
bits correctly. For these biock sizes. other values of
the chip-rate considered resulted in different values
of" Bit Error Rate (BER) in the extracted
information bhits, and these values and the
underlying line are shown in the figure below.

‘Chip rate Vs BER
1 T o] 1000 et R

| OE*D0 -

1 0E-G1
1 QE02 -

10E03 4

BER

NOE DA

10E 05 3

Hipck Size=4 - Biock &2‘0"5?

rof0e Lo o
~= Block Size =2 = Blogk Size-3
= fock Sizo-B = Block Swe=7

Figure 4. Bit error rate of extracted cxira bils at
ditferent block sizes

From the figure 4, it can be seen that a larger
block size needs a bigger chip-rate to retdin the
same BER. In addition, since ong single bit ertor in
the extracted information causes error propagation
in the encrypted signal, any value other than a large
chip-rate will result in a large BER. To illustrate the
benefits of using error control codes, the number of
encrypted data which is used to convey the extra
bits is plotted against the BER. Figure 5 shows the
performance comparison of the encoding scheme
with and without the error control codes at the
block size. of 4.
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Figure 5. Performance comparison between the
scheme with and without the error control codes at
the block sizes of 4 &

It obviously shows, from Figure 5, that the error
control codes, provide the sthaller 'ﬁ{alqes of the
chip-rate. It also shows that the convolutional .code
gave the best performance, compared to the others.
The summary of advantage of applying the error




control code i.e. the convolutional code with 1/2
rate is given in the table 1 below.

Table L. Number of extra bits that can be
transmitted with and without the convolutional code
with 1/2 rate, at different block sizes

If Channel = 10Mbivs,
Block size We can send the extra bits

With Convolutional Non ECC

code at m = atm=

3 51 kb/s 2.8 kb/s

4 16 kb/s 5.4 kbis

5 2.7 kb/s 1.3 kb/s

6 520 bit/s 333 bivs

To observe the performance of the scheme when
implemented with DVB systems in the AWGN
channel, the simulations were conducted according
to the model in Figure 2. In the following Figure 6,
a plot of the BER versus the E/N, for the scheme

using the concatenated error control scheme
mentioned in Section 3 is given.
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Figure 5. Performance of the scheme in DVB
systems at different block sizes

From the figure, it can be seen that errors
occurred at the output of the encrypted signal were
quite high, compared to the DVB system alone.
This is because of the unrecoverable errors
remained in the data after decoding process, when
the encoding scheme was applied. However, when
the value of Ey/N, was increased the BER became
smaller, especially with the larger block size. It can
be noticed that the scheme operated with a larger
block size gave better performance. Nevertheless,
the value of the chip-rate required for large block
size is enormous and this choice should be carefully
considered.

5. CONCLUSIONS

In this paper we have shown a method of
constructing an encoding scheme for dual level
access to broadcasting network, based on the direct
sequence spread spectrum technique. We have also
shown experimentally and analytically that the

scheme’s performance was improved by applving
the error control codes ta the information bits
betore the encoding process. Furthermore. the
encoding scheme was performed in DVB svstems
by simulation method. and the results have shown
the possibility of implementing it in practice. At the
end. our approach has showed an idea of how 1o
utilize the existing allocated bandwidth in a more
efficient way.
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