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ABSTRACT

An experiment was conducted to investigate changes in the fundamental
frequency (Fy) contours of Thai tones in connected speech. Thai has five tones: mid,
low, falling, high, and rising. It is hypothesized that Thai tones in connected speech
are affected by many linguistic factors, such as syllable structure, tonal coarticulation,
stress, and intonation. The experiment is designed to isolate stress from other
confounding factors. Stimuli consisted of 25 pairs of ambiguous target sentences with
disambiguating context. Target syllable was embedded at the beginning of the
utterance, and thus eliminating perseverative tonal coarticulation. One member of
each pair contained a 2-syllable noun-verb sequence exhibiting a — — stress pattern,
the other member a 2-syllable noun compound exhibiting a ~ — stress pattern.
Acoustic analysis revealed that Fo contours of stressed syllables more closely
approximate Fg contours in citation forms than those of unstressed syllables. The
degree of approximation is primarily determined by syllable structure. In contrast, Fy
contours of unstressed syllables undergo a more complex process. The average height
of all five tones can be classified into three tonal registers: low, mid, and high. The
low register comprises the low and the rising tones, the mid register the mid tone, and
the high register the falling and the high tones. Based on shape, the falling and high
tones are distinguished within the high register. The low and rising tones within the
low register. Therefore, a five-way contrast among all five tones appears to be

maintained in both stressed and unstressed syllables.



INTRODUCTION

The impetus for this research arose during an investigation on automatic tone
classification in connected Thai speech by computer. Since Fy is the primary acoustic
correlate of tone, this study will focus on Fy realization of Thai tones in connected
speech. Tone is a distinctive feature of any tone languages, like Thai, and the
differences in lexical tones can be acoustically described in terms of distinct patterns
of Fy contours. While tones in isolation are relatively easy to acoustically describe and
to automatically classify because of their rather definite Fy contour shapes in the tone
space, the acoustic manifestation of tones in continuous speech is much more difficult
to assess and quantify, [t is hypothesized that Fy contours of Thai tones are influenced
by many linguistic factors: syllable structure, tonal coarticulation, stress and
intonation. Thus, it is of primary interest to be able to quantify the effects of those
confounding factors on Fy contours of Thai tones. Such information is no doubt
essential to the formulation of an algorithm that will automatically assign Thai
syllables to their appropriate tonal categories.

Of all the linguistic factors affecting Fo realization of Thai tones, we are
interested in stress and tonal coarticulation. The aim of this study is to investigate
changes in Fy contours of the five Thai tones in connected speech as a function of
stress by using a more systematically controlled experiment that isolates stress from
other confounding factors. The focus will primarily be on the effects of stress
occurring in disyllabic noun compounds. Compounds in Thai are very important not
only because of their high frequency of occurrences, but because they provide us with
a window to see how prosody may potentially be used by listeners to resolve
ambiguities in Thai. The study will attempt to answer questions concerning the effects
of stress on individual tones and the contrastive relationship of lexical tones in both
stressed and unstressed syllables. Findings will be interpreted in terms of their
relevance to the description of sentence prosody in Thai. Implementation issues

regarding automatic tone classification will also be addressed.



EXPERIMENT

The Effects of Stress on Fy Contours of Thai Tones in Continuous Speech

Stress in Thai has been investigated in the past by many linguists, and many
stress placement rules postulated. In terms of pitch, those researchers generally agreed
on the phonetic realization of stress in “linker syllables” [1]. However, the effects of
stress on Fg contours of unstressed non-linker syllables remain a subject of much
controversy up to the present. The disagreement revolves around the issue of whether
or not lexical tones of unstressed syllables undergo tone neutralization, i.e., whether
or not Fy contours of all or some of the five tones lose their identities in both height
and shape. Of those earlier studies, only a few have presented acoustic-phonetic
information on the realization of stress in terms of Fj.

Hiranburana [2,3] presented instrumental findings on stress at the word level,
Changes in Fy contours were shown to vary depending on degree of stress. Her results
were based on observations of the pattern of changes in Fy contours of unstressed
syllables obtained from non-final syllables of polysyllabic words, monosyllabic
grammatical words, the first syllable of institutionalized compounds,‘ and the
reduplicator of the completely reduplicative forms. She concluded that the Fy contours
of the five lexical tones are neutralized to three level tones: high, mid, and modified
low. |

Gandour [4] argued against tone neutralization in fast casual speech by
presenting acoustical measurements of Fo contours of the initial syllable in pairs of
disyllabic noun compounds distinguished minimally or near-minimally by the lexical
tone of the initial syllable. His findings indicated no changes in contour tones of
unstressed syllables. He concluded that the five lexical tones of unstressed syllables
maintain their basic canonical shapes as in citation forms despite being shorter in
duration, and the five-way contrast is intact.

Luksaneeyanawin [5] extended the phonetic analysis of stress beyond the
word level. Based on acoustic and auditory analyses of passages read by two
speakers, her descriptions of F¢ contours of unstressed non-linker syllables were
generally in agreement with Hiranburana’s, except those of the rising tone. It appears
that she also favors the existence of tone neutralization in unstressed non-linker

syllables.



The findings in all three aforementioned studies are unfortunately very
difficult to interpret because none of them isolated stress from other confounding
factors affecting the realization of Fy contours, such as tonal coarticulation,
declination and intonation. Therefore, their resuits might not be due to the

manifestation of stress alone, but to other factors as well.

Method

Subjects

Five native speakers of Thai were selected for this experiment. All subjects
were monodialectal speakers of standard Thai from the Bangkok Metropolitan area
only. They are free of any speech or hearing disorders by self-report based on a
screening interview and as later judged by the investigator during the recording
session. Subjects were also chosen based on the following criteria: age, education,
gender and geographical profile. All subjects were naive with respect to the purpose

of the experiment.

Materials

Stimuli consisted of 25 pairs of ambiguous target sentences. The two members
of each pair contained six segmentally identical syllables including two target
syllables. The first member (a) contained a 2-syllables noun-verb sequence exhibiting
a — — stress pattern, the second member (b) a 2-syllable noun compound exhibiting a ~
— stress pattern. The diacritic ~ represents an unstressed syllable, — a stressed syllable.
To minimize tonal coarticulation effects, the two target syllables were embedded at
the beginning of the sentence, hence only anticipatory coarticulation on the first
syllable is present while carryover coarticulation is eliminated. Thai tones are more
greatly influenced by carryover than anticipatory coarticulation [6]. The tones of the
two target syllables were also varied to represent all possible two-tone combinations
of five Thai tones so that anticipatory coarticulation in all contexts is considered. Of
25 two-tone combinations, only four were fully voiced throughout (MH, MR, LF, and
FH); the other 21 two-tone combinations had intervening voiceless obstruents. To
maximize the speaker’s likelihood of being able to naturally produce the utterance

according to its intended meaning, each utterance was preceded by a few sentences of



disambiguating context. A list of the target sentences with their disambiguating

contexts is included in the appendix.

Recording Procedure

Speakers were asked to read a target sentence along with a few sentences of
disambiguating context typed in Thai script on a 12.7 X 20.32-cm card. Cards were
presented in random order and speakers were not told which of the sentences in the
paragraph was the target sentence. They were also instructed to produce the sentences
at a conversational speaking rate, i.e., at a rate they considered representative of their
conversational speech. A random order of presentation and a sufficient pause
provided between items were intended to minimize changes in speaking rate and
learning or list-reading effects, thus maximizing the likelihood of speakers being able
to produce natural sounding utterances. To avoid start and end effects, extra cards
were placed at the top and bottom of the deck.

Recordings were made in a soundproof booth using a Mascot ECM-627
unidirectional condenser microphone and a Technics RS-TR210 tape recorder.
Speakers were seated and wore a custom-made headband that maintained the
microphone at a distance of 20 cm from the lips. For each speaker, the total corpus
contained 250 utterances (2 members X 25 tonal combinations X 5 repetitions). There
were two recording sessions separated by one week to minimize the possibility of
speaker’s exaggerating the contrast between the two members [7]. The (a) members
of all pairs were assigned to the first recording session, the (b) members to the second
session. Before the recording session began, the speakers were allowed to familiarize
themselves with the target sentences. During the session, speakers were asked to
reread any sentences that the investigator deemed “off-target” until an acceptable

version was produced. Each session lasted about 45 minutes.

Measurement Procedure

The tape-recorded stimuli were low-pass filtered at 10 kHz and digitized at a
sampling rate of 20 kHz by means of a 16-bit A/D converter with a 5-V dynamic
range using the KAY CSL (Computerized Speech Lab) Model 4300 installed on an
IBM compatible Pentium III/667 MHz microcomputer. Cursors were positioned on a
spectrographic display (8 kHz frequency range, 300 Hz bandwidth) to mark the

beginning and end of the target sentence. Total duration of the target sentence was



measured from the release burst of the consonant at the beginning of the sentence to
the cessation of the second and higher formants at the end of the sentence.
Measurement precision was 4 ms, which simply reflected the resolution of the CSL
window when the entire utterance was on the screen.

Fo was computed directly from the waveform using a CSL algorithm that
employs a time domain approach to pitch analysis (modified autocorrelation with
center clipping) with nonoverlapping variable framelength. For a particular speaker,
framelength was determined by his/her pitch range to ensure that there were at least
two complete cycles within a frame. A typical frame length was 20 to 25 ms for male
speakers, 15 to 20 ms for female speakers. ¥y analysis sometimes failed to extract a
contour from an audio waveform with lengthy stretches of aperiodicity. Other
waveforms were contaminated by extraneous background noise or voicing overlap.
About 3% of utterances produced by all five speakers were eliminated from the
corpus, which resulted in a total of 1210 utterances that were retained for subsequent
analysis.

In this study, only the acoustic features of the first syllable of each two-tone
combination were of primary interest. Its onset and offset were determined from a
simultaneous display of a wide-band (300 Hz) spectrogram with a scale from 0-8 kHz,
energy contour, Fy contour, and audio waveform. Tonal onset was defined as the first
F, value after voiceless obstruents that coincided with vertical striations in the second
and higher formants, or as the first Fy value of a nasal or liquid. Tonal offset was
defined as the last Fo value preceding the abrupt cessation of second and higher
formants of the vowel, or as the last Fy value preceding the sudden onset of a nasal or

liquid based on auditory impression.

Statistical Analysis

Fo contours of individual syllables were equalized for duration on a percentage
scale. Since inter-speaker comparisons were not of interest in this study, Fy contours
were not normalized on a z score scale {8]. Only for display purposes were Fy
contours smoothed by curve fitting.

In view of the perceptual dimensions underlying Thai tones [9, 10], statistical
analysis was restricted to Fo height and shape. To evaluate changes in Fg height and
shape of the stressed and unstressed syllables of each tone, mean and standard

deviation of raw Fj trajectories were computed by pooling across all tokens of all



sequences of all five speakers for that particular tone. The mean and standard
deviation were used to assess overall changes in Fo height and shape, respectively.
The standard deviation was further transformed into coefficient of variation to allow
meaningful comparisons across all tones. Coefficient of variation is defined as the
ratio of the standard deviation to the mean expressed as a percentage. Since raw Fy
values are always positive, coefficient of variation is an appropriate measure of the

relative variability with respect to the mean.

Results

Stress Effects on Individual Tones
The means and standard deviations of stressed and unstressed syllables of all
25 two-tone combinations are presented in Table 1, and their corresponding mean Fy

contours are shown in Figure 1.
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Table 1

The mean and standard deviation in Hz of each tone in all
25 two-tone combinations for both stressed and unstressed syllables

Unstressed syllable Stressed syllable
Tone Sequence M D M D
MM 178.70 4.2015 169.61 5.9036
ML 177.75 1.9424 167.84 | 4.6796
Mid MF 175.21 2.6439 170.24 | 2.7572
MH 177.88 0.8967 167.21 2.8790
MR 174.75 0.4719 169.75 2.7126
LM 157.00 3.0314 151.41 7.2660
LL 162.39 2.481 163.15 | 6.1326
Low LF 190.72 3.2189 153.74 | 9.6238
LH 163.62 3.1215 159.31 6.6696
LR 162.25 3.1435 150.35 | 6.3734
FM 215.73 1.6502 208.25 14.606
FL 203.2 0.8178 210.13 | 8.2688
Falling FF 200.47 0.7144 201.90 | 8.7898
FH 210.96 2.9327 193.7 9.9143
FR 202.02 0.2921 211.55 | 6.8270 |
HM 205.97 3.1677 184.07 | 7.9676
HL 195.08 5.5785 174.44 | 8.9659
High HF 186.56 2.9353 177.15 | 9.5601
HH 191.58 2.8525 176.12 | 8.7743
HR 201.94 5.9971 184.39 11.003
RM 161.08 1.3424 158.75 | 6.5621
RL 169.06 4.0278 167.26 12.011
Rising RF 164.19 1.8365 155.30 | 5.8922
RH . 159.00 2.3062 157.01 6.7814
RR 168.41 0.14804 165.43 7.3035

Pooled across all tokens of all sequences of each individual tone, Fy contours
of stressed syllables more closely approximate Fy contours in citation forms [11, 12]
than those of unstressed syllables in both average Fo height and shape. The degree of
approximation is primarily determined by syllable structure and the interaction
between adjacent tones. In stressed syllables preceding a major phrase boundary, i.e.,
the first syllable in the noun-verb sequence, Fy contours of the so-called static tone
(mid, low, and high) remained virtually unchanged while those of the so-called
dynamic tones (falling and rising) undergo a slight modification and exhibit less
extreme Fqo offsets (see Figure 2a). The falling tone does not fall as far as it does in

citation forms; the rising tone does not rise as far. In contrast, Fo contours of



unstressed syllables in noun compounds (see Figure 2b) differ from those of either

citation forms or stressed syllables occurring prepausally.

By comparison to Fy contours in stressed syllables (see Figure 2a), the average

height of all five tones in unstressed syllables is raised. With respect to shape, the

mid, low, and falling tones exhibit relatively level to slightly falling contours, whereas

the high and rising tones show a sharp rise in the terminal portions of their contours.
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Fig. 2 Overall mean F; contours of all five tones
for both stressed and unstressed syllables.

The overall mean, standard deviation, and coefficient of variation of each tone

in stressed and unstressed syllables are given in Table 2. Comparisons in average Fy

height and coefficient of variation between stressed and unstressed syllables are also

shown in Figure 3a and 3b, respectively.



With respect to average Fo (see Figure 3a), all five tones of unstressed
syllables appear to have higher average Fo than those of stressed syllables. Dynamic
tones (falling and rising) have less of a difference in average F, than static tones (mid,
low, and high). With respect to coefficient of variation (see Figure 3b), the opposite
seems to be the case. All five tones of unstressed syllables appear to have smaller
coefficient of variation than those of stressed syllables (see Figure 3a). Dynamic tones
have more of a difference in coefficient of variation than static tones. Furthermore,
the difference in coefficient of variation appears to be more dramatic than the

difference in average Fy.

Stress Effects on the Pattern of Contrast among the Five Tones

The contrastive relationship among the five tones is maintained in both
stressed and unstressed syllables (see Figure 2). In stressed syllables, as in citation
forms, a five-way contrast is maintained in terms of both average F height and shape
despite less extreme Fy offsets of the falling and the rising tones. In unstressed
syllables (see Figure 4a), the five lexical tones can be divided into three subgroups
with respect to average Fy : 1) falling and high, 2) low and rising, and 3) mid. The
falling and high tones appear to be higher than the mid, low, or rising tones; the low
and rising tones appear to be lower than the mid, falling, or high tones; the mid tone,
in turn, is intermediate between these other two subgroups. Hence, it appears that a
three-level tonal register is maintained: low, mid, and high. The low register
corresponds to the subgroup with the low and rising tones, the mid register to the
subgroup with the mid tone, and the high register to the subgroup with the falling and
high tones. Also, in unstressed syllables, the two tones within each of the high and
low tonal registers appear to be distinguished on the basis of coefficient of variation
(see Figure 4b). Within the high register, the high tone exhibits greater variability than
the falling; within the low register, the low tone shows greater variability than the
rising. These differences in coefficient of variation correspond to differences in shape
between the falling and high and between the low and rising tones (see Figure 2b).
The high and rising tones exhibit rising contours in their terminal portions, whereas
the falling and low tones do not. Therefore, despite differences in height and shape of
the tones in unstressed and stressed syllables, a five-way tonal distinction appears to

be maintained but in a different tonal space (compare Figures 2a and 2b).
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Discussion
Tonal Contrasts in Stressed and Unstressed Syllables in Thai

The major finding of this study is that tonal contrast among all five Thai tones
are preserved in both stressed and unstressed syllables in a context of disyllabic noun
compound versus a noun-verb sequence despite changes in both average Fo height and
shape of tonal contours. The observed changes in Fy contours are clearly different
from those observed in linker syllables where tone neutralization occurs. The function
of the stress rule observed in this study appears to be to distinguish between
compounds, noun or verb, and other syntactic phrases. It signals the difference

between a major phrase boundary and internal words of a compound, and thus the



effects of stress at the sentence level. We, of course, are aware that a more
complicated picture may emerge when extending the study of stress to other sentence
positions. In the present study, other factors affecting Fo contours such as tonal
coarticulation, and declination were kept to a minimum. As a result, tonal contrasts in
unstressed syllables may or may not be preserved when all factors are taken into
account.

Concerning the phonetic realization of Fy contours of unstressed syllables in
noun compounds in Thai, our findings are generally in agreement with earlier studies
[2, 3, 4, 5]. However, some discrepancies regarding tone neutralization remain. First,
Hiranburana suggested that in unstressed syllables, the five-way contrast is reduced to
three and furthermore, that this three-way contrast is maintained on the basis of Fg
height alone. Falling and high tones are neutralized; low and rising tones are
neutralized. Though we agree that three tonal registers are maintained based on Fy
height, a contrast is still maintained within the high and low registers based on shape.
Falling and high tones are distinguished in the high register; low and rising tones in
the low register. Secondly, we agree with Gandour that tone neutralization does not
occur. But Gandour reported no changes in the shape of contour tones whereas our
findings show a dramatic change in their shapes. Finally, our findings are consistent
with Luksaneeyanawin’s descriptions of Fy contours of all five tones in unstressed
syliables except that of the rising tones. She stated, “the unstressed rising tones is
always realized with a rising contour no matter how much the syllable is reduced in
duration...” Our results do not show a rise in certain contexts due to anticipatory
coarticulation, i.e., RF and RR (figure 1). The aforementioned discrepancies, we
believe, can be attributed to variations in speaking rate from study to study. Gandour
used carrier sentences to solicit speech while Luksaneeyanawin based her studies on
read passages. Speaking rate in both studies can be classified as low to moderate.
Hiranburana used an Allegretto or moderately fast style of speech. However, it is
unclear how her speech samples were solicited. The average speaking rate in this
study is 4.65 syllables per second which is considered moderate. For low to moderate
rate, Gandour’s and Luksaneeyanawin’s schema is the likely scenario while
Hiranburana’s scheme prevails for the moderately fast rate. Our findings herein are

compatible with moderate speaking rate.



Fy Correlate of Stress

Our data show that unstressed syllables in a disyllabic noun compound is
produced with a higher pitch than when it is stressed in a noun-verb sequence. This
finding runs contrary to what is usually found in other languages of the world. Other
things being equal, stressed syllables are usually higher in pitch than unstressed
syllables. Our data is insufficient to draw a firm conclusion. Nevertheless, we offer
the following interpretation for such a phenomenon. In this study, bisyllablic noun
compounds are made up of a noun and a verb. When the noun-verb sequence is
intended by speakers, both syllables will be produced with a stress by virtue of being
content words. Hence, a syntactic break signaling a phrase boundary occurs between
them by a lowering of pitch in stressed syllable occurring prepausally. When a
compound is intended, speakers destress the first syllable by raising its pitch to
maximize the perceptual contrast between compound and phrase boundaries. Thus,
pitch raising in unstressed syllables appears to be motivated primarily for the
listener’s benefit. This phenomenon, we believe, is a manifestation of the tendency for
sound patterns in languages of the world to act in accordance with the principle of
“sufficient perceptual separation™ [13]. In Thai, unstressed syllables are raised in pitch
so as make it easier for the listener to distinguish one type of syntactic constituent

from another.
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APPENDIX

Stimuli for the Experiment

ileseglna aulinesuuiiean

/ k®on médj k"35j maa mway lasj /

‘The city is too far away. People don’t usually come to the city.’
disaavey Ina alinewaiievan

/ k"on m4j k"30j maa mwanlasj /

“The city of Loei is too far away. People don’t usually come to Loei.’

iiesliineg milainesegiiievny

/ K"on maj k"50j jiiu muay loaj /

“The city is not conducive to living. People don’t usually live in the city.’
ileuayhiviieg ahineegilevay

/ k"on mdj k"35j jiu mwmanlsaj /

“The city of Loei is not conducive to living. People don’t usually live in Loei.’

Tuiiesduasw aulinemdndiouas

/ K"on mdj k"'30j K"dw mway looj /

‘It is dangerous to be in the city. People don’t usually come into the city.
Weuaedunsw nwlinsuiuiiowas

/ KPon méj k"30j k*iw mumaglooj /

‘It is dangerous to be in the city of Loei. People don’t usually come into Loei.’

Suflesszutauds auhineshadiovay

/ X"on m4j k"50j t"iij muwan losj /

‘Even though the city is hot and dry . People don’t usually abandon the city.’
futieaavszintuda mlidesRaiiouan

/ k"on méj k"59j t"ifj mwanlosj /

‘Even though the city of Loei is hot and dry. People don’t usually abandon
Loei.’

dosamlsni avlinesmuiiosan

/ k"on m4j k"50j sén muray loaj /

“The city is quite dirty. People don’t care much about the city.’
dsaavemlanda avlinesatuiiovan

/ kPon maj k35j sén muaglsaj /

“The city of Loei is quite dirty. People don’t care much about Loei.’



6. a)
b)
7. a)
b)
8. a)
b)
9. a)
b)
10. a)
b)

aunridyan lilidufnses 1514 nnueunan

/ k"4w wéa k"oncon k"aat t"un /

‘The poor are quite at a disadvantage when it comes to starting a business. It’s
often said that the poor lack funds.’

oasInE T NgATIsSuay MUY

/ k*dw wia kPoncon K datt™un /
‘The tax rate is really unfair. It’s often said that the poor are at a loss.’

rongndmgainimsend? hildsutud s  miheuswnay

/ k'aw wia kPoncdaj kaat t"un /

‘The workers went on strike because they are afraid of not getting paid.
There’s a rumor that the payer has no money.’

AugANIsIAtuReuEe TInUT ANy

/ KPaw wéa kPoncaaj k"datt"un /

‘A lot of people strike it rich with this week’s lottery. There’s a rumor that the
payer loses.’

nufeadvAsmyarzinainainiu ihaudananu

/ K'4w waa kPoncdan k"aat thun /

‘The construction is suddenly halted. There’s rumor that the contractor runs
out of funds.’

ndmnesvenasiuuds gullowwingniiee 1dmls i audsnag

/ Kaw waa kPonedan k"aatt"un /

‘ After the negotiation, it seems that the workers profit from the deal. The
employer is at a loss’

- . ; ‘: J 5
mmgnwﬂnnszmawumu WTHANSDVIANY

{ KPéw wéa kPonsufur k"dat thun /
“The economy is still not recovered. It’s often said that consumers don’t have
the buying power.’

124 ] x
msAsuukna bidvsen naudesuiagu
/ K"4w wia kPonsufum k*aatt"un /
‘Monopolized business is no good. It’s often said that consumers are at a loss.’

Fndugrimmevisiug nadaneians Ll mimwnenany

/ k4w wia kPonk"daj k"aat tun /

‘It seems that the store’s business really picks up. But, it can’t quite expand.
People speculate that the store lacks investment capital.’
FHuemisdrdndalluds mhnuvisananu

/ K*w wia k"onk"daj k"datt"un /

‘The restaurant nextdoor was closed. People say that the owner didn’t make a
profit.’
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12.

13.

14,

15.

16.

b)

b)

b)

b)

b)

b)

Tiweduil veandri Wi Inda

/ bdok léew wia furwun maj dii /
‘See? You don’t believe me. I told you logs burn really well.’
TiiFerudl venudawulid

/ bdok léew wda furwun maj dii /
‘See? You don’t believe me. I told you the log is no good.’

liiFeduii venuFihgwinda

/ b3ok léew wéa t"dan m4j dii /

‘See? You don’t believe me. I told you charcoal burns really well.’
hideruil venudihanlia

/ biok léew waa t"dan m4j dii /

‘See? You don’t believe me. I told you the battery is no good.’
Wideiuil venugaininda

/ biok léew wéa k"daw madj dii /

‘See? You don’t believe me. I told you rice burns reaily well.
Tudrefiuil venudadrinalid

/ baok léew waa k"daw mdj dii /

‘See? You don’t believe me. I told you the rice is no good.’
YiiFesuil veaudrilinda

/ bdok léew wda mdaj mdj dii /

‘See? You don’t believe me. I told you wood burns really well.’
Niideduil venudaldhid

/ bdok léew wia mdaj maj dii /

‘See? You don’t believe me. I told you it’s a lousy kind of wood.’
ideduil venufrhimisinda

/ bdok léew wda ndn maj dii /

‘See? You don’t believe me. I told you cow hide burns really well.’
NLideduil venudrmidalud

/ bdok léew wéa ndy mdj dii /

‘See? You don’t believe me. I told you it’s a lousy movie.’

» o 1w ¥

YearvewtuiwAniyn auveumasteuni

/ kPon ¢"3op maa jos n3on nan /
‘Nan’s sister is a cute kid. Everyone loves to praise Nan’s sister.’

YowuuiluAni$n Auveusneeioauuy

/ kK"on ¢"35p maa joa n3ognan /
‘Nan is a cute kid. Everyone loves to praise Nan.’



17.

18.

19.

20.

21.

22.

b)

b)

b}

b)

b)

dosanveannuiu@mitgn auveusnuneie

/ k"on ¢"3op maa jée nSop nan /

‘Nan’s sister is a cute kid. Everyone loves to tease Nan’s sister.’
Yeumudhafnuiidn auveusnungiesum

/ KPon cM3op maa jée ndapnan /
‘Nan is a cute kid. Everyone loves to tease Nan.’

o e .
vesamvsaudludAmitn auveuin@sanieauum
/ K"on c"$5p maa jidm n3an nan /
‘Nan’s sister is a cute kid. Everyone loves to visit Nan’s sister.’
doutwuihudmitdn auveusniBeniosiuy

/ k"on ¢"59p maa jidm n3apnan /
‘Nan is a cute kid. Everyone loves to visit Nan.’

¥ d ot a 3/
uaqﬁ‘mamuutﬂumnmsn ARYoUMABBUIMY

/ k"on c*3op maa 135 n3oy nan /
‘Nan’s sister is a cute kid. Everyone loves to tease Nan’s sister.”
Youmuthufntirin auveusndeveanu

/ k"n c"3op maa 155 nsannan /
‘Nan is a cute kid. Everyone loves to tease Nan.’

d 1w
tosrnveunnuihufnirin auvensnuanifounu
/ k"on c"5op maa 16y nsan nan /

‘Nan'’s sister is a cute kid. Everyone seems crazy about Nan’s sister.’
toatuudhufnu$n auveusnuaipanuy

/ KPon ¢"3op maa 16 nsoynan /
‘Nan is a cute kid. Everyone seems crazy about Nan.’

nuaisesn llieuen Burnandy sherlilsenueq

/ nda ¢a paj rad mdd duu /

*The doctor has just stepped outside. He’ll be back soon. We should wait for

the doctor.’
wuegeen lldhen @uanandy verlisonueg

/ nda ¢a paj rad» m3aduu /

‘The fortuneteller has just stepped outside. He’ll be back soon. We should wait

for the fortuneteller.’

nuedan lildisonns ihezsTdmueg

/ nda ¢a paj dda m33 duu /

‘The doctor didn’t prescribe high-potent drugs for us. We should let the doctor

know how we feel.’



b) nueguasns v vrerluamueg
/ naa ¢a paj daa m3aduu /

‘The fortuneteller is quite deceitful. We should give the fortuneteller a piece of
our minds.’

23.2a) Tsswowasdnanyedowin ezlddanueg
/ nda ca paj cday mJd duu /
“‘Our hospital is still in need of doctors. We should try to hire more doctors.’
b) sdfillanumdediu ihezl)dhevieg
/ nda ¢a paj cdan m3aduu /
‘This case is really going nowhere. We should hire a psychic.’

24. a) wnuelYYAUAVHIN N ﬂmz‘lﬂlgumuag
{/ nda ca paj lidn m3a duu /
‘We owe a great deal to the doctor. We should take the doctor out to dinner.’
b) %339 sdnfinuequenarhnmez thans e T@uanueg
/ nda ¢a paj lidg m3dduun /
‘The fortuneteller is right on the money about your job prospect. We should
take the fortuneteller out to celebrate.’

25.a) galidiuezsuauda windutniees vhaldveneg
/ nda ¢a paj k"5 m3> duu /
‘Our child is a lot better now. Let’s take him home. We should ask the doctor.’
b) wawlndezannud dahidezeaver Isiae hnzvenseq
/ nda ¢a paj k™32 m3oduu / '
‘It’s about time for the lottery. I still haven’t a clue to what number to play.
We should ask the fortuneteller.’
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AUTOMATIC CLASSIFICATION OF THAI TONES
IN CONTINUOUS SPEECH

Siripong Potisuk

Department of Electrical and Computer Engineering
Academic Division, Chulachomklao Royal Military Academy
Nakon-nayok, 26001 THAILAND

Abstract—Tone classification is a crucial component of any automatic speech

recognition system for tone languages. It is imperative that tonal information be
incorporated into the word hypothesization process because patterns of pitch (or tones)
contribute to the lexical identification of the individual words. In this paper, we present a
novel algorithm for automatically classifying Thai tones in connected speech using an
analysis-synthesis method based on an extension of the Fujisaki’s model. We have
successfully incorporated into the model four major factors affecting the phonetic
realization of tones in connected speech: continuity effect due to syllable structure, stress,
tonal coarticulation and declination. Also addressed are normalization procedures for
achieving speaker-independence. In our preliminary experiment, we were able to achieve
81.7 % classification accuracy.
Index Terms—Analysis-by-synthesis, intonation, lexical tone classification, speech

processing, spoken Thai, tonal assimilation.

I. INTRODUCTION

Tone classification is a crucial component of an automatic speech recognition
(understanding) system for Thai and other tone languages. Tones, which are indicated by
contrastive variations in Fy at the syllable level, are used to signal differences in lexical
meaning. As a result, it is imperative that tonal information be incorporated into the word
hypothesization process because patterns of pitch (or tones) contribute to the lexical

identification of the individual words.
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Phonetically, Thai tones are considered contour tones, which can be specified in terms

of gliding pitch movements, rather than in terms of single points within a pitch range.
Thai has five tones: mid (M), low (L), falling (F), high (H), and rising (R). The following

are examples of five segmentally identical words with different tones and meanings.

al
1

n
1

W
v

m

n

/ kPaa /
/ ktaa /
/ k"aa /
/ k"aa /
/ kPaa /

'to get stuck'

'a galangal plant’
"to kall'

'to engage in trade’

flegt

Note that the phonemic transcription uses the diacritics /~/, / /, /*/, / / as tone

markers for the low, falling, high, and rising tones, respectively, The mid tone is

unmarked.

The primary acoustic correlate of lexical tone is Fo, and differences in tones can be

acoustically described in terms of distinct patterns of Fy contours. Every Thai syllable

carries a lexically contrastive Fq contour. A detailed acoustic study of Thai tones spoken

in isolation can be found in [1]. Fig. 1 shows the average Fy contours for the five Thai

tones in isolation from that study.

/

160
FALLING
150° HIGH
o 1407
z
s 130 1 MID
4
5
g 1207 RISING
o
18
110 1 LOW
100 1
0 50

100

DURATION (%)

Fig. 1. Average Fy contours of the five Thai tones in isolation
(adapted from Abramson [1]).
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From the figure, Thai tones can be classified into two categories: static (mid, low,
and high) and dynamic (falling and rising) tones. The dynamic tones are characterized by
a large excursion size and a dramatic change in the direction of the Fy contour; the
opposite is true for static tones. Acoustically speaking, it appears that differences in tones
can be described in terms of the average Fy height and the shape of Fy contours. In fact,
in view of the perceptual dimensions underlying Thai tones, Fy height and movement
carry sufficient information for high intelligibility of tones in Thai [2,3].

Automatic tone classification has been investigated by several researchers [4, 5, 6,
7]. Most researches focused on tone recognition of Chinese. The methods used are HMM-
based or neural network-based. However, these methods are hypothesized to be less
successful for Thai because the tone systems of Chinese and Thai are quite different.
Since Thai tone classification has just been vigorously investigated by only a handful of
researchers, the best approach for Thai tone recognition still unidentifiable. In this paper,
a novel algorithm for automatically classifying Thai tones in continuous speech using an
analysis-by-synthesis method is proposed. The analysis-by-synthesis approach to
automatic tone classification can be described as follows.

The problem of Thai tones classification in continuous speech can simply be
stated as finding the best sequence of tones, 7, 75, . . . . ., T,, given an input speech
signal. Because the primary acoustic correlate of tone is Fy and Thai has five distinct Fy
contour patterns, the problem is to find the best possible combination of Fy contour
patterns that closely match the given input Fy contour. Cast in terms of a pattern
recognition system, the general design of a tone classifier involves two major steps: Fy
extraction and pattern matching (classification). Fig.2 illustrates the block diagram of

such a design.

s(n) | Fy Pattern | _  Tone
Extraction | Matching Sequences

Fig.2 The block diagram of a general tone classifier.

With respect to the pattern matching process, hidden Markov models (HMMs)

have proven to be an effective statistical approach to isolated tone recognition [4,5].
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However, tone recognition in Thai connected speech using HMMSs has never been
attempted. We believe that a simple straightforward extension of an HMM isolated tone
recognition algorithm is likely to produce unsatisfactory results for connected speech tone
classification. This is partly due to the fact that connected speech tone recognition is a
more difficult problem than isolated tone recognition. As illustrated in figure 3, there are
differences in the Fy realization of tones in an utterance when each individual word is
spoken in isolation (see top panel) and when the whole utterance is naturally spoken in
connected speech (see bottom panel). There appear to be interactions among several
linguistic factors that affect the F; realization of tones in connected speech: continuity

effect due to syllable structure, tonal coarticulation, stress, and intonation.
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Fig. 3. Differences in the F; realization of tones in an utterance when
(a) each word is spoken in isolation and (b) when the utterance is naturally spoken.
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Analogous to the problem of continuous speech phone recognition in which
contextual variations between contiguous phones (i.e., phone coarticulation) must be
taken into account, continuous speech tone recognition must also incorporate tonal
coarticulation and other linguistic factors into the system. A simple modification of an
HMM isolated tone recognizer to recognize tones in continuous speech requires
constructing a maximum of 125 (5 previous X 5 current X 5 following tones in a three-
tone analysis window) tone models in order to account for both perseverative and
anticipatory tonal coarticulation. This model may not conducive to real-time applications
even with a parallel implementation. Also, because of subtle changes in Fy contours due
to coarticulatory effects, the usual acoustic features, Fy and AFy, used in an HMM-based
system may not adequately capture the acoustically discriminatory information among
coarticulation patterns of tones. For these reasons and because tonal coarticulation
appears to be rule-govermed, we propose a novel algorithm to classify tones in connected
speech using an analysis-by-synthesis model.

Analysis-by-synthesis is an abstract model of the speech perception process
proposed by Stevens [8]. The basic assumption of the model is that speech perception
and production are closely tied. The major claim of the theory is that listeners perceive
(analyze) speech by implicitly generating (synthesizing) speech from what they have
heard and then comparing the synthesized speech with the auditory stimulus. According
to the model, the perceptual process begins with an analysis of auditory features of the
speech signal to yield an acoustic description in terms of auditory patterns. A hypotnesis
(or hypotheses) concerning the distinctive feature representation of the utterance is (are)
constructed. This information then becomes the input to a set of generative rules that
synthesize candidate patterns. The candidate patterns are subsequently compared with the
patterns of the original utterance. The results of this matching process are then sent to a
control component that transfers the phonetic description to higher levels of linguistic
analysis. This model represents one of many botftom-up approaches to speech perception.
That is, the model does not incorporate the effects of lexical and other higher-level
knowledge into the speech perception process; they are only considered during later
stages of understanding.

We adopt this model in the development of a Thai connected speech tone
classifier because the model is easily implemented in terms of incorporating linguistic
constraints into the model, although there has been little empirical evidence to support its

validity. As the name suggests, the model contains two major components: the analysis
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and the synthesis module. Roughly speaking, the function of the analysis module is to
generate hypothesized tone sequences from the input Fy contour. The synthesis module,
in turn, generates predicted Fy contours according to the hypothesized tone sequences.
These predicted Fo contours are basically reference templates to be used for pattem
matching against the input contour. The synthesis module is based on our extension of
Fujisaki's model for synthesizing F contours to tone languages, and linguistic constraints
are represented as synthesis rules in the form of the Fujisaki's model parameters. In the
next section, we describe a mathematical model for generating Fy contours based on an
extension of the Fujisaki’s model to tone languages. Successfully incorporated into the
model are the four major linguistic factors affecting the phonetic realization of tones in
connected speech: continuity effect due to syllable structure, stress, tonal coarticulation

and declination.

II. AN EXTENSION OF FUJISAKI'S MODEL OF Fy, CONTOURS
TO TONE LANGUAGES

The Fujisaki's model is a mathematical model for a quantitative analysis and
linguistic interpretation of Fy contour characteristics [9]. The model was first proposed
for handling accent in Japanese. Over the years, the model has been successfully
extended and used for other languages, such as German and French [10,11]. The model
has proven to be a highly effective tool for the analysis and synthesis of Fy contours in

text-to-speech systems in those languages.

A. The Original Model

Fujisaki first observed that an Fy contour generally contains a smooth rise-fall
pattern in the vicinity of the accented Japanese mora. Differences in rise-fall patterns
seem to be attributable to the accent type, and these rise-fall patterns appear to be
superimposed on a baseline that initially rises and gradually falls toward the end of the
phrase or utterance regardless of the accent type. He hypothesized that the observed Fy
contour can be considered as the response of the phonatory system to a set of
suprasegmental commands: the phrase (utterance) and the accent command. The phrase
command produces the base line component while the accent command produces the

accent component of an Fy contour. From the above observation, he proposed a functional
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model for generating an Fy contour. The model is based on the idea of approximating Fo
contours as the response of a critically damped second-order linear system to excitation
commands. The model is considered a superpositional model because it additively
superimposes a basic Fo value (Fnin), a phrase component, and an accent component
together on a logarithmic scale. The logarithmic scale of the frequency scale is based on
the biomechanical considerations of the speech apparatus. In short, the output Fg contour
is a linear combination of Fyy, a phrase component, and an accent component. A block

diagram of the model is shown in Fig. 4

Phrase G ()
command p
PHRASE Phrase control
{1 1 - CONTROL
T, T MECHANISM
Glottal
control GLOTTAL in F(t)
Foin OSCILLATION —»
Accent MECHANISM
G,(®)
command 2

‘ ACCENT
S I CONTROL
T T MECHANISM Accent control

Fig. 4 A block diagram of the Fujisaki's model for synthesizing F; contour.

The control mechanisms of the two components are realized as critically damped
second-order linear systems responding to rectangular functions. Mathematically
speaking, an Fo contour of an utterance generated from the model has the following

functional form:

I
InF,(f) = InF__ + Z 4,[G,(t-T,)~G (t-T,)]
=1

| +i Aa_rf'[Ga_i(t_nJ)_qu(t_T3.I)]

where Gu(t) = a;t exp(-a; ) u(t) and
Gyt) =[1 - (1+ Git) exp (-5 )] u(?). u(t) = unit step function,
indicate the step response function of the corresponding control mechanism to the phrase

and accent command, respectively. Fyn is the lower limit of Fy below which vocal fold
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vibration cannot be sustained in the glottis of a speaker. 4,’s and A4,’s are the amplitudes
of the phrase and accent commands, respectively. 7y; and T3 denote the onset and offset
of the ith phrase command; 7); and T, denote the onset and offset of the jth accent
command; The a,’s an §’s are time constant parameters characterizing a second-order
system. [ and J are the number of phrases and accented mora, respectively, contained in
the utterance. The damping coefficient, which also characterizes a second-order system, is
unity in the case of a critically damped system.

From the above description, the phrase component captures the global variation
(declination effect) while the accent component captures local variations (accent effect) in
the Fo contour. The model is able to approximate naturally produced Fy contours very
accurately using only a small number of control parameters. These parameters are: the
time constant parameters of the phrase and accent control mechanisms and the timing and
amplitudes of the phrase and accent commands. The parameters can be empirically
obtained by a curve-fitting method (i.e., minimizing the mean square error between the
raw Fg contour and that of the model) on a logarithmic scale. Fujisaki concluded from his
experimental results that the time constant parameters and the damping coefficients could
be constrained to remain constant without seriously affecting the resulting output Fy

contour.

B. Extending the Model to Thai and Other Tone Languages

To extend the above model to accommodate tone languages requires slight
moedifications to the model. In Japanese, the Fj realization of local pitch accents results
only in a rise-fall patterns in the Fy contour. However, in the case of Thai, local Fy
variations due to tones results in a combination of both rise-fall patterns (e.g., a falling
tone) and fall-rise patterns (e.g., a rising tone) in the Fy contour. As a result, a model for
tone languages will consist of two components, the phrase (or utterance) and the tone
control mechanisms, driven by the phrase and the tone commands. The phrase command
and phrase control mechanism are used to capture the declination effect; the tone
command and tone control mechanism are used to capture tone types. Instead of a base
line, the phrase command will produce a "mid" line. The tone commands in both positive
and negative directions with respect to the mid line will produce local contours
corresponding to tone types, which are superimposed on the mid line. As before, the

model is characterized by time constant parameters and command amplitudes and their



-10-

temporal locations. In terms of the damping coefficient, critical damping is assumed for
both the phrase and tone control mechanisms. Hence, the damping coefficient is always
unity. These parameters are kept constant within the phrase unit. Again, these
parameters can be obtained by the curve-fitting method mentioned above. Qur extension

to Fujisaki's model for tone languages is illustrated in Figure 5.

Phrase
command G"(t)
PHRASE Phrase control
1 —» CONTROL
Ty T MECHANISM
Glottal
control GLOTTAL In F(t)
Foin OSCILLATION —»
Tone G, (t) MECHANISM
command t

TONE
T, T - CONTROL
Ty Ty MECHANISM Tone control

Fig. 5 Our extension of the Fyjisaki's model of ¥y contours to tone languages.

Analogous to that of Fujisaki’s original model, the tone synthesis model has the

following mathematical expression:

I :
lnE}(’) = thmin +Z Api[Gpi(I“'I(')i)_Gpi(t—];i)]
i=l

J KD
+2, ; A G (=T, =G, 4t =T,)]
where Gpi(H) = ait exp(-a; £) u(f) and
Gue(®) = [1 — (1+ Brdexp(-Bx Hu(t) , u(f) = unit step function,

indicate the step response function of the corresponding control mechanism to the phrase
and tone command, respectively. Fiq is the smallest Fy value in the Fo contour of interest.
Ap’s and A(’s are the amplitude of the phrase and tone command, respectively. To; and T3;
denote the onset and offset of the ith phrase command. T and Ty denote the onset and
offset of the kth component of the jth tone command. @’s and f’s are time constant
parameters characterizing a second-order system. /, J, and K(j) are the number of phrases,
tones, and components of the jth tone, respectively, contained in the utterance. It is noted

that the logarithmic scale will be replaced by an equivalent-rectangular-bandwidth-rate
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(ERB) scale, which is comparable to the logarithmic scale [12] and offers an advantage in
that it gives equal prominence to excursions in different pitch registers. This is important

in the synthesis of the Fy contour of male and female speech.

C. Incorporating Linguistic Constraints into the Model

While tones in isolation have rather definite Fo manifestations in the tone space,
they undergo various modifications in connected speech due to syllable structure, stress,
interactions from adjacent tones (tonal coarticulation), and declination. These linguistic
factors affecting the F; realization of tones in connected speech can be easily incorporated
into the model in terms of the tone command amplitudes and their temporal locations. In
light of the findings in [13] which suggest that coarticulatory effects are physiologically
conditioned by the mechanics of the vocal fold vibration, our choice of the Fujisaki's
model is quite suited for capturing the effect. Physical phenomena, such as the mass-
spring system and, in this case, the mechanical motion of the laryngeal mechanism
responsible for pitch control can be mathematically described or modeled by a second-
order linear system.

In this research, the values of model parameters which reflect the changes in the
Fo contour due to tonal coarticulation and declination are obtained by the following
“training" procedure. Since a three-tone sequence is optimal for capturing coarticulatory
effects as suggested by the acoustic experiment in the previous section, the parameters
related to the tone command and control mechanism are estimated from each of the 125
possible three-tone sequences. A subset of utterances from the acoustic experiment on
tonal coarticulation in [13] totaling 5Z5 utterances (125 utterances X 5 speakers) are used
as the set of training utterances. The raw Fy contours of each ufterance were first subject
to the usual preprocessing, such as smoothing, normalization, etc.

To account for slight variations in speaking rate within and across speakers, a
syllable-by-syllable temporal alignment procedure was used instead of a linear time
normalization. Since the findings from the experiment regarding vowel length and stress
[14] suggests that temporal variations of an utterance within and across speakers are not
due to uniform stretching and shrinking of segments, linear time normalization
throughout the whole utterance would be inadequate. Target syllables would not be
properly aligned by linear time normalization. As a result, coarticulatory effects would

not be consistently measured from utterance to utterance.
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The syllable-by-syllable temporal alignment is accomplished as follows. First, an
average duration for every syllable in the utterance is obtained by averaging across all
corresponding syllable durations in all tonal sequences of all speakers. A ratio expressed
in the percent of each average syllable duration to the average total utterance duration is
then computed. Finally, a syllable-by-syllable linear time normalization is performed on
each utterance based on the ratio for each syllable. The result of the syllable-by-syllable
temporal alignment procedure is illustrated in Fig. 6. Three Fy contours of the same
utterance, produced by one speaker at three different speaking rates, were time-

normalized without (top panel) and with (bottom panel) temporal alignment.

-l

1]
-

2

Fundamental Frequency (z-score)

—— MODERATELY SLOW  -~-- MODERATE  —— MODERATELY FAST

Fig. 6 Fp Contours, time normalized without (top panel) and with

(bottom panel) syllable-by-syllable temporal alignment.

After time-normalization, the resulting Fy contours are converted to an ERB scale
accounting for differences in the excursion size of Fp movements related to differences in
voice range between speakers. At this point, since the model is based on the principle of
superposition, the steps of determining the phrase component parameters can be separated

from the subsequent determination of the tone component parameters.
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To account for the declination effect, an exponential curve is fitted to the Fy
contour. The exponential curve has the same functional form as the response function of
the phrase control mechanism of the Fujisaki's model. The parameters of the exponential
curve were used to characterize the declination effect of that utterance. The value of the
exponential curve was then subtracted from the Fq contour to eliminate the declination
effect. Hence, the resulting difference waveform represents an Fy contour with only the
influence of coarticulatory effects. Before determining the parameters related to the
effects, Fy contours were normalized to a z-score scale to neutralize inter-speaker
variability.

To account for the coarticulatory effects, the Fo contour was processed from left to
right, tone by tone. The parameter values of the tone component were determined by
successive local approximations using an interactive (partly manual) method. That is, the
Fo contour was optimized on a tone-by-tone basis so that the preceding tone commands
would not be affected by the following optimization process. Although the results are not
expected to be optimal, we have gained an insight into how an automatic procedure can
be developed. An automatic algorithm must ensure that a portion of the contour that has
already been optimized is not affected by a succeeding tone command. An automatic
procedure certainly guarantees the optimality of the estimated parameters. The
implementation of such an automatic procedure is the subject of future research

To account for the continuity and stress effect, the temporal locations of the tone
commands are adjusted according to the correspondence between abstract rhythmic
grouping and the acoustic realization of each grouping (i.e., the relative syllable duration
within a grouping). This acoustic realization will depend upon the phonetic structure of
the syllables comprising it. These rules will be described in more detail as follows.

Speech is rhythmical not only because of the pattern of sounds and pauses, but
also because of the regular recurrence of strongly accented sounds in a series. For
example, in a stressed-time language, it is observed that speakers tend to produce stressed
syllables at a regularly spaced interval of time while they tend to pause according to the
syntax of the utterance 15]. The pause distribution seems to be ruled by syntactic
constraints. Speech rhythm is also a psychological correlate of speech timing (an
objective instrumental measurement of the duration of segments, syllables, etc.). Thus, in
a stressed-time language, stress, pause, and relative syllable duration interact to form
speech rhythm. In addition, the phonology and syntax of the language affect the
description of speech rhythm as well.
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Thai has a stress-timed rhythm [16]. This means that stressed syllables in Thai are
perceived to be isochronous (i.e., they recur approximately at equal intervals of time). A
phonological unit called foot is used to describe rhythmic groupings within an utterance.
A foot is one of many prosodic constituents and is an elementary unit of the prosodic
structure in addition to a syllable. A foot is neither a grammatical nor a lexical unit. The
domain of a foot extends from a salient (stressed) syllable up to but not including the next
salient syllable. A pause is considered a salient syllable, and the beginning of an
utterance is always preceded by a pause. It should be noted that a rhythmic pause has a
syntactic function, but a disfluency or hesitation pause does not.

In her analysis of Thai rhythm, Luangthongkum [16] posited five-foot structures:

| s| = ]-syllable foot,
2) | sw | = 2-syllable foot,
3 | sww | = 3-syllable foot,
4) | SWWW | = 4-syllable foot,

5) | swwww |

5-syllable foot,

where S and W indicate salient (stressed) and weak (unstressed) syllables, respectively.
The 4-syllable and 5-syllable feet are very rare and are omitted from further discussion.
Note that foot boundaries are usually inserted in front of the salient syllables.

At an abstract level, Luangthongkum [16] assumed that each rhythmic foot is
arbitrarily three units long, regardless of the number of syllables comprising the foot.
This suggests that as the number of unstressed syllables in the interval increases, a
tendency toward equality of inter-stress intervals causes both the stressed and unstressed
syllables to become shorter. Thus, the relative syllable duration for each type of rhythmic

foot can be abstractly described as follows:

D s - |31,
2) | Sw | - | 2:1],
3) | SWW | Al

Phonetically, a rhythmic foot is not isochronous. The duration of a foot will differ
somewhat depending upon the phonetic structure of the syllables comprising it. Thus, the
acoustic realization of a rhythmic foot will be different from the above abstract
description. The following is a set of rules proposed by Luangthongkum to predict how
syllable duration in each type of foot is realized acoustically. The derived or predicted

syllable duration was based on her acoustic analysis of read speech.
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| 3| - |2 if the foot is in an utterance-initial position,

if the foot is in an utterance-final position

"
N

and it does not have a CVS structure.

| 2:1 | - | 2:2 | if the salient syllable has a CVS structure;
or the weak syllable is the first element of a
compound that does not have a CVS
structure; or both the salient syllable and
the weak syllable are function words.

| Lh % % | — | 15, 13515 | if the salient syllable has a CVS structure;

or it is in an utterance-initial position; or it is
a function word and the two weak syllables
are two function words or a function word
and a linker syllable.

A preliminary study of the extension to the Fujisaki's model for Thai produced
very promising results. All of the linguistic factors affecting the Fy realization of Thai
tones in continuous speech have been successfully incorporated into the model: continuity
effect, stress, tonal coarticulation, and declination. Figure 7 shows the actual and
synthesized Fy contours of two utterances with the same tone sequence but different
segmental makeup: a continuously voiced utterance (top panel) and discontinuously
voiced with intervening obstruents utterance (bottom panel) carrying‘ an HLFHR tone
sequence. It can be seen that the synthesized Fy contour closely approximates the actual

Fo contour. Table 1 lists the values of the parameters obtained from the above analysis.

TABLE 1
Fujisaki's model parameters for the above utterances with an HLFHR tone sequence.
Note that the last tone (R) has two components.

Fa min / 76 7?3 A P a tone f k TI T2 A 1
(ERB) (sec) | (sec) |(sec™ (sec) | (sec) (sec’™)

2832 1 |-.809|1.323|4.318(1.615 003 | .108 | 9 |20.2
135 | .378 | -1.0 | 20.2
378 | 594 | 8 |20.2
.783 | .891 | 1.0 | 20.2
845 | 1161 | -7 | 20.2
1.269 [ 1.323 | 1.0 | 20.2
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Fundamental Frequency (ERB)

on-hu'lO\

1.15 1.38

SYNTHESIZED

Fig. 7 The actual and synthesized Fy, contours of two utterances with the same tone
sequence (HLFHR ) but different segmental makeup: a continuously voiced
utterance (top panel) and discontinuously voiced with intervening obstruents

utterance (bottom panel).

II1. THE PROPOSED TONE CLASSIFICATION ALGORITHM

In this section, details of the proposed automatic tone classification algorithm
based on the analysis-by-synthesis method are presented. The algorithm takes into
account all factors affecting phonetic realization of Thai tones as previously mentioned.
Also discussed are important considerations for the normalization procedures to achieve
speaker-independence.

The general design of the algorithm involves steps as shown in figure 8. The first
three blocks represent the pre-processing of the speech signal to extract relevant
information or acoustic features for subsequent classification. These are steps necessary
to produce relatively reliable, normalized Fy contours. The last three blocks represent the
tone classification step based on the analysis-by-synthesis method. Each component of

the system is described in detail below.
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Fig. 8 The block diagram of the proposed tone classifier.

A. Feature Extraction and Smoothing

Two suprasegmental features corresponding to acoustic correlates of prosody (Fo
and intensity) are extracted from the speech input. First, the raw Fy contour is
automatically extracted from the input speech signal using one of several methods to
pitch extraction. Our implementation of the tone classifier relies on a CSL pitch
extraction algorithm which employs a time domain approach to pitch analysis (modified
autocorrelation with center clipping) with nonoverlapping variable frame length. For a
particular speaker, frame length will be determined by his/her pitch range to ensure that
there were at least two complete cycles within a frame. A typical frame length is 20 to 25
ms for male speakers, 15 to 20 ms for female speakers. To eliminate "drop-outs” during
voiced speech segments, spurious pitch values in regions of unvoiced speech segments,
and/or "double pulsing" effect, smoothing techniques, such as median filtering and linear
interpolation, must be employed. In this experiment, the Fy contours were smoothed
using the linear interpolation technique.

Secondly, the energy (intensity) measure will be used in placed of the amplitude
measure of the speech signal since they are closely related. Energy calculation in
decibels (dB) will be performed in a nonoverlapping frame-by-frame, pitch asynchronous
manner using a Multi-speech algorithm that defines energy as the sum of the square of
absolute amplitude values within a frame. Frame length will be kept constant at 20 ms
for all speakers. The raw energy value will be converted into dB by computing 20 times

the log (base 10} of the square root of the ratio between the energy to the number of
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samples in the frame. A smoothing function will be applied to the resulting energy
contour.
The energy contours obtained above will be used to crudely identify syllables with

CVS structure (i.e., syllables ending with stop consonant, /p/,/t/,and /k/). This is

important in determining the rhythmic grouping of the input utterance. Since these coda
consonants are glottalized, the syllable ends abruptly and the signal energy decreases very
rapidly at the end of the syllable. This rapid energy drop results mainly from the
articulatory requirement of the final stop consonant. A syllable ending with a stop
consonant will cease abruptly even if the voiced portion preceding the stop consonant has
been prolonged. To parameterize this characteristic, a smoothed short-time energy

profile £ (j) is obtained for the voiced portion of the syllable using the above-described
procedure. Let j_, denote the frame number in which maximum energy occurs and ¢, be

the time required for the energy to drop from 90% to 10% of E (/... ). We can define an

energy drop rate as the reciprocal of r,. That is, R, =tL. It should be noted that the
d

energy drop rate are highly correlated with the syllable duration. The shorter the duration,
the faster the energy drops.

B. Syllable Segmentation

Since tones are properties of syllables, it is logical to segment the smoothed and
normalized Fy contour into syllabic units. Syllable boundary information can be provided
by an automatic syllable segmentation algorithm based on energy contours and spectral
information, or by segmentation information from a phone recognizer unit. In this study,
we have developed an automatic procedure for syllable segmentation. Automatic syllable
segmentation is a crucial component that provides syllable boundary information
necessary for our tone classification system. Traditionally, zero crossing rate and root-
mean-square energy (RMSE) of the speech signal are the two most widely used features
for locating syllable boundary. In this research, we propose a new segmentation
algorithm based on a modified Teager’s energy calculation [17]. We present details of the
algorithm below.

The most common way of calculating the energy of a speech signal is the root

mean square energy (RMSE), which is the square root of the average of the sum of the
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squares of the amplitude of the signal samples. Using a window of width W to segment

the speech signal into frames, the RMSE of frame n, Ey, is given by:

E =[iis2(f)]%,
"l &
where sq(i) denote the /™ windowed speech sample in frame number ».

On the other hand, in modeling speech production, Teager developed a new
algorithm for computing the energy of a signal. This algorithm has been presented by
Kaiser as Teager’s Energy Algorithm. Given a signal with the motion of an oscillatory
body, its sample is defined as

x, = Acos(Qi +¢),
where A4 is the amplitude of the oscillation, Q is the digital frequency, and ¢ is the initial
phase. In Teager’s Algorithm, the instantaneous energy E; of the sample x; is as follows:
E, = x/-x,%,
= A’sin’ ()
~ A2 07

It is noted that the output of Teager’s Algorithm is a function of the amplitude of
the signal samples, as well as the oscillation frequency. This new energy measure is
therefore capable of responding rapidly to the changes in both 4 and (2. Thus, it has the
ability to track rapid changes as well as the qualitatively different character of various
signals.

The fact that the Teager energy algorithm reflects both the amplitude and
frequency of a signal suggests that it may be a more suitable measure for different speech
events than the RMSE, which reflects only the amplitude of the signal. From the point of
view of speech production, the amount of energy used to produce noise-like fricatives
should not be an order of magnitude less than that used to produce periodic voiced
sounds. Yet, this is the typical difference we often get when using RMSE measure.
Fricatives and plosives sounds have very low amplitude, but, unlike most vowels, these
sounds have energy distributed in the frequency range above 5 kHz. As a result, Teager’s
energy measure should be more suitable for the calculation of the energy used in
producing those fricatives and plosives.

To apply Teager’s energy calculation to the problem of speech segmentation, we

observe that the expression for the instantaneous energy can be related to the square of
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the samples of the derivative signal. This is equivalent to calculating the RMSE on the
derivative of the speech sample x;. The result is proportional to 4% and £27 as in Teager’s
energy calculation. As a result, we propose a new energy calculation based on a
modification to Teager’s calculation as follows:

1. Calculate the power spectrum of the speech signal;

2. Weight each sample in the power spectrum with the square of the frequency;

3. Take the square root of the sum of the weighted power spectrum.

Based on the above energy calculation, our syllable segmentation algorithm have been
evaluated using the speech materials described in the appendix below. To evaluate
performance, we visually compare the estimated locations of syllable boundary using the
different energy measures (both RMSE and Teager’s). Zero crossing rate is also
computed and used to aid our visual inspection of the correct boundaries. The detected
boundaries are compared with those obtained from manual segmentation via audio
playback of the speech signals selected between the detected boundaries.

Preliminary results are encouraging revealing several general properties of this
new energy calculation. First, the new measure confirms a higher energy level for
fricatives and plosives than that obtained form RMSE measure. Secondly, compared to
RMSE, the new measure decreases the energy difference between voiced and voiceless
sounds. Lastly, The new measure suppresses the energy level of background noise during
silence intervals.

In addition to syllable boundary information obtained above, we also extract the
durational patterns of every syllable in the utterance. Based on our automatic syllable
segmentation algorithm above, syllable duration is also computed. Note that syllable
duration for our purpose is defined as the duration D of the voiced portion of a syllable
only. This durational information will be used in discriminating between stress and
unstressed syllables in the input utterance. For the purpose of computing the speaking
rate, total duration marked by the beginning and end of the utterance is also calculated.
The total duration of the target sentence will be measured from the onset of the consonant
at the beginning of the sentence to the cessation of the coda consonant (closed syllable) or
vowel (open syllable) of the last syllable at the end of the sentence. Speaking rate will
then be computed by dividing the total sentence duration by the number of syllables in
that sentence. The speaking rate will be used in the normalization process, which will be

described next.
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C. Normalization

Normalization of the feature parameters is necessary because it will eliminate
undesirable time and speaker variations of these parameters. In terms of pitch, for a
multiple-speaker system, the normalization process is introduced to neutralize variability
from one Fy contour to the next. Sources of variability include speaker's physiological
differences, the kinetics of vocal fold vibration, consonantal perturbations on Fy, and
speaking rate. The raw Fy contour is first converted into an equivalent-rectangular-
bandwidth-rate (ERB) scale. This ERB normalization has an effect of neutralizing pitch
ranges of different excursion size. To neutralize the declination effect in the Fy contour,
we subtract a time-varying mean Fy value from the input Fy contour. A time-varying mean
Fo value is computed by fitting an exponential curve to the overall contour as already
discussed. Then, z-score normalization is employed to account for pitch range
differences across speakers based on the precomputed mean and standard deviation from
all utterances in the training set. This method has the effect of making the first- and
second-order moments of the pitch distributions the same.

For the duration-related parameters D and Rp, normalization is needed. The
speaking rate can be affected by emotional, stylistic and environmental factors, which
may change from time to time. For example, the duration of a long syllable can be very
short for fast speaking persons. The normalization factors are the precomputed mean from

all utterances in the training set.

D. Fy Contour Analysis

This step is necessary to reduce the number of possible reference templates that
have to be generated by the synthesis module, and thus, reduce the amount of time it takes
to match against the input Fy contour. The analysis procedure consists mainly of two
steps. First, using the syllable durationa! patterns, a rhythm grouping among adjacent
syllables is determined from the rules given in the previous section. That is, the relative
syllable duration for each type of fhythmic foot can be abstractly described together with
the corresponding rule for matching the acoustic realization of a rhythmic foot with the
abstract description.

Once the rhythmic grouping is determined, the second step involves the peak-and-
valley analysis, Le., the detection of local extrema of the given smoothed, normalized and

segmented Fy contour for that grouping. Local extrema (peaks and valleys) are detected



=22 -

by using first and second derivatives. The derivative at any point in the contour, except
for the first two and last two points, is computed by calculating the linear regression
coefficients of a group of five Fy values consisting of the current point, and its preceding
and following two points.

The locations of these extrema coupled with syllable boundary information and
the energy drop rate are then used to identify all possible tone labels for the salient
syllables in the rhythmic grouping based on some specified rules. For example, between
two syllable boundaries, only the falling tone can occur if a maximum occurs, and only
the rising or the high tone can occur if a minimum occurs. Also, if a maximum occurs at
or in the vicinity of a syllable boundary, the preceding tone can either be a high or a rising
tone. If a minimum occurs at or in the vicinity of a syllable boundary, the preceding tone
can either be a mid or a low tone, or a sequence of two falling tones. For the rest of the
weak or unstressed syllables within the given grouping, only three tonal labels (FH, M,
and LR) are assigned depending on the overall temporal pitch vartation. The FH label
indicates an upward trend, the LR a downward tend, and M a leve] trend. These labels are
derived based on the information obtained from the acoustic experiments described in
[18]. They reflect the fact that unstressed syllables suffer tone neutralization, and the
contrastive pattern among tones can be divided into roughly three tonal registers.

To deal with syllables with different duration, a time-aligned pitch profile is used
[19]. The voiced portion of the syllable is divided evenly into 16 segments. For each
segment, a pitch value is obtained from the given F; contours using a linear interpolation
method. Thus, the pitch profile of each syllable has the same dimension of 16. Given a
pitch profile {P(1), P(2),......, P(i),..., P(16)}, the overall temporal pitch variation within

the profile can be measured using a pitching rising index, [, which is defined as

Max??, {P())}-Min 2, {P()}
Max %, {P(i)} - Min}’, {P()}

Iy

1 argMax!’,{P(i)} > argMin', {P(i)}
where k =
~1 argMax?, {P(i)} > arg Min %, {P(i)}
It is noted that the first and the last segment of the pitch profile (P(1) and P(16)) are not

used in order to reduce possible errors in the pitch extraction process. The polarity of 7,
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indicates the overall temporal trend of pitch movement within the utterance and the

magnitude of /, represents the degree of such variation.

E. Fy Synthesis

Based on the extension of Fujisaki's model for synthesizing Fy contours to Thai
described in the previous section, the input tone sequences are used to generate predicted
Fo contours. These predicted Fy contours are basically reference templates to be used for

pattern matching against the input contour.

F. Pattern Matching

The classification of input Fy contours into likely sequences of tones is
accomplished in this step by pattern matching against the predicted Fy contours or
reference templates generated by the Fp model. Pattern matching techniques, such as a
simple zero-lag crosscorrelation method or a one-stage dynamic programming search can
be used. In both cases, some measure of goodness of fit must be established in order to
rank the results so that N-best tone sequences can be obtained. For example, for the zero-
lag crosscorrelation method, a correlation coefficient of 0.9 or higher could be used to
indicate a relatively good fit. Thus, we can infer that a strong similarity exists between the
input and the predicted Fo contours. For a one-stage dynamic programming search, a
distance measure might be more appropriate. In this paper, we used the zero-lag

crosscorrelation method.

IV. PERFORMANCE EVALUATION AND DISCUSSION

In order to train and evaluate our computer model, we need additional speech
materials. Thirty-five target sentences of 11-15 syllables in length are chosen to closely
represent continuous speech. Each target sentence consists of syllables with varying tone
sequences. Additional requirement is that some of the sentences comprise voiced sounds
throughout in order to increase the level of difficulty in performing the syllable
segmentation procedure in our tone classification algorithm. The target sentences
described above are listed in the Appendix. They were produced by a set of five speakers.
Thus, there was a total of 175 utterances in the test set. Test stimuli were different from

the training stimuli used in training the Fujisaki's model.



-24 -

The classification test was performed on each of the 175 utterances from the test
set to obtain the crosscorrelation coefficients between the input contour and each of the
predicted contours. All in all, the algorithm misclassified 32 of 175 test utterances.
Hence, the classification accuracy for this experiment is approximately 81.7%. In this
experiment, the number of N-best output tone sequences is equal to six, i.e.,, N=6. The
number six was chosen arbitrarily. The reason for outputting N-best tone sequences as
inputs to the word hypothesizer is because it is likely that the correct tone sequence could
be recovered at that stage by using other linguistic constraints, such as tonal restrictions
on the types of syllable structures, etc. The overall performance of the synthesis module
was quite reliable in producing Fy contours. Misclassification mainly occurs with
unstressed syllables, especially linker syllables and function words. There are a total of
2,230 syllables in the test stimuli, and only 1822 were correctly classified. This might be
due to the fact that unstressed syllables suffer not only from tone neutralization but also
from the interaction with adjacent syllables in terms of tonal coarticulation. It is believed
that this problem may worsen in the case of polysyllabic words containing linker
syllables. However, this problem should not be solved at this stage, but at the stage of

word hypothesization where pronunciation dictionary will help rule out ill-formed word.
V. CONCLUSION

A mathematical model for generating Fo contours for Thai and other tone
languages was presented. The model is based on an extension of the Fujisaki’s model of
Fo contours. Successfully incorporated into the model are linguistic factors affecting
phonetic realization of Thai tones in continuous speech. They are continuity effect due to
syllable structure, stress, tonal coarticulation, and declination.

Furthermore, a bottom-up or data-driven approach to automatic classification of
Thai tones in connected speech was described. The algorithm is based on the analysis-by-
synthesis approach to speech perception, and it is simpler to implement than the left-to-
right HMM-based system. Also, we believe that the computational cost of our model is
much less than the HMM-based system because it uses fewer parameters.

The present implementation of the algorithm is a continuation of the work done by
the principal investigator [20]. Several limitations, such as a lack of automatic
segmentation of syllable boundaries, a need to incorporate stress effects into the synthesis

module, and a small number of test sentences have been rectified. However, we still are
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not quite satisfied with the accuracy of the algorithm, yet the results indicate a step in the
right direction toward implementing a connected speech tone recognition system. We
believe that the overall performance of the algorithm can be improved through a better
training of the model, a better pattern matching method, and a more robust Fy contour

analysis method.
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APPENDIX

Stimuli for Evaluating Automatic Tone Classification Algorithm

Hd
1. n@lanuedniinyanes iflidued1univey

/ jip gaam jaan nii meewmasy maj mii mosn jdan neenoon /
‘Such a beautiful girl like this is definitely not ignored by the scout.’

2. sthayraiuaruaoueuIuui

/ jaa lurrm waa weelaa man luag 109j maa jaaw naan leéw /
‘Don’t forget that time has passed for so long.’

- 1 &v ] (] 9 ] P []
3. ymdovIngdeseglundeundnetumiiosni
/ nuuluiam jaj lufaj jiu naj jdm jaa jian nuiaj ndaj /
‘A big python is winding tiredly in the grass.’
1y S - A 4:
4. qunurermganamuilesutunby

/ lugwaan joo nda jin waa gaam jin muia jaam jim jeém /
‘Uncle Wahn praises aunt Ying for her beauty when she smile.’

5. nasutiuniensuile Ivua1imiieda hitusey
/ 1350 nan mdslooj muia ndon law waa nin jap maj jinjoom /
‘A big python is winding tiredly in the grass.’
" e -y 7 P A e ' )
6. ot iu Inudioans hidu Inamilowdiedamju « of
/ jaa wanwaj mwa gaan maj lurumn laj mwan mwa jap nom ndm juu /
‘Don’t be discouraged if work doesn’t go your way like when you were young.’

»  J . i 4
7. musduaeaiotosmuimiadionuasaiunu

/ néy limlvoy muia nsjndanan mula gaan lidn wan waan /
‘Neng tasted the meat of a sugar apple at yesterday’s party.’

8. WwBewadags 4 egas luaanandsuvaiu q
/ naaj jigjon jan junjuy jiu losj maj laa yaan maa jiam laan lann /
“Yingyong is quite busy to take a leave of absence to come visit grandchildren.’
] d'. s ] 1 1 .dy
9, misspnadioweuwinoudnngudiwedisil
/ n35j nunyon mura naaj non mawmaaj leéw maa lumlaam jaan nif /

‘Nawj is puzzled that the drunken Non is trying to take advantage of her.’
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10. wisiutuduMIsauuih i umao oy



1.

12.

13.

14.

15.

16.

17.

18.

19.

20.

-28 -

/ naan nim jurtnjan waa nd3g nonnii nam jaandammanluian maa len /
‘Nim insists that Nonni is the one playing with the yellow oil.’
wydodeifounuonserinune hilsoay

/ nuujiiuj [Solian m3sjoon waa nomnaaj maj nsoj laaj /

*Yyj is making fun of the fortune-teller, Yong, for being quite superstitious.’
d” dll ; L) [ Y &

vtiquitesdudian ihiiidumie

/ jaam nii lugnwiay jamjee loaj maj naa mii yon lwa /

‘For the moment, uncie Nuang is in trouble and has no money left.’

Ly By ] 1 [ -
Yuma3eunedial Waslsae

/ ndaweew wigwaon waa jaa lopmdjlogmuru lasj /
‘Aunt Waew is pleading for non-violent means.’

1 ¥
misunaruitesiinfeaniinduniivey
/ mdsmluag nuiay jm waa n3opmiw jan jaw waj juu /
‘M.L. Nuang emphasizes that Mew is still quite young.’

o
Yoy Tuseuarnasuniuaniu 3 vy

/ nfopmeew maj joom law waa lurum ween won ndn waj naj /
‘Maew refuses to tell where she misplaced that ring.’

vy
Fuiliuden lumlauiunussauiuene

/ wannii ndn jo5m maj mwan wanwaan jaan nesnoon looj /
‘Today is certainly not the same as yesterday.’

Tmusumédoamivimih imSounijuiay
/ ndam3sn jée nSogmem waa naa maj mwan meenun lasj /
‘Uncle Mong teases Mam for her unresemblance to her mother, Nuun .’

» v »
Ve uINIReAaE TN 9
/ ndagman joon méelizig 193] nii maa nﬁlj n?nnflj /
‘Man was upset at his stepmother and ran from her to sit quietly alone.’

wyaImyiumilestoudnanianne 9

/ moo law waa muiu man nuiaj jaaj mée weelaa win j323? /

“The doctor says that corporal Mun gets tired easily even when lightly jogging.’
d" a J qs ] Yo & ar dy

sodiniuite g Bsubuiuil

/ jaajmidn nam nuiawua maa jﬁan wdj jam jen wannif /
‘Old Mian grilled beef for making tonight’s salad.’
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21. vangquimynsealugunlon$lunqy

/ luaplup nam ImMuujon naj jaam maa joon w4j naj lum /
‘The old monk threw shredded fried pork into the hole.’

a a4 9 vy 4 o 4
22. idududowny Bluduitoiurni

/ maalin lunum 15om muu wéj naj ldw mwa jen waannii /
‘Malin forgot to herd her pigs into the pen yesterday evening.’

1 3 . 4
23. FyreufivaiaduunduuauInelfuifidoanans

/ c"san Pantiaw t"ia tin k*wéen deen t"aj paj kdp t"ua 2wagluan /
‘Come visit every inch of Thailand with the Royal Orchid Tour.’

24. lefdliGess varnnail ldvuiuyniu
/ ?ajttiiwii mii rulagraaw ldaklaaj haj daaj c®om kan t™ik wan /
‘ITV offers a wide variety of programs for our viewing pleasure everyday.’
A o w [ A
25, MNAUFUFUAUYDARUINALTUSWFOYIU

/ thikk"on c"urunctom kon sunwsat c"ék clen c"aaj cMuru cMuan /
‘Everyone admires an honest person like Mr. Chuan.’

26. usuagu Inssrnhzamu indmjuaan|ld

/ c"eempuu samunpraj c"uaj bamrug pPom haj klip nawnaam daaj /
‘Herbal shampoo helps revitalize your hair for soft and silky feel.’

o as o ] o o
27. swmsmasmauanindunednlsz@uind iy

/ raajkaan liawlapleenaa klaa ¢53? lufk praden k"daw samkan /
“The program “Glance Back and Look Ahead” dares to probe important issues.’

28. iFuzinduomisuainsa AR wgueuan
/ c"oan wé? maa clim ?aahaan ldak rdj daaj t"ii rdan simsaamsaaw /
‘You’re welcome to sample many delicious dishes at Sam Sao restaurant.’
Y A W ] ] ] [l ay a’ 4'
29. 1y lﬂﬂuuﬂﬁ‘lﬂ1.lTlE)U’lL'llTJ!.‘UU']{ﬂUTWNlHElU'IIJTﬂ‘iﬁ
/ mee twan ndopk"dam waa jda kénkMawk"idwfan mua jaam krot /
‘Mother warns Kham not to grind her teeth when angry.’

30. fuundutiugaInsaneszndeuundy Tu/ 1aths

/ kapkleem baan lunkroy pso ¢a? kloomkleem paj daaj baan /
‘Appetizer at Uncle Krong’s house will do.’
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31. hinasaudadulelvin fmigaseudidudneg
/ maj kPwuan duan tatsincaj k"wajk"wda haa kMuk"roony mwa jan dék juu /
‘Don’t decide to get marry at a young age.’
o & o Ao ]
32. asDUAABDNEIMIDATALDBDAIBYL NI

/ 2oon?anoon 230k Paakaan uit?at mwa 250t 239j paak c"uan /
‘Awn-anong felt uncomfortable when Aut invited her.’

vy o s oy A ;
33. esdsennanydagd Iudududsuniiuduay

/ ndonton tawdat nuu tittiu waa dean tuamtiam pen tiw 12aj /
‘Tong snaps at Toot-too for walking so slow like a turtle.’

o Y - s o
34. 158519 TN TS UUHIUIVMOUIHDIA UAT 1 HH TN

/ t"a2 kPuan ?aw p'r4? bon hiy maa h3sj p'ula weelaa k™r5? haam jaam rdaj /
‘You should take Buddha images from the shelf and wear in case of bad luck.’

35, anudda laiumg anmanedud v umsn

/ K"waamwua jay maj t"an haj k"waamk®™waaj dan k"aw maa seek /
‘No sooner had one bad thing subsides than the occurrence of the other.’
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Prosody Generation in a Thai Text-to-speech System

Abstract

At present, it is generally agreed that prosody generation or synthesis is one of the least
developed parts of existing systems for converting text to speech. This paper describes our
preliminary work on a prosody-generating aspect of a text-to-speech system for Thai. Specifically,
we are interested in modeling prosody by predicting symbolic markers from text (ie., prosodic
phrase boundaries, accent, and intonation boundaries), and then using these markers to generate
pitch, energy, and duration patterns for the synthesis module of the system. The first part of this
paper describes the prosody annotation process in which the foot structure (i.e., the rhythm of the
utterance) is obtained from text. Then, the second part deals with the prosody synthesis process,
including the prediction of segmental duration patterns and the generation of fundamental
frequency (Fy) and energy contours. The mathematical model used for generating Fy and energy

contours is based on an extension of the Fujisaki's model of Fy contours to tone languages.

1. Introduction

In general, speech generation or synthesis can be accomplished by one of the following three
methods: general-purpose concatenative synthesis, corpus-based synthesis, and phrase splicing.

First of all, for the general-purpose concatenative synthesis, the system translates incoming text
into phoneme labels, tone labels (for the case of tone languages), stress and emphasis tags, and
phrase break tags. This information is then used to compute a target prosodic pattern (i.e., phoneme
duration, and pitch and energy contours). In order to generate an output utterance, signal-processing
methods are used to retrieve acoustic units from a stored inventory, modify the units so that they
match the target prosody, and glue and smooth them together. Such acoustic units are primarily
fragments of speech corresponding to short phoneme sequences such as diphones. As for speech
quality and scope, general-purpose concatenative synthesis is able to handle any input sentence but
generally produces mediocre quality.

Secondly, corpus-based synthesis, although quite similar to general-purpose concatenative
synthesis, uses a stored inventory consisting of a large corpus of labeled speech. And, instead of



modifying the stored speech to match the target prosody, the corpus is searched for speech phoneme
sequences whose prosodic patterns match the target prosody. Corpus-based synthesis can produce
very high quality, but only if its speech corpus contains the right phoneme sequences with the right
prosody for a given input sentence. If the corpus contains the right phonemes but with the wrong
prosody, the end result may locally sound quite good, but the utterance as a whole may have a
bizarre sing-song quality with confusing accelerations and decelerations.

Finally, for phrase splicing, stored prompts, sentence frames, and stored items used in the slots
of these frames, are glued together. And, obviously, phrase splicing methods produce completely
natural speech, but can only say the pre-stored phrases or combinations of sentence frames and slot
items; naturalness can be a problem if the slot items are not carefully matched to the sentence
frames in terms of prosody.

For the purpose of this paper, we are concerned with concatenative speech synthesis only.
Concatenative synthesis has the edge on size because of an increasing interest in using speech
synthesis on handheld devices. This is true since its quality limitations are less of a problem given
that the acoustic capabilities of handheld devices are themselves limited. However, the price we pay
is that the cost of generating a corpus or an acoustic unit inventory is significant. Besides making
the speech recordings, each recording has to be analyzed microscopically by hand to determine
phoneme boundaries, phoneme labels, and other tags.

At present, widespread use of text-to-speech technology is limited by its inability to produce
high-quality speech. Thai is, intelligibility and naturalness of synthetic speech is still not quite at the
level acceptable by human listeners. It is quite obvious from the above discussion that prosody
generation must be of primary concern for improving the quality of synthetic speech.

Prosody is often described as a suprasegmental feature of speech (a term for describing
phonological features of those aspects of speech that involve more than single consonants or
vowels). Acoustically speaking, prosody can be defined as change in the fundamental frequency
(Fo), timing, and amplitude of a speech signal. Speakers control the prosody of an utterance in
order to signal linguistic and affective information. Linguistic prosody is used by speakers to signal
grammatical information at the syllable, word, or sentence level (e.g., stress, intonation). Affective
prosody, on the other hand, is used to convey information that indicates speaker's intentions,
attitudes, or emotional states. In addition to linguistic and affective information, prosody can also
be used to convey non-linguistic information concerning speakers' personal characteristics such as
age, gender, idiosyncrasy, speaking style, and physical condition. Such characteristics may or may
not be under the speaker's volitional control. It is part of the intelligibility and naturalness of his/her
speech. This paper will deal only with linguistic prosody.

The role of linguistic prosody in spoken language is similar to that of punctuation in written
language. Punctuation is used to divide a stream of text into smaller segments such as a phrase,
clause, or sentence, and thus, it helps readers interpret the message according to the intentions of the
writer. Likewise, prosodic information helps listeners interpret a spoken sentence in the way the
speaker intends. The need for punctuation or prosody can be attributed in part to the inherent
ambiguity of natural language.

Intuition tells us that intelligibility and naturalness can be attributed to prosody in our everyday
use of speech. Some words in a sentence are louder and longer than others. Because function
words are acoustically less prominent than the semantically important content words, such as nouns
and verbs, we can prosodically distinguish them. Pauses tend to be inserted at certain points in the
sentence, and words at the end of the sentence are likely to be lengthened. This suggests the
existence of prosodic constituents that are used in the overall prosodic structure or melody of an



utterance. Linguists have posited units such as syllables, prosodic words, phonological phrases, and
intonational phrases.

The use of prosody by speakers, in attempting to sound intelligibly and naturally, can be best
exemplified by considering its use in ambiguous sentences. When two sentences are segmentally
identical, a problem of identifying the correct meaning arises for a listener, especially when the
contextual information is not adequate. In such cases, the listener can make use of another type of
information, namely prosody. The question arises, from the speaker's point of view, as to how this
prosodic information should be encoded, and from the listener's point of view, how this information
is decoded or associated with different meanings. At an abstract level, a commonly accepted
hypothesis is that there is a direct relationship between the syntactic structure of a sentence and its
prosodic structure [1,2]. This hypothesis implies that an ambiguous sentence will have a different
prosodic structure for each syntactic structure, and as such it can be used to determine the correct
meaning. At the phonetic level, the speaker tends to manipulate the acoustic correlates of prosody,
such as Fy, segmental and pause duration, amplitude, and spectrum of the speech signal in order to
signal prosody. The listener, in turn, will fry to translate the changes in these physical correlates
into abstract linguistic concepts in order to arrive at the intended meaning of the utterance.

As in human speech production, it is believed that prosodic information can help improve
performance of a text-to-speech system. Prosodic information is particularly helpful in generating
synthetic speech because of lexical and structural ambiguities of written forms. Prosodic
information could be used by computers to generate phonetically similar, but syntactically different
utterances.

In the following sections, a novel method for generating prosody in a text-to-speech system will
be described. Two specific issues will be addressed: the prosodic annotation process and the
prosody synthesis process. The prosodic annotation process will be abstractly described and
demonstrated by using structurally ambiguous sentences involving different types of compounds in
Thai. Compounds are a major cause of structural ambiguity in Thai and often create problems
because of their high frequency of occurrence [3). Compounding is the most widespread word
formation process in Thai. Structural ambiguities often result from compounds because Thai words
lack inflectional and derivational affixes to indicate, for example, subject-verb agreement.
Nevertheless, compounds can be prosodically distinguished from syntactic phrases by differences in
stress patterns. As for the prosody synthesis process, a mathematical model for generating Fy
contours proposed by Fujisaki for Japanese is chosen. An extension of the Fujisaki’s model for tone
languages, particularly Thai, will also be given [4]. In addition, the process of generating durational
patterns for the synthesis module will also be described.

2. Prosodic annotation

Prosodic annotation or encoding provides to the prosody-synthesis module relevant information
that adequately captures the essence of the prosodic structure of the input sentence or text. Prosodic
encoding usually involves the process of predicting prosodic labels for the input sentence according
to the intended meaning. The labeling criteria provide a mechanism for mapping abstract prosodic
labels into a sequence of acoustic correlates of prosody. As a result, prosodically-labeled sentences
contain information concerning the correspondence between the phonological and phonetic
attributes of the prosodic structure of utterances and their intended meanings. Prosodic labels
should be chosen to represent abstract linguistic categories of prosody, such as rhythmic groupings
(or phrasing) and prominence. Also, they should be chosen such that they are used consistently
within and across human labelers, and they make the automatic labeling process tractable and
consistent. An example of a prosodic labeling system for English speech is described next.



Price et al. [5] proposed a labeling system consisting of seven labels, called prosodic break
indices. These break indices express the degree of perceived decoupling or separation between
every pair of words in an utterance. A boundary within a clitic group (e.g., det-noun, two-word
verb, etc.) is indicated by a O break index; a normal word boundary by a 1; a boundary marking a
minor grouping of words by a 2; an intermediate phrase boundary by a 3; an intonational phrase by
a 4; a boundary marking a grouping of intonational phrases by a 5; and a sentence boundary by a 6.
In terms of prominence, prominent syllables in an utterance are indicated by P1 for a major phrasal
prominence; PO for a lesser prominence; C for contrastive stress; and s for syllables with no
prominence. Price demonstrated that these metrics could be used effectively by human labelers to
determine how speakers encode prosodic cues for structural ambiguities in structurally ambiguous
sentences.

In this paper, we adopted the Price's methods in the development of our prosodic encoding
scheme for Thai. However, we made a slight modification to take advantage of our Constraint
Dependency parsing framework based on Dependency grammar formalism. The encoding of the
prosodic structure is accomplished by annotating each word in the sentence with a prosodic feature
called strength. We describe next how the strength features are derived and compare them with
Price's break indices.

The strength feature is chosen based on the dependency representation of syntax. In [6], Potisuk,
et.al.,, described how a dependency theory is used for syntactic representation. A dependency
grammar expresses the syntactic relations that lexical items can have with each other using
governor-dependent relations in a D-tree. According to the congruency model of syntax and
prosody [7], a relation of dominance between two adjacent lexical items can be established based on
their positions in the D-tree. Figurel illustrates the four basic configurations of relational marks
between adjacent lexical items in a D-tree. ID or independence indicates no direct link between the
two items; IT or interdependence indicates the dependence of the two lexical items on the same
governor; LD or left dependence indicates the dependence on the following word; RD or right
dependence indicates the dependence on the preceding word. It is noted that LD and RD are
relational marks between two lexical items at different levels of the D-tree; ID and IT at the same
level.

Figure 1. The four basic configurations of the relational marks in the dependency tree:
(a) left dependence (LD), b) independence (ID), (c) right dependence {(RD),
and {d) interdependence {IT).



In addition, we have developed a new set of relational marks called strength dynamics in order
to take into account the information about the lexical category of each word in addition to its
position in the D-tree. Lexical category information is important because it is related to the stress
placement rules in spoken language. Content words are usually stressed; function words are usually
unstressed.

There are four levels of strength dynamics: strong dependence (SD), dependence (DE),
independence (ID), and strong independence (SI). SD describes a strength dynamic at the word
boundary within a clitic group, within a compound, between a content and a function word, or
between two function words that are interdependent (i.e., both depend on the same governor). DE
describes strength dynamic at minor phrase boundaries, i.e., between a subject noun phrase and a
verb phrase, between a verb and an object noun phrase, or between two content words, ID
describes strength dynamic at major phrase boundaries (intonational phrases). And, SI describes
strength dynamic at the sentence boundary.

Like the break indices used in Price's labeling system, these strength dynamics indicate the
degree of connection between the present and the preceding words in an input sentence. They are
similar in a sense that both represent the relationship between two adjacent words in a sentence.
The stronger the dependency strength is, the smaller the break index. Nonetheless, the strength
dynamic has an added benefit in terms of the lexical category information. In addition to the
strength feature, a word at the end of a phrase or an utterance will receive the feature ‘final’ to
indicate that it is affected by the final lengthening effect. Final lengthening is always accompanied
by a pause. A word with a ‘final’ feature also automatically receives strength of ID or SIL.

In addition, we utilize a prosodic encoding scheme that integrates both syntactic and rhythmic
constraints. That is, the prosodic structure of an ufterance is established by minimizing speech
disthythmy while maintaining the congruency with syntax.

Speech is rhythmical not only because of the pattern of sounds and pauses, but also because of
the regular recurrence of strongly accented sounds in a series. For example, in a stressed-time
language, it is observed that speakers tend to produce stressed syllables at a regularly spaced
interval of time while they tend to pause according to the syntax of the utterance [8]. The pause
distribution seems to be ruled by syntactic constraints. Speech rhythm is also a psychological
correlate of speech timing (an objective instrumental measurement of the duration of segments,
syllables, etc.). Thus, in a stressed-time language, stress, pause, and relative syllable durations
interact to form speech rhythm. In addition, the phonology and syntax of the language affect the
description of speech rhythm as well.

Thai has a stress-timed rhythm [9]. This means that stressed syllables in Thai are perceived to
be isochronous (i.e., they recur approximately at equal intervals of time). A phonological unit
called foot is used to describe rhythmic groupings within an utterance. A foot is one of many
prosodic constituents and is an elementary unit of the prosodic structure in addition to a syllable. A
foot is neither a grammatical nor a lexical unit. The domain of a foot extends from a salient
(stressed) syllable up to but not including the next salient syllable. A pause is considered a salient
syllable, and the beginning of an utterance is always preceded by a pause. It should be noted that a
rhythmic pause has a syntactic function, but a disfluency or hesitation pause does not.

In her analysis of Thai rhythm, Luangthongkum [9] posited five-foot structures:

| S| = l-syllable foot,

2) | SW | = 2-syllable foot,
3) | SWW | = 3-syllable foot,
4 |SWWW | 4-syllable foot,

HoH

) | SWWWW | S-syllable foot,



where S and W indicate salient (stressed) and weak (unstressed) syllables, respectively. The 4-
syllable and 5-syllable feet are very rare and are omitted from further discussion. Note that foot
boundaries are usually inserted in front of the salient syllables.

Based on the discussion above, the strength dynamics assigned earlier can be used to obtain the
information about the foot structure using the following rules. Since we only distinguish between
two classes of stress, the salient syllable immediately after a weak syllable receives a strength of
SD; otherwise, it receives a strength of DE. The weak syllable receives a strength of SD. A word
before a pause receives a strength of DE as well as the final feature. A word after a pause receives a
strength of SI if it is in the utterance-initial position; otherwise, it receives a strength of ID.

3. Prosody Synthesis

In this section, we describe a method of transforming symbolic prosodic markers or labels into
the acoustic correlates of prosody. In other words, those markers are used to generate pitch, energy,
and duration patterns.

3.1 Prediction of Durational Patterns

First, we describe the criteria for obtaining duration and pause information from the above
strength features (through the derived foot structure). These criteria establish the correspondence
between the phonological (strength dynamics) and the phonetic (acoustic correlates) attributes of
prosody.

At an abstract level, Luangthongkum [9] assumed that each rhythmic foot is arbitrarily three
units long, regardless of the number of syllables comprising the foot. This suggests that as the
number of unstressed syllables in the interval increases, a tendency toward equality of inter-stress
intervals causes both the stressed and unstressed syllables to become shorter. Thus, the relative
syllable durations for each type of rhythmic foot can be abstractly described as follows:

s - |31
2) | sw - | 2:1],
3) | sSWW | BN D

Phonetically, a rhythmic foot is not isochronous. The duration of a foot will differ somewhat
depending upon the phonetic structure of the syllables comprising it. Thus, the acoustic realization
of a rhythmic foot will be different from the above abstract description. The following is a set of
rules proposed by Luangthongkum to predict how syllable durations in each type of foot are
realized acoustically. The derived or predicted syllable durations were based on her acoustic
analysis of read speech.

| 3| - | 2 | if the foot is in an utterance-initial position,

- | 4 | if the foot is in an utterance-final position and it does
not have a CVS structure.

| 2:1] — | 2:2] ifthe salient syllable has a CVS structure; or the
weak syllable is the first element of a compound that does
not have a CVS structure; or both the salient syllable and
the weak syllable are function words.



| s 7 n | — | 15, 135 1% | if the salient syllable has a CVS structure;
or it is in an utterance-initial position; or it is a function
word and the two weak syllables are two function words or
a function word and a linker syllable.

Figure 2 depicts the process of predicting duration patterns from strength dynamics for two sentence
hypotheses of an ambiguous sentence, unufnuntal.

A D-tree with strength

dynamics
Si DE sSD DE strength dynamics
| keeq ptet | maak l paj Phonemic transcription

Foot Structure
(Phonological analysis}

l 3 2 | 2 ‘ 4 Phenetic analysis

A D-tree with strength

dynamics
i
Si sSD DE DE strength dynamics
| keeq ‘ phet l naak | paj } Phonemic transcription
| 2 - 1 | 3 | 3 ‘ 3 ‘ Foot Structure

(Phonological analysis)

| 2 ' 3 ’ 3 ‘ 4 J Phanetic analysis

Figure 2. A prediction of duration patterns for two sentence hypotheses of an
ambiguous sentence, unafiann . The top panel indicates the first interpretation,
‘the curry is too spicy’. The bottom panel indicates the second interpretation,
‘There is too much curry.’



3.2 Fy and Energy Contours Generation

Fujisaki [10] observed that an Fy contour generally contains a smooth rise-fall pattern in the
vicinity of the accented Japanese mora (a unit of syllable quantity). Differences in rise-fall patterns
seem to be attributable to the accent type, and these rise-fall patterns appear to be superimposed on
a base line that initially rises and gradually falls toward the end of the phrase or utterance regardless
of the accent type. He hypothesized that the observed Fy contour can be considered as the response
of the phonatory system to a set of suprasegmental commands: the phrase (utterance) and the accent
command. The phrase command produces the base line component while the accent command
produces the accent component of an Fy contour. Hence, Fujisaki proposed a functional model for
generating an Fy contour based on the idea of approximating Fo contours as the response of a
critically damped second-order linear system to excitation commands. The model is considered a
superposition model because it additively superimposes a basic Fg value (Fmin), @ phase component,
and an accent component together on a logarithmic scale. The logarithmic frequency scale is based
on the biomechanical considerations of the speech apparatus. In short, the output Fy contour is a
linear combination of Fpyin, a phrase component, and an accent component.

In Japanese, the Fy realization of local pitch accents results only in rise-fall patterns in the Fy
contour. However, in the case of Thai, local Fy variations due to tones result in a combination of
both rise-fall patterns (e.g., F) and fall-rise patterns (e.g., R). As a result, a model for tone languages
will consist of two components, the phrase and tone control mechanisms, driven by the phrase and
tone commands. The phrase command and phrase control mechanisms are used to capture the
declination effect; the tone command and tone control mechanisms are used to capture tone types.
Instead of a base line, the phrase command will produce a midline. The tone commands in both
positive and negative directions with respect to the midline will produce local contours
corresponding to tone types, which are superimposed on the midline. As before, the model is
characterized by time constant parameters, and command amplitudes and their temporal locations.
Critical damping is assumed for both the phrase and tone control mechanisms; hence, the damping
coefficient is always unity. Our extension of Fujisaki’s model to tone languages is shown in Fig. 3.

Phrase
command Gp(t)
PHRASE Phrase control
[T 3 —» CONTROL
T T MECHANISM
T Glottal
control GLOTTAL In Fy(t)
Foin OSCILLATION —»
Tone G, (1) MECHANISM
command t

TONE
T, T — CONTROL
Ty Ty MECHANISM Tone control

Figure 3. Our extension of Fujisaki’s model for Fy contour generation to tone languages.

Analogous to that of Fujisaki’s original model, the tone synthesis model has the following
mathematical expression:
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where Gyi(f) = ait exp(-a; 1) u(t) and Gyj(t) = [1 — (1+ Bdexp(-Bik H]u(t) , u(f) = unit step function,
indicate the step response function of the corresponding control mechanism to the phrase and tone
command, respectively. Fi, is the smallest Fy value in the Fp contour of interest. A,’s and A,’s are
the amplitude of the phrase and tone command, respectively. 7y and T3; denote the onset and offset
of the ith phrase command. T and T3; denote the onset and offset of the kth component of the jth
tone command. &;’s and Bi’s are time constant parameters characterizing a second-order system. /,
J, and K{(j) are the number of phrases, tones, and components of the jth tone, respectively, contained
in the utterance. It is noted that the logarithmic scale will be replaced by an equivalent-rectangular-
bandwidth-rate (ERB) scale, which is comparable to the logarithmic scale [11] and offers an
advantage in that it gives equal prominence to excursions in different pitch registers. This is
important in the synthesis of the Fy contour of male and female speech.

While tones in isolation have rather definite Fo manifestations in the tone space, they undergo
various modifications in connected speech due to stress, interactions from adjacent tones (tonal
coarticulation), and declination. These linguistic factors affecting the Fy realization of tones in
connected speech can be easily incorporated into the model in terms of the tone command
amplitudes and their temporal locations. In this paper, the values of model parameters that reflect
changes in the Fy contour due to stress, tonal coarticulation and declination are manually obtained.
In order for the model to be trainable given a corpus of speech, an automatic procedure is being
investigated in our laboratory. Figure 4 shows the synthesized Fq contours of two utterances with
the same tone sequence but different segmental makeup.
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Figure 4. The actual and synthesized F; contours based on the extension of the Fujisaki's model for
a discontinuously voiced with intervening obstruents utterance (bottom panel) and
a continuously voiced utterance (top panel) carrying an HLFHR tone sequence.
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4. Summary and Conclusion

In this paper, we have described our preliminary work on the issue of prosody generation in
order to improve intelligibility and naturalness of synthetic speech produced by a text-to-speech
system. Such improvement will undoubtedly make this type of speech technology more attractive
and acceptable to human listeners. Since the algorithm is still in an early stage of development, we
are planning to test and evaluate our system using a FESTIVAL text-to-speech system developed at
Oregon graduate Institute as a part of the CSLU toolkit.
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