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Abstract

Control of 6-DOF fully autonomous helicopter type flying robot is very difficult. Many
researchers verified their control algorithms only on simulation. There are very few success
experiments on fully control of the flying robot. In order to make the robot fly autonomously, the
attitude and position controls are needed. In this research project, performance of the existing
control algorithms was investigated. It was found that their performance was not satisfied to
control fully autonomous flying robot. The researchers in this project propose new control
algorithms which are specifically designed to control 6-DOF fully autonomous flying robot.
Neuro-fuzzy controllers (NFC) are proposed to control roll, pitch and yaw angles of the flying
robot, while the hybrid adaptive neuro-fuzzy model reference control (Hybrid-ANFMRC) is
proposed to control the robot’s position. The attitude controllers are trained offline to reduce roll,
pitch and yaw errors. Position control in the flying robot applies a hybrid technique called,
“hybrid adaptive neuro-fuzzy model reference control”. The position controller learns online to
track the velocity reference model, while trying to obtain smooth response and zero steady state
error. Robustness design of the proposed control algorithm is addressed by testing in the
experiments under various ranges of the controller gains. The experimental results show the

satisfactory performance of the proposed control algorithm.
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Hybrid-ANFMRC result, longitudinal position control
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Hybrid-ANFMRC, altitude control
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Hybrid-ANFMRC, robustness test
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Hybrid-ANFMRC , robustness experiment
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AN ONLINE SELF-TUNING PRECOMPENSATION
FOR A PID CONTROLLER: AN APPLICATION TO CONTROL
HEADING DIRECTION OF A FLYING ROBOT
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Asian Institute of Technology, P.O. Box 4, Klong Luang, Pathumthani, 12120, Thailand
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Abstract

In this paper, an online self-tuning precompensation for a Proportional-Integral-Derivative (PID)
controller is proposed to control heading direction of a flying robot. The flying robot is a highly nonlinear
plant, it is a modified X-Cell 60 radio-controlled helicopter. Heading direction is controlled to evaluate
efficiency of the proposed precompensation algorithm. The heading control is based on the conventional PID
control combined with an online self-tuning precompensation so that both the desired transient and steady state
responses can be achieved. The precompensation is applied to compensate unsatisfied performances of the
conventional PID controller by adjusting reference command of the conventional PID controller. The
precompensator is based on Takagi-Sugeno’s type fuzzy model, which learns to tune itself online. The main
contribution of the proposed controller is to enhance the controlled performance of the conventional PID
controller by adding a self-tuning precompensator on the existing conventional PID controller. The results
show that the conventional PID controller with an online self-tuning precompensation has a superior
performance than the conventional PID controller. In addition, the online self-tuning precompensation
algorithm is implemented simply by adding the precompensator to the existing conventional PID controller

and letting the self-tuning mechanism tune itself online.

Keywords: Flying Robot, PID control, Fuzzy Logic, Online Self-Tuning

1. INTRODUCTION

A flying robot developed at AIT is modified from X-Cell 60 radio-controlled helicopter. It is
developed to support autonomous flight control covering wide-mode missions of operation from hovering to
other maneuvers. Currently, there are many researches on development of autonomous flying robots with
different control techniques [5]. The conventional PID controller is still widely used due to its simple
implementation and tuning. The weakness of the conventional PID controller is that it exhibits poor
performance when applied to control the system that contains nonlinear and cross coupling effects. Various
techniques are applied to accomplish this purpose, ranging from adjusting the controller gains to using the
precompensation technique. The latter has many advantages since it is simple to implement and safe. In the
precompensation technique, the controller gains are the same as the ones obtained in stable response and the

precompensated amounts can be bounded within reasonable ranges of safety.



Since the introduction of fuzzy set by Zadeh [4], fuzzy logic-based controllers have received
considerable interest from many researchers. Kim et al. [2] applied a fuzzy precompensated PID controller to
control position of a DC servomotor by compensation of overshoots and undershoots of transient response
under load variation. In our work, the conventional PID controller with an online self-tuning precompensation
is used to control heading direction of our flying robot. The precompensator is based on the Takagi-Sugino’s
type fuzzy model. There are three main reasons to apply the precompensator to overcome the unsatisfied
controlled performance. Firstly, to eliminate steady state error. Even when the integral term is included in the
controller, steady state error still occurs in the results, due to many factors such as, deadzones in the linkage
mechanism, slow speed and delay of the actuator, varying of rotation speed of the tail rotor and unsymmetrical
yaw dynamics in clockwise and counter clockwise rotations. Secondly, to reduce cross coupling effected from
the Z-axis. Lastly, to decrease settling time in the yaw dynamics response. By using online self-tuning
precompensation with the conventional PID controller, the system exhibits superior transient as well as steady
state performances.

The precompensation technique described in this paper is different from the precompensation
addressed by Kim, et al in [2]. Firstly, the system and fuzzy model are totally different. In Kim’s work, the
fuzzy model is based on Mamdani’s model. In this work, the fuzzy model is based on Takagi-Sugeno’s model.
Secondly, technique of tuning of the fuzzy logic is different. The technique used by Kim is based on manual
tuning. In this work, it is based on online self-tuning by gradient descent method. Thirdly, compensation
design by Kim is based on an attempt to compensate overshoots and undershoots in the transient response
when the conventional PID controller is applied to a DC servo position controlled testbed with load varying. In
this work, the design is based on compensation of steady state error and reduction of cross coupling effects as
well as improvement of settling time when the conventional PID controller is applied to control heading
direction of the flying robot.

This paper is organized as follows. In section 2, we describe architecture of our flying robot. Section 3
describes control structure of the precompensation. Section 4 describes experimental results, which
demonstrate performances of the algorithm. Section 5 shows the fully autonomous flight experiment. Finally,

the conclusion is made in section 6.

2. FLYING ROBOT AND FLIGHT CONTROL SYSTEM

Our flying robot is a modified X-Cell 60 radio-controlled helicopter with a main rotor diameter of
1.80 meters. The robot’s OS91 glow plug engine has power rating of 3.0 HP, resulting in the maximum
payload of 5.0 kg and flight duration of approximately 15 minutes. Fig. 1 shows the flying robot and its
avionics box of the robot. The avionics box, which is installed underneath the robot, contains the following
processors and sensors.

e An onboard PCM3350 PC-104 flight control computer running at 300 MHz.

e Two 68HCI1 microprocessors. The first microprocessor generates pulse width modulation

(PWM) signals to drive 4 actuators. The second microprocessor is used to drive and read an

ultrasonic altimeter.



e A 3DM-GXI attitude and heading reference sensor containing three angular rate gyros, three
orthogonal linear accelerometers, and three orthogonal magnetometers to provide three orientation
angles (roll, pitch, yaw).

e An OEM4 RT-20 GPS card. The GPS provides latitudes and longitudes information within 20 cm
CEP (circular error probable) when operated in a real time kinematics mode.

e An SRF-04 ultrasonic altimeter to provide ground-to-robot distance at the update rate of 25 Hz.

e A circuit board containing actuator-interfacing circuit and control signal multiplexing circuit.

Fig. 1 Flying robot testbed

In the control inner loop, the PC-104 computer receives attitude information (roll, pitch, and yaw)
from the attitude and heading reference sensor and runs the core PID attitude control at the rate of 50 Hz,
effecting the aileron, elevator and rudder actuators. The control outer loop, the position control, is run at 5 Hz
to generate the roll, pitch and yaw (heading) attitude commands for the inner loop while the height control is
run at 25 Hz to control the position in Z-axis. The flying robot continuously communicates with ground station
via an 802.11b wireless network using TCP/IP protocol. The communication occurs every 2 seconds and the
range of communication covers up to 0.5 km. The ground station sends DGPS correction signal and updates
user commands to the flying robot. Fig. 2 shows the flight control system of our flying robot.

Tail rotor on the flying robot is used to control the robot heading direction by altering pitch angle on
the tail rotor blades. By doing so, it can increase or decrease the yaw angular moment of the robot. The robot
actuators are the S9206 dc servomotor, accompanied with GY401 rate gyros.

To evaluate control performance of online self-tuning precompensation on the conventional PID

controller. The engine governor is always turned off during the experiments.
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3. ONLINE SELF-TUNING PRECOMPENSATION

Normally, control performance of a system can be improved by tuning of the controller gains. This
method can harm the flying robot, since the robot flies in the turbulent air where the system parameters change
all the time. The proposed algorithm in this paper applies the method that adjusts the heading reference
command of the controller instead of directly adjusts the controller gains. The precompensator uses the
gradient descent method to tune the fuzzy parameters. The originality on this proposed method is the use of the
conventional PID controller together with the online self-tuning precompensator to control heading direction
of the flying robot. The steady state error is eliminated online during the flight. The cross coupling effect to the
control axis is also reduced. It is a kind of an adaptive control, since when the robot dynamics changes, the
control system will tune itself and adapt to the new flight condition. The main advantage of online tuning is
that it makes the development simpler in practical. Unlike in the work of Kim et al [2], where the fuzzy
parameters are tuned by the operator experience to obtain the best result. In this proposed method, the fuzzy
parameters are adapted based on the control performance. The process is done online automatically.

An online self-tuning precompensation for the conventional PID controller is proposed and applied to
control heading direction of the flying robot. Fig.3 illustrates block diagram of the controller. The diagram

consists of the conventional PID controller and the online self-tuning precompensator.
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Purpose of the precompensation is to modify reference command to compensate steady state error,
overshoots, and cross-coupling effects. The precompensator consists of two parts; fuzzy logic and online self-

tuning mechanism. Heading error, e(k), and change of heading error, Ae(k), are determined as followings.
e(k) =y, (k) = y(k) (D
Ae(k)=e(k) —e(k —1) )
where y, (k) is the command reference and y(k) is the actual output response.

Two input variables of the fuzzy logic are the normalized heading error, e, (k), and the normalized
change of heading error, Ae, (k). They are obtained by multiplying the heading error, and the change of
heading error, with their corresponding scaling factors G, and G, , as followings.

e, (k)=Ge(k) ©)
Ae, (k) =G,Ae, (k) (4)
The normalized correction value, 7, (k) , is the result of mapping from e, (k) and Ae, (k) to y, (k)
based on Takagi-Sugeno’s fuzzy model as shown in equation (5).
7, (K) = Fle, (k). A, (k)] 5)
To obtain the actual correction value, y(k), the normalized correction value must be multiplied with a

coefficient G; as shown in equation (6).

y(k)=Gyy, (k) (6)



The precompensated reference command, y'(k), is the sum of the reference, y,(k), and the
correction term, y(k), as shown in equation (7).
VLK) =y, (k) + (k) )
The precompensated reference command is, finally, used as the input to the conventional PID

controller as followings.
e'(k) =y (k) — y(k) ®)
u(k)=u(k =)+ K p[e'(k) —e'(k = 1)]+ K,e'(k) + K p[e'(k) = 2¢'(k =)+ e'(k -2)] (9
where K, ,K,,and K, are the proportional, integral and derivative gains, respectively.
In equation (8), the error e'(k) is the tracking error between the precompensated heading reference,
y.(k), and the actual heading, y(k). Equation (9) represents velocity version of PID controller. The
controller output, u(k), is then converted to PWM signal to drive rudder actuator of the flying robot.

The precompensation applies Takagi-Sugino’s fuzzy model. The model is formulated following the

form.

L': Ife(k)is Aland Ae'(k) is Ay then y! (k) =a, (10)
where L' (i = 1,2,...]) denotes the i-th implication, i is the number of fuzzy implication, aé(i =1,2,...,1) is the
consequent parameter, Af and Aé are fuzzy sets of input membership functions. Membership functions of the

inputs are shown in Fig.4. The membership functions are symmetrical triangular shape. Each linguistic value is
expressed by its mnemonic; for example, NB stands for “negative big”, NM stands for “negative medium”,

NS stands for “negative small”, ZO stands for “zero”, and likewise for the positive ( P) mnemonic.

4 (e, (k))
A

NB NM NS ZO PS PM PB

A
\/

e, (k)

(2)
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Fig. 4 Membership functions of the normalized heading error in (a)

and the normalized change of heading error in (b)

The output of fuzzy logic is calculated by the weight average method, given inputs (e, (k),Ae, (k)),

the final output is the weight average of ;/f, as shown in equation (11).

!
D wl (k)y (k)
¥, (k) = (11)

Zw"(k)

where w'>0, 7/,’; is the consequent of the i-th implication, and the weight, w', implies the overall truth value
of premise of the i-th implication calculated in equation (12).

w' (k)= 4 (e, (k) » 4, (Ae, (k) (12)
where Af (e, (k))and A; (Ae, (k)) are truth-values of heading error and change of heading error of the i-th
fuzzy rule calculated in equation (13).

2|x I a;|

Aj(xj)zl—b—l_ i=1,23,..,05;j=12 (13)
J

where x; is the input value, a’} is the center of triangle, b; is the width of triangle membership function as

define in Fig. 5.
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Fig. 5 Triangle membership function

The second part of the precompensator is the online self-tuning mechanism. The self-tuning method of
the precompensator applies gradient descent technique. The precompensator is tuned by minimizing a cost
function. The cost function is defined as the square of the difference between the actual heading and the

reference command as expressed in equation (14).

1
E=—(y-y,)’ (14)
2
In the self-tuning, only the parameters in the consequent part of the rules are updated. Self-tuning of
the precompensator parameters, aé, by gradient descent method is expressed by equation (15).
; ; OE
al (k+1)=aj(k)—n—— (15)
Oa,
where 77, is a non-negative learning rate, aé is tuned by equation (15). The gradient of the cost function with
respect to aé parameter is calculated from equation (16).

E Wik
aai T )
0 zwt(k)

i=1

(v, (k) = y(k)) (16)

4. FLIGHT EXPERIMENT RESULTS
In the experiments, performances of the conventional PID controller and the PID controller with
online self-tuning precompensation are compared. The PID gains, which result in a satisfactory system

performance, are the result of trial and error of many experiments. Finally, the PID gains used in the

experiments are K,=10, K,=0.0125 and K, =6.4. The fuzzy logic consists of 49 rules. The heading

reference is compensated when the heading error is in the range of £80 degrees. So, scaling factor for the



1
heading error is selected at G, :% to ensure that the overall normalized heading error is in the applicable
boundary of the fuzzy input. The change of heading error range is limited within +5 degrees. So, the scaling
1
factor for the change of heading error is selected at G, :g to ensure that overall normalized change of

heading error is in the applicable boundary of the fuzzy input. For safety reason, the correction output is

bounded within 10 degrees by applying the output scaling factor at G;= 10. For simplicity, the centers of the

input membership functions of NB, NM , NS, ZO, PS, PM and PB are selected at the points—1.0, -0.66,
-0.33, 0, 0.33, 0.66, and 1.0, respectively. The learning rate is selected at 0.5. The same PID gains are used in
both the conventional PID and the PID controller with the online self-tuning precompensation. The initial
values of all the consequent parts of the fuzzy logic are set at zero. It means the correction of zero at the
beginning.

a, =0 for all i (17)

The heading control loop and the precompensation loop in the experiment are run at 50 Hz. Fig. 6
shows results of the flight experiments. The centers of the output membership functions at the end of the self-
tuning process are shown in Table 1. Fig. 7 shows the fuzzy output of the precompensator. In Fig. 7(a), the
correction value is zero because all of the consequent parts of the fuzzy logic are initialized at zero. Fig. 7(b)

shows the outputs of the precompensator after the tuning process is done.
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Fig.6 illustrates significantly improvement when the online self-tuning precompensation is turned on
at time t = 90 seconds. At the beginning, only the conventional PID controller is applied, it results in a steady

state error in the output response. By the precompensation, the steady state error is eliminated.

Table 1 Consequent parameters of fuzzy logic after tuning

en(k)
NB | NM NS Z0 PS PM PB
NB [0 -0.0034 | -0.0426 | 0 0 0 0
Aey(k) | NM | 0 -0.0022 | -0.0279 | 0 0 0 0
NS [0 0 0 0 0 0 0
Z0 |0 -0.0368 | -1.0 -0.7795 | 1.0 0.0198 | 0
PS |0 0 -0.0046 | -0.0007 | 0 0 0
PM | 0 0 0 0 0.0140 | 0.0010 | O
PB |0 0 0 0 0.0214 | 0.0015 | 0

Fig. 8 (a) shows the effects of cross coupling from Z-axis of flying robot to the heading control
performance. Firstly, the precompensation algorithm is turned off. The flying robot takes off and head to 120
degree by the conventional PID control. The flying robot then rapidly changes its altitude from 1 meter to 3
meters and changes back to 1 meter again. By the conventional PID controller, the heading moves away from
the setpoint to 50 degree in the counter clockwise direction, which is 70 degrees away from the setpoint. The
similar experiment is conducted on the flying robot again by using the online self-tuning precompensation. The

result is shown in Fig. 8 (b). The precompensation significantly reduces the effect of cross coupling.
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The other experiment tests the effect of self-tuning as shown in Fig. 9. The flying robot lands at time
t = 5 seconds. During landing, self-tuning is saturated. Then the flying robot takes off again at time t = 32

seconds. The result shows the efficiency of the online self-tuning mechanism of the precompensation.
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5. AUTONOMOUS FLIGHT TEST

In order to test the control performance of the proposed algorithm, the flying robot is commanded to
fly in a 3 meters by 3 meters square area. The flight experiment is shown in Fig.10. There are 4 points marked
with the white spot on the ground. The flying robot is automatically controlled in 6 DOF, including roll, pitch,
yaw, X-axis position, Y-axis position and Z-axis position. The altitude command is 1.5 meters above the
ground. The X-Y position commands are changed sequentially among the 4 marked points. The X-Y position
commands are changed every 30 seconds. The heading command is maintained at 0 degree (pointing to the
North). Fig.10 shows the flying robot tracking to the marked points. In the fully autonomous flight, the
heading control was disturbed by air turbulent and ground effect. From the results, the zero degree heading
command can be maintained with good performance. Fig. 10 (a) shows the robot flying over the first point.
Fig. 10(b) shows the robot flying to the second point. Fig. 10 (c) shows the robot flying over the second point.
Fig. 10(d) shows the robot flying to the third point. Fig. 10(e) shows the robot flying over the third point. Fig.
10(f) shows the robot flying to the fourth point. Fig. 10(g) shows the robot flying over the fourth point. Lastly,

Fig. 10(h) shows the robot flying to the home point and the mission is accomplished.




Fig. 10 Autonomous flight test with heading point to 0 degree

6. CONCLUSION

In this paper, the conventional PID controller with and without online self-tuning precompensation
were applied to control heading direction of a flying robot. The conventional PID controller was used as the
basis control method. The adaptable component that used as the command precompensator was successfully
applied. There are two advantages of the proposed method in improving the control performance of the
conventional PID controller. Firstly, the existing PID controller is still used. Secondly, the precompensator
parameters are tuned automatically online. The precompensation is very simple to be integrated into the
existing conventional PID controller. This is simply done by adding the precompensation in front of the
existing PID controller. The performance was evaluated by many flight experiments. The results demonstrated
good performance of online self-tuning precompensation. The conventional PID controller with online self-
tuning precompensation provided much better responses compared to the conventional PID controller alone.
The steady state error was eliminated. The effect of cross coupling was reduced. The settling time was
decreased. However, as shown in the results, there existed overshoots in the output responses. This was

because of the fixed learning rate. In order to achieve a better result, variation of the learning rate is required.
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Abstract

In this paper, we propose an approach based on a mixture of divide-and-conquer principle, Radial Basis
Function network (RBFN), and Evolutional Algorithm (EA) to fuse highly corrupted data from a digital
compass with those from a rate gyro and an angular accelerometer such that the reliability and robustness
on the heading information of an autonomous flying robot is greatly improved in the sense that the
uncertainty hyper-ellipsoid of fused data is minimized. The whole fusion process is taken as a generic,
time-invariant, nonlinear dynamics model which relates a sensory (raw) data input vector to a fused
output as the heading position of such a robot. The architecture contains two hierarchical levels: local and
global fuser engine; hence decomposing design process into two independent steps. Two key algorithms
called “Hybrid GA/OLS (HGAOLS)” and “Evolutional Ensemble Averaging (EEA)” are composed for a
purpose of local and global fuser construction process. The resulting fusion network shows a great deal of
improvement when compared with an original digital compass in aspect of robustness to statistical
uncertainty of the sensors, modular network structure, and fault-tolerance. Also our fusion approach
outperforms conventional fusion methods (e.g. kalman filter and Bayesian filter) in that it is model-free
and adaptive to a changing environmental condition. The approach is considered as a generic model
which can be implemented to any kind of sensor platform. Also, unlike conventional methods, an
assumption on a known statistics of the sensors is not necessary since it can be learned iteratively. So a
set of raw data can be directly fed through the fusion engine and the fused data is obtained without any

prior sensor error distribution knowledge.

Keywords — Sensor Fusion, Divide-and-Conquer, Evolutional algorithm, Radial Basis Function network



1. INTRODUCTION

A digital compass is commonly used to determine heading information of an autonomous robot. However, in practice
compass itself possesses some limitation. Its accuracy often depends on several conditions; such as the robot movement,
magnetic field around the sensor module, sampling speed, and sometimes the vibration of the robot structure itself.
Additionally, the nonlinearity during a conversion process from raw sensory data to heading information usually occurs.
To cope with such an undesirable effect, a sensor fusion process is implemented by integrating other kinds of sensors
with the compass such that fused information is more accurate. Majumder [15], for example, fuses a set of internal
sensors (rate gyro, accelerometer,) with external sensors (digital compass, and pressure sensor) to extract a feature of
unstructured environment around an autonomous robot. In our work, the heading data from digital compass is fused with
the velocity data from a rate gyro and the acceleration data from an accelerometer to better estimate the heading

information of a flying robot (shown in Fig. (1)).

Sensory Data Fusion (SDF) has become a promising technology for the robotics community. For years, both of the
statistical and probabilistic fusion methods have been concurrently developed by many researchers [9], [21]. In the
statistical approach, a fused feature of the target object is obtained in a framework of statistical detection theory. By
doing so, with a set of noisy measurement from different sensors, a fused data is found such that it minimizes the integral
of probability of unacceptable error. Among all, kalman filter and its variants ([20], [23], and [12]) are considered the
most widely accepted techniques due to their computational simplicity and hardware memory saving. However, the main
drawback of kalman fileter-based fusion is that it is model-based technique; i.e., the state and measurement equation
must be provided a priori. Furthers, the complete knowledge of noise distribution both on the process and sensor
measurement is a must in order to implement the kalman estimator effectively. The whole problem gets worse, when the
state and/or measurement equation is intrinsically nonlinear. An optimal filter results can no longer be guaranteed. While
in probabilistic approach, sensor fusion has its root from Bayesian rule of inference. The fused data is the one that
maximized the posterior output distribution conditioned on a given set of current sensor measurements. Normally, in
literatures, this leads to the ML (Maximum Likelihood) and MAP (Maximum A Posteriori) estimator [1]-[2]. In spite of
the usefulness of ML and MAP, like the statistical approach, Lua and Su [14] argued that the pitfall of the probabilistic
fusion is the fact that the requirement of complete (or partial) statistical information of the sensor is inevitable during the
filter computation. Unfortunately, no such sensor can, in fact, be completely represented by its statistical characteristics
in the real world due to a non-uniform error distribution of such a sensor. Besides, most of the practical sensors need
calibration process before being put in use, and it is often not an easy task to do so. Consequently, this makes the sensor
modeling problem more involved than the sensor fusion problem itself. Sensor modeling problem gets even harder when

the sensor statistics is highly sensitive to the environment around it.

In recent years, intelligent learning framework of sensor fusion has been applied as a counterpart to the statistical and
probabilistic approach [8], [10]-[11], and [24]-[25]. One of the merits of such techniques over the statistical and
probabilistic methods is that the statistical information (probability distribution) of each sensor is now only a sufficient

condition. In principles, by considering the fusion engine as a (possibly) nonlinear parameterized function that acts as an



expected value of fused data conditioned on a given input vector from sensory measurement, y fused = Ely|x]= f(x) ,an

ultimate goal is to train such a fusion model to learn for intrinsic property of the underlying distribution (nonlinear
conversion from raw to fused data ouput, and measurement error distribution). For realizing learning mechanism,
Artificial Neural Network (ANN) model is a common method due to its nonlinear learning capability. Whereas in
aspects of high-level information fusion process, Fuzzy Logic (FL) and possibility theorem, like Dempster-Shafer theory
(DS; [25]), are quite popular. Both FL. and DS are capable of dealing with vagueness in data both qualitatively and
quantitatively. However, ANN, FL, and DS possess one major drawback. Their required network size (complexity) to
effectively estimate an underlying process grows exponentially larger as the dimension of input vector to the model is

increased.

Following the intelligent learning framework, in this paper, a sensor fusion system based on the mixture of “Divide-and-
Conquer” [7] principle, RBFN [3], and EA [16][26] is designed. Based on an idea of “Divide-and-Conquer”, instead of
a (commonly complicated) single sensor fusion model (RBFN), we come up with a combination of a set of smaller, yet
simpler, fusion sub-networks, each of which works best in their corresponding part of the data space. In literatures, an
approach being applied is similar to ensemble or committee machines ([6], [22]) and Bayesian Model Averaging [19]
concept in machine learning community. The only difference is that we apply our concept to sensor fusion problem. In
doing so, we generalize a sensor fusion engine as a generic nonlinear, time-invariant, parameterized function model (i.e.
RBFN) that represents a mapping from an input space (a set of raw data from physical sensors) to an output space (the
fused information). All the parameters contained inside the fusion network model are adjusted iteratively to capture the
intrinsic properties of the underlying system based upon a global optimization technique, i.e. GA. According to neural
network learning theory, our proposed fusion network is proved to best trade-off the two heuristic problems: Curse of
Dimensionality, and Bias/Variance Dilemma ([17] in an intelligent fashion. Furthermore, our final fusion network is

fault-tolerant, robust, and adaptive to a changing environmental condition, as one will see on the empirical results.

The organization of this paper is as follows. In Section 2, we put our sensor fusion process into a framework of
geometric sensor fusion problem. Some issues will be discussed to point out our current requirements for our sensor
fusion design problem In section 3, the sensor fusion architecture is proposed and its unique characteristics are posted.
The two algorithms (HGAOLS, EEA) are then derived in section 4 and 5. Next, experimental study is performed on our
heading motion test-bed to verify our proposed methods in section 6. In the last section, concluding remarks are given to

close our discussion and recommendation on how to extend our proposed architecture to a more general problem.
2. SENSOR FUSION PROBLEM FORMULATION

2.1 Physical sensor and logical Sensor

Consider a sensory information module, s.i.m, as a logical sensor that represents a nonlinear parametrized mapping ,

7:R™ > R", from a raw data vector obtained from a set of physical sensors, S eR", to sensory information vector,

XeR" as follows: X = f(5,2) Q)



where 2 denotes a set of parameters contained inside the s.i.m. In reality, the values of X affects the accuracy of such a
s.i.m. In order for X to be uniquely classified, it is necessary that n < m, otherwise X cannot be determined completely.
Further, S is assumed to be a measured sensory data vector which is corrupted by zero mean gaussian white noise as

follows:
S=S+35 & < N(S5,0,0)

0- diag(aiz); i=1.m 2)

Eq. (2) assumes that all the sensory data elements are statistically uncorrelated. Based on the assumption above, we can
compute the mean and error variance matrix of X as:
E[X]1=f(S)=X (3)
VW A o T /T
V[X]=E[(X - X)X - X)" 1= E[J(S)ASAS" J(S)" ]

oS

nxm

—7s)0sS)! =H, J R (4)

From Eq. (3), one can easily see that even though the sensor noise elements from a set of sensor measurements are
statistically independent, the final information data elements are not. This is due to the nonlinear transformation given in
eq.(1). If we do some further analysis by applying Singular Value Decomposition (SVD) technique on H in Eq. (4), we
can say that H represents an uncertainty hyper-ellipsoid of s.i.m. in Eq. (1), where each singular value, o, represents the
length of each principle axis of the ellipsoid with the rotation confined by the diagonal matrix of those singular values.

So if the system contains more than one s.i.m, the next task is how to combine this uncertain information such that the

resulting fused data provides the smallest uncertainty ellipsoid as possible.

2.2 Geometric sensory information fusion

Now suppose that the information data is derived from p different s.i.m.. To simplify the analysis, we propose a solution
on sensor fusion problem for these p sensor p modules as a
weighted linear combination of all X = EIWZ'X i individual s.i.m. ©)

If we make an assumption that each s.i.m. is calibrated and all eventually give the same true value, }, SO we can assure
that an expected value of the fused information, £/X/, will be equal to the true value. This assumption leads us to an

important constraint on the weighting matrix as:

L
Wi =1p (6)

where 1, is a (pxp) identity matrix. Using the relationship in Eq. (4) and Eq. (5), we find an error covariance matrix of the

fuse information data as:

VIX]= E[(X - X)(X - X)| ] 7.1
p
_ ElWiJl-Ql-Jl-T w,T (7.2)
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From Eq. (7.3), our optimal weighted linear combination of these s.i.m. can be found by solving for an optimum weight
matrix W such that Eq. (7.3) is minimized, based on the weighting matrix constraint in Eq. (6). To do so, we apply

Lagrange multiplier technique on such a problem, we get an optimal weight matrix as:

D _ —1
Wi :(El(‘]iQiJiT) 1) (‘]iQi‘]iT) ®.1)

opt
-1 -1
| Su (H )_1 8.2
Y 52
Substitute #; in Eq. (8.2) into Eq. (7.3), the error covariance matrix of X becomes:

p 1 !
VIX]=| TH, 9)
=

Regarding of Eq. (9), each individual H matrix is computed based on an important assumption that the statistics for each
physical sensor is known a priori. Unfortunately, this rarely happens in the real-world application since the statistics is
hard to be computed precisely (due to non-gaussian property on the uncertainty and noise distribution), and the only
estimated value from an experiment is available at-hand. Additionally, the statistics could sometimes change over
different operational conditions. The statistics of TCM2-50 digital compass model in our experiment, for example,
changes with respect to the tilt angle and electromagnetic field condition around it. So an uncertainty in the values of H
itself will lead to an erroneous result if one tries to use a fixed relation in Eq. (8.2). Further, taking a closer look for the
solution of Eq. (8.2) once again, one can easily see that the existence of an optimal ¥ lies on the critical condition that
individual JOJ' is a non-singular matrix; hence the choice of s.i.m. greatly affects the stability of such the solutions.
Consequently, we can conclude that ¥, is, therefore, a complex function of a chosen s.i.m., and the current condition of
the statistics of a set of sensors being used, H. This can be represented mathematically as:
Wopt =G(f(S),S,H) (10)

So an important contribution of this paper is as follows: based on the idea of geometric sensor fusion above, we propose
a sensor fusion architecture and a way to solve for W, in Eq. (10). Later, we will decompose the process into 2 steps;
i.e., to first find the best f(S) for each local s.i.m. to make sure that the stability condition for the optimal solution exists,
and secondly to search for a set of W,,, which is robust to an uncertainty for the statistics of the sensors at various

conditions.

3. SENSOR FUSION ARCHITECTURE

In this paper, our proposed sensor fusion engine contains the following key characters:

e Almost all non-ideality of physical sensors in used is captured.
e A resulting fusion topology is fault-tolerant, and robust to uncertainty for sensor statistics.



e [t can be easily extended with a new sensor set or modules. In other words, its architecture will be modular
as much as possible.

The architecture used for our sensor fusion engine is shown in Fig. 2 (b). We select a model known as “Hammerstein
model” [13], providing a general nonlinear time-invariant parameterized model (Fig. 2 (a)) which maps a set of sensory
(raw) data to a fused data output. Speaking of modularity property, the architecture comsists of series of nonlinear static
mapping and linear filter model. For sake of ensemble networks idea, we use a weighted linear combination of multiple
nonlinear mapping to fully describe nonlinearity properties in a local sense. In other words, with such architecture, each
nonlinear mapping acts as a local s...m. defined in Eq. (1), while the combination serves as an ensemble averaging
among these local S.i.m. to minimize uncertainty hyper-ellipsoid based on Eq. (10). Furthermore, the linear filter portion
is implemented just to capture the dynamics of the overall sensor dynamics. Theoretically, the complexity and flexibility
of the sensor fusion engine depends mainly upon the type and structure of both of the two portions. In our work, RBFN
is selected as a local s.i.m., and an ARX model as the linear filter (Fig. 3). The RBFN is twofold. It is used to represent
all local properties (possessed by each individual physical sensor) via its receptive field width mechanism; hence a
smooth transition occurs while the data point is moving across different operational regions. Also, the RBFN is proved to
be a universal nonlinear function approximator with various levels of accuracy. So, as a complete structure, a discrete

model of the fused data output from the fusion engine at fixed time step, £, is as follows:

N M
vy = Za;y(k—i)+ X bu(k-j)
i=1 j=1
where
P P L
u(k)y = 2w; f;[S)]= 2w; 2 a @ [S(k)] (I
i=1 i=l °j=1 J

where y(K) is defined as a fused output data at the current time step, F(S) as a local s.i.m. (RBFN), w as weighting
constant for each local fuser as in Eq. (5), @(S) as a basis function contained inside RBFN, and S(K) as a sensory raw
data at time step, K, respectively. The paprameter a, b, w, and a are all the weighting constants. Noting that from Eq.
(11), an order of the linear dynamic portion (N), the suitable number of local s.i.m. (P), and the optimal values of w and

o are all to be determined later by our proposed algorithm.

4. LOCAL FUSION NETWORK CONSTRUCTION

The RBFN as a local s.i.m. provides some nice properties as mentioned previously. However, it contains one major
drawback. Its complexity (network’s size) grows exponentially while the dimension of input vector gets larger. In this
paper, we propose HGAOLS algorithm to solve such a problem by incorporating EA approach into a design process.
Also, during a desing process, we use a basis function of RFBN as a gaussian function with dead zone on the top, shown
in Fig. (4). The principle behind this is to let each basis function imitate a range of physical reliability of different
physical sensors; i.e., it remains constant around an nominal point and continues to drop as the distance grows from that

nominal point. By this means, we will consider a set of centers of each individual basis function, radius of the dead zone



area, and the receptive field width as a set of structural parameters that need to be learned during the training process of
the RFBN.

4.1. Hybrid GA/OLS: OLS with Adaptive Structure.

The OLS algorithm and its modified version were derived in [4] as a forward regression procedure to select a suitable set
of centers (regressors) of each individual basis function from a large set of candidate points. Normally, those candidates
are slected from a pool of training samples at each step of the regression, the increment to the explained variance of the
desired output is maximized by incrementing a number of orthogonal bases to the network. The OLS is proved to be an
excellent method for constructing a parsimonious RBFN. Unfortunately, an optimum solution exists only if all the
structural parameters mentioned eariler are known or chosen a priori; hence different sets of structural parameters
chosen come with different performance in the final network. To find an optimal set of structural parameters is yet
another critical issue. In our approach, we employ a full advantage of the OLS with further development to solve its
pitfall. In words, an optimal solution on both of the number of most significant basis functions and the basis function
structure itself is solved simultaneously by our proposed HGAOLS algorithm. Referring to Fig. (4), HGAOLS works as
follows: on every iteration of the GA, all of the structural parameters of each basis function as a chromosome of the GA
process are created, and each individual candidate undergoes an original OLS algorithm to obtain individual optimal
network. Random recombination and mutation are applied in order to generate a pool of parental chromosomes for the
next generation, the chromosomes for next generation are selected based on their fitness function (MSE on a set of
testing data), and the whole process is repeated until the stopping criterion is satisfied. Noting that we use a floating
version of GA to fit with a current problem and we implement an intermediate combination on a pair of randomly chosen
parental chromosomes in order to have a smooth transition between the two candidates. For sake of the mutation

mechanism, a mutation with Gaussian distribution is applied on each individual process parameters.
5. GLOBAL FUSION NETWORK CONSTRUCTION

5.1. Ensemble Machines in Geometric Sensor Fusion problem

This section deals with Eq. (5); i.e., how to fuse a set of output from local s.i.m. (RBFN) such that the uncertainty hyper-
ellipsoid is minimized. In machine intelligent learning community, people tackle a problem of how to combine
differently trained networks in various ways (e.g., committee machines, support vector machines, ensemble machines,
and Bayesian Model Averaging). Regardless of the techniques, an ultimate goal of combining multiple networks is to
reduce uncertainty in term of smaller error variance matrix (uncertainty hyper-ellipsoid), while maintaining an accuracy
of the overall system. It is proved that ensemble of multiple neural networks always outperforms a single neural network.
However, an optimal set of weighting constants must be calculated based on the training data. In this paper, our work has
the same principle as in [18], except that we apply such a problem around a sensor fusion design framework. Based on
weighting constraint in Eq. (6), modify Eq. (5) by adding and subtracting the true value of information, X , on the right

hand side as follow:



p — — p .  _p
X=.21Wi(X,~ “X+X)= XWX -X)+X T W,
= i=1 i=1

— P
=X+ X W.m, 12)

where m is defined as a miss or an error on each individual local s.i.m. (RBFN) compared with the true value X . The

error variance is recalculated as

— —r, £P T
VIXT=E[(X = X)X - X)" 1= X X W Elm;m} ] 13)
i=1j=1

E[m;m ] represents an error cross-covariance matrix between the i" and j” local s.i.m. on a particular point of

information. An optimum value of W’s can also be determined again by Lagrange multiplier technique as:
-1

-l P T -1
ng E[ml-mj 1 14)

P P T

Wop in Eq. (14) is the same as that in Eq. (8.2) only with different interpretation. Eq. (8.2) posts an existence of W,
w.r.p. to each individual local S.i.m. through its variance matrix, JOJ', whereas Eq. (14) puts more focus on the
statistical relationship between two local s.i.m.. Consequently, an additional assumption for the existence of W, is that
the cross-covariance matrix between any pair of local S.i.m. must be invertable; i.e, any two local s.i.m. (RBFN) must be
as statistically independent as possible in order to have mainly diagonal covariance metrix. Unfortunately, in practice, as
the number of local s.i..m. (RBFN) gets larger, there are often some of the networks that are quite similar in performance,

which make the cross-covariance matrix close to singular.

5.2 Evolutional Ensemble Averaging (EEA): Multi-Objective Ensemble Machines

In this section, we construct an EEA algorithm to solve for each weighting matrix W in Eq. (8.2) or in Eq. (14) such that
Eq. (13) is minimized. Our EEA algorithm is an GA-based ensemble averaging technique. It helps us avoid
computational burden by avoiding direct calculation on an inversion of error cross-covariance matrix and to be assure
that every local s.i.m. is as dissimilar from each other as possible. Also, it allows a linear filter portion of the sensor

fusion engine in Fig. (5) to be found simultaneously.

To achieve our design objective, instead of combining all the local s.i.m., the EEA algorithm allows some of local s.i.m.
to be activated or de-activated at sometime, depending upon the current performance of the final fusion engine (indicated
by the fitness function of GA). Noting that our fitness function must indicate that the final sensor fusion network
contains the smallest size (total number of basis functions) as possible, while maintaining the performance

(generalization error on unseen data) at a reasonable level. Further, the final fuser engine should, at least, outperform the



best sensor model and each individual local s./.m. in the mean square sense. Following these concept, the EEA algorithm

can be though of as a “multi-objective” optimization technique. It minimizes our proposed fitness function as in Eq.

(15).

P P r , T P

fitness =| 2. X W.W E[m.m", ] X(Tln(n +2)j>< = X 2 ﬂ'k (15)
i=1j=1"7 "/ p Th=1i=1"1

where n, be the total number of basis function contained in each activated RBFN, and T be the size of training data

respectively. The first term on the right hand side of Eq. (15) represents an original performance measurement in Eq.

(13) which, in turn, reflects the statistical independencies among local S.i.m.. The second term controls the structural

complexity (Bayesian Statistical Significance Measure, BSSM, is selected in our work), The last term is to assure that

the final fusion network will be on the average more accurate than each local S.i.m. at each data point. The value of £

is defined as follows:

B = 0 if final fuser outperform s the ith local s.i.m. at data point k (16)
K=
' 1 ortherwise

Refer to Fig. (5) again, if we consider a z-transform of each linear filter block as
Y K
158 order - (2) = 1 ]
U(z) 1+ az

17.1)

nd

Y K
27" order : (2) = 2

(17.2)

U(z) l+a22_1 +a3z_
There is a chance during GA learning process that some of coefficient a escape into an unstable area (|a|>1). So in order
to assure that a stable solution of Eq. (17) always exists, we must post one more constraint as:

laq I,Ia3 I<1 (18.1)

|y I< 1+ 4a, (18.2)

It is worth noting that Eq. (17)-(18) generalize the fusion architecture to an unlimited order of the linear filter portion of
the fusion network. However, for sake of verifying our idea, we will simply limit the maximum order to five. This leads

to a possible combination of one first-order, and two second-order linear filter blocks.

6. EXPERIMENTAL SETUP

6.1 Local s.i.m. Construction Process
Fig. (6) shows a sensor fusion test-bed to determine the simulated heading movement of our autonomous flying robot in
yaw movement. A set of sensors consists of a piezo-electric angular accelerometers (and gyroscope) model from CFX

Technologies. One GY-240 rate gyro model from FUTABA, and TCM2-50 (microprocessor-controlled fluxgate digital



compass from PNI Cooperation). The reference heading output of the test-bed happens to be from a shaft encoder from
KOYO with 2500 pulse per round specification (0.144 degree per pulse). In the experiment, the sampling rate of 25 Hz
is used to update heading position via a sensor fusion engine. During data gathering process, the test-bed is rotated in
both directions at different speed configurations. Regarding of all the sensor models, the digital compass is the poorest
one; i.e., while the test-bed is moving with the faster speed, the response of the compass is more prone to error. The
fusion process then aims at reducing such an adversary effect, by augmenting the accelerometer, and the rate gyro with

the original compass to improve the quality of the heading data.

We split the sensor measurement input vector into 3 subsets; 1:{compass, gyro#1}, 2:{compass, accelerometer}, and
3:{accelerometer, rate gyro}. Each subset of sensors forms one local s.i.m. (RBFN), and each local S.im. is
independently trained on 3 different data sets as shown in Fig. (7). As a result, there are totally 9 local s.i.m. to be
trained. Noting that from Fig. (7), “NETi/j” means local s.i.m. with an input subset; , and trained on data set;, where i, j
=1,2,3. Each “NETi/j” is found based on our HGAOLS algorithm, and the final network combination is formulated via
the EEA method.

Regarding to HGAOLS algorithm in Fig. (4), a floating version of GA with population of 30 chromozomes is
implemented in our experiment. Each individual chromosome consists of structural and process parameters. A set of
structural parameters includes the center location (C), radius of dead zone (R), and the receptive field width of each basis
function (0). While the process parameters involve with crossover (P.,) and mutation probability (P,)constant. In the
experiment, we use decaying functions of P, and P,, with high initial values (P.=0.7 and P,=0.5) in order to promote
information interchange among parental chromosomes and mutation on individual chromosome. The mutation process is
based on a Gaussian distribution, and the crossover between two parental chromosomes is an intermediate combination.
An elitism selection process with a ratio of 5-8% is utilized, meaning that the first two fittest chromosomes (out of 30)

are preserved for the next generation and the rest are selected based on stochastic uniform technique.

Table (1)-(2), and Fig. (8) give the empirical results on each local s.i.m. being trained on 2000 data points. One can
easily see that each local s.i.m. comes with different set of structural parameters (dead zone radii, receptive field width,
and height of each basis function). Also they perform with different levels of accuracy (Table (1)). However, all
outperforms the original digital compass in the means square sense. On the experiment, the best local s.i.m. is NET2/3
and the second runner is NET2/1. Even though NET2/3 contains more nodes than NET2/1, it is not necessary that it will
perform better. This verifies the key idea of our HGAOLS algorithm (Fig. (8)). In fact, it is able to trade-off between
complexity (network size) and accuracy (MSE on training data) in order for the final local s.i.m. (RBFN) to best perform

on an unseen data (minimum generalization error).

6.2 Global Fuser Construction Process
For the global fuser construction process, referring to fig. (5), the goal is to find an optimum set of all constant parameter

inside the global fuser engine; i.e., weighting constant for each NETi/j (wj), an input delay coefficient (b, b,), and all



coefficients contained in each linear filter block (a;; i=1..5). We create a population of 50 chromozomes. It takes 80
iterations until the algorithm stops. Noting that at this step, a chromosome topology is different from that of local s.i.m..
In fact, a set of structural parameters is as {wjj, by, by, ai, a,, a3, a4, as, ny, Ny, Na}. Ny, Ny, and n, are on/off switching
patterns for local s.i.m., delay unit, and linear filter block. These three constant parameters lead to adaptive fusion

network configuration of each candidate chromosome.

Table (3) shows results on the top 4 winners and Fig. (9) gives a performance comparison among the local s.i.m., global
fuser, and original compass. Also, we calculate a simple averaging network (NETsvg) by adding an output from all the
local s.i.m. and divided by the total number of those local s.i.m.. One can see that both of the NET syg and final global
fuser engine yield a better performance than even the best local s..m., NET2/3. So combining more than one local S.i.m.
really makes thing work out than using each individual local s.i.m.. However, in case of NETvg, the cost of higher
accuracy (MSE) is high complexity of the final network configuration (all basis function nodes are connected). To solve
such a problem, our EEA algorithm lets some of the unnecessary local s.i.m. to be discarded during the search process
making sure that the complexity and accuracy is best trade-off. Regarding Table (3), candidate#1 has higher MSE
(17.0721) than cadidate #3 (15.6769). However, when taking a structural complexity into account (described as MSE ;
fitness in Eq. (15)), candidate#1 is the first winner since it contains one local S.i.m. less than candidate#3. Consequently,
we can conclude that our EEA algorithm provides the best network combination in the sense that all the objectives in Eq.

(15) are most satisfied.

7. CONCLUSION

In this paper, we propose a viable approach based on a mixture of divide-and-conquer principle, RBFN, and EA to fuse
highly corrupted data from a digital compass with those from a rate gyro and angular accelerometer such that the
reliability and robustness on heading information of an autonomous flying robot is greatly improved in the sense that an
uncertainty hyper-ellipsoid of the fused data is minimized. To generalize our problem, the whole fusion process is treated
as a generic, time-invariant, nonlinear dynamics mapping which relates a sensory (raw) data input vector to a fused data
output (heading position). The architecture contains two hierarchical levels: local and global fuser engine; hence
decomposing design process into two independent steps. The HGAOLS algorithm is proposed to construct each local

s.i.m. (RBFN), and EEA is used to search for the final global fuser engine.

The empirical data indicate that our HGAOLS algorithm can exploit a full advantage of the original OLS in an intelligent
way to yield a parsimonious local S.i.m. (RBFN). In one hand, based on idea of ensemble machines, the EEA can
adaptively combine the local s.i.m. such that the final global fuser engine can best trade-off between the complexity and

the accuracy through the fitness function mechanism of the GA.

Our sensor fusion architecture is also modular; hence one can add a new sensor set as local S.i.m. at any time in the
future. This can be easily done by initializing the weighting factor of a newly trained local S.i.m. to zero, and have the

EEA learn a new global network configuration. Further, the resulting fusion engine is robust to uncertainty of sensor



statistics. This is verified by our experimental results at different speed configurations that our global fuser outperforms
the best local s.i.m.. Lastly, the fusion architecture is considered as a generic model for any type of fusion, meaning that
a designer has freedom to select any kind of nonlinear mapping part and the linear dynamic filter block with various
orders to satisfy his design objective with a reasonable level of accuracy. Regardless of the type of mapping and order of

the filer, our HGAOLS and EEA algorithms can still be applied to tackle the new problem.
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Figurel An autonomous flying robot platform under studied. The robot
is equipped with different kinds of sensors to detect its movement

Figure 2 Sensor Fusion Architecture. (a) The sensor fusion engine is treated as a generic nonlinear, time-invariant,
dynamics module; relating a set of (raw) sensory input to an out put as a fused data. (b) A so-called “Hammerstien” model is
implemented as our proposed fusion engine. It consists of a series connection of nonlinear static mapping (local fuser) and

linear dynamics model (global fuser)
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Figure 3 Inside the sensor fusion network, each individual local fuser engine is modeled by RBFN, while a global fuser

engine is represented by a linear filter model (ARX model)
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Figure 4 Hybrid ES/OLS algorithm is used in training an individual local fuser
engine (RBFN). It is a modified OLS algorithm with an adaptive structure on each
basis function of the network
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Figure 5 EEA algorithm allows an adaptive structure of sensor fusion network. Its ultimate goal is to find the best possible
solution on both a weighted linear combination of a subset of local fuser networks, and the final global fuser topology
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Figure 6 Test Bed for hardware simulation on sensor fusion network for our flying robot to
determine its heading information




Figure 7 The training data are collected from experiment under different conditions. To train each local fuser, the whole
data pool is split into three data sets, each of which is randomly selected from the same distribution. Also, each local
fuser is fed with a subset of input vector.
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Figure 8 All local fuser engines (RBFN) are independently trained by Hybrid ES/OLS algorithm. The best local fuser
is the one which best trade-off the complexity (number of nodes) and accuracy (lower MSE) compared with the real
data
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Tablel: Resulting Local Fusers compared with original digital compass on
Test Set [2000 data points]

Module

MSE

Num of Node

Rel. MSE

compass
Net1/1
Net1/2
Net1/3
Net2/1
Net2/2
Net2/3
Net3/1
Net3/2
Net3/3

484.7365849
70.63411128
85.52948096
51.93115431
43.1681132
58.64328534
31.30426693
1447417427
172.6081981
186.6224398

17
10
18
22
14
18
14
10
10

0.364485692
0.053111574
0.064311779
0.039048348
0.032459196
0.044095369

0.02353847
0.108834975
0.129788468

0.14032613

<@=8acond runner

@=Bast local fuser

Table2: Local Fuser configuration. Each basis function has two input elements [physical sensors].

Module Num of Node

Basis Function Configuration

dead zone radius (r) height (h) receptive field width (o)
Net1/1 17 [99.47627 99.51393] [ 0.45765 0.25097] [63.84345 63.78425]
Net1/2 10 [130.30891 119.97139] [ 0.48874 0.91872]  [90.23078 90.59792]
Net1/3 18 [155.07836 106.75874] [ 0.43982 0.63708] [0.43982 0.63708]
Net2/1 22 [154.40800 125.71423] [ 0.40692 0.57588]  [100.000 100.000]
Net2/2 14 [155.40772 107.77353] [0.24711  0.69409] [100.00000 77.96618]
Net2/3 18 [ 0.00000 0.00000] [ 0.20000 0.20000] [93.58083 93.51969]
Net3/1 14 [142.19408 150.93108] [0.48840 0.51848] [66.82354 48.34572]
Net3/2 10 [ 0.00000 18.60694] [ 0.20000 0.97978] [89.00272 100.0000]
Net3/3 10 [153.3542 0.00000] [ 0.7852 1.00000] [101.1358 51.56257]




Table 3 Resulting configurations of the candidate sensor fusion architectures from the EEA

algorithm [num of pop: 50, iteration: 80]

Candidate # 1:
Wi = 0.1766W12: 0.0633 Wi3= 0.2079
Wo = 0.0000 W= 0.0000 Wo3= 0.2633

W3 = 0.0000 W3p= 0.1599 W33= 0.0000

b;=0.5507 b,=0.2751

a;=0.3943 a,=0.0000 a;=0.6203 a,=0.0000 a5 =0.0000
MSE =17.0721 MSE . =1263.3381

Candidate # 2:

wi =0.2298 wi,= 0.0835 wy3=0.1734

W1 = 0.0000 wa,= 0.0000 w,3=0.2503

w31 = 0.0000 ws,= 0.2334 w33=0.0000

b=10.4510 b,=0.0000

a;=0.5464 a,=0.0000 a;=0.3687 a,=0.0000 as=0.0346

MSE =17.3100 MSE o = 1280.9375
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Figure 9 The performance of a final sensor fusion engine compared with an original
digital compass, each individual local fuser, and a simple averaging of all local fuser

networks
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DEVELOPMENT AND CONTROL OF 6 DOF
FULLY AUTONOMOUS FLYING ROBOT BY HYBRID
ADAPTIVE NEURO-FUZZY MODEL REFERENCE CONTROL
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Tel: +66-2-524-5229, Fax: +66-2-524-5697, Email: manukid@ait.ac.th

Abstract

Control of 6-DOF fully autonomous helicopter type flying robot is very difficult. Many researchers verified their
control algorithms only on simulation. There are very few success experiments on fully control of the flying robot. In order to
make the robot fly autonomously, the attitude and position controls are needed. In this paper, the neuro-fuzzy controllers
(NFC) are developed to control the roll, pitch and yaw of the flying robot, while the hybrid adaptive neuro-fuzzy model
reference control (Hybrid-ANFMRC) is developed to control its position. The attitude controllers are trained offline to zero
out the roll, pitch and yaw errors. The position control uses the hybrid technique called, “hybrid adaptive neuro-fuzzy model
reference control”. The position control learns online to track the velocity reference model, while trying to obtain the smooth
response and zero steady state error. Design robustness of the proposed control algorithm is addressed by testing in the
experiments under various ranges of the controller gains. In this paper, the experimented results are used to show the
performance of the proposed control algorithm.
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1. Introduction

Over the coming century, flying robots will take the place of human labor in many areas, particularly in various
hazardous duties. For example, they can hover and transmit video image from hostage situations, enemy positions, or areas
contaminated by chemicals or biological agents. To make use of robots in these various circumstances, they should have the
ability to fly automatically. A flying robot developed at AIT is modified from X-Cell 60 radio-controlled helicopter. It is
developed to support autonomous flight control covering wide-mode missions of operation from hovering to other maneuvers.
The flying robot has six degrees of freedom in its motion. It can make various flights, such as forward flight, backward flight,
sideward flight, hovering, vertical climb, etc. The problem with this kind of flying robot is that it is inherently unstable,
especially at low speed. There are nonlinear variations in the dynamics with air speed. Also the natural environment such as
wind easily affects the flight dynamics. Hence control of the robot is a difficult one.

Currently, there are many researches on development of autonomous flying robots with different control techniques
[7]. There are very few success experiments on fully control of this kind of robot. Two groups of researcher can be
considering separately. The first is the researcher who is related on the model-based control. The second is the researcher who
is concentrated on the model free approach. The first way is very difficult to make it usable in the real world, because it is
difficult to find the acceptable accurate dynamics model. As system increase in complexity, completely and accurately
deriving their mathematical models become more difficult. Therefore, the equations that model a system are approximations.
To overcome this drawback, some recent research projects have scope to the model free designed technique. Neural network
and fuzzy logic are the most popular controllers that have been used. In [2], the neural network controller is trained offline
from the flight data. Its uses direct mapping of sensor inputs to the actuator. The control used a “cause” and “effect” approach.
Their experiment result is not accomplished with this approach. In [3], a “teaching by showing” methodology is developed to
train the fuzzy-neural controller. The controller is generated and tuned using training data gathered while the teacher operates
the flying robot. The methodology has been successfully applied in simulation but failed to control the flying robot for real
world validation. In [5], a fuzzy logic controller was successfully applied to control the flying robot. Their used the knowledge
and technique of an experienced pilot/engineer to design the fuzzy logic controller. Their also compared the performance of
fuzzy logic control and linear control under a windy environment. Fuzzy control shows much more robustness against winds
than linear control. However, the designed process used much more time and required the experimental skill from the expert
pilot. The drawback of the fuzzy logic is that it requires more knowledge about the operation of the plant. Normally, the
parameters of the fuzzy logic controller need to be finding manually. The drawback of the neural network controller is that it is
difficult to re-tune it after the training process is accomplished. The neuro-fuzzy controller combines the advantage of the
fuzzy logic controller and neural network together. The learning capability of the neural network and the tuning capability of
the fuzzy logic controller are merged.

In this paper, the model free approach is developed. The neuro-fuzzy is proposed to control the roll, pitch and yaw of



the flying robot. The neuro-fuzzy is trained from the flight data. The hybrid adaptive neuro-fuzzy model reference control
(Hybrid-ANFMRUC) is proposed to control the position of the flying robot. The position control combines the neuro-fuzzy with
the proportional control. The proportional control does as the basis controller, while the adaptive neuro-fuzzy model reference
control try to learn to track the velocity reference model. The reference model is defined as the function of the position error. It
can be the linear or exponentially relation of the position error. The position control learns from scratch without using any
expert knowledge. Experiments were undertaken to evaluate the efficiency of the proposed control algorithm. The robustness
of the position controllers was addressed by testing in the experiments under various ranges of the proportional gains.

This paper is organized as follows. In section 2, provides a description of the flying robot. Section 3 provides the
structure of the neuro-fuzzy and the hybrid adaptive neuro-fuzzy model reference control. Section 4 provides the simulation
and experimental results, which demonstrate performances of the proposed control algorithm. Finally, the conclusion is made
in section 5.

2. System Description
The flying robot airframe is a modified X-Cell 60 radio-controlled helicopter with a main rotor diameter of 1.80 meters.
The robot’s OS91 glow plug engine has power rating of 3.0 HP, resulting in the maximum payload of 5.0 kg and flight
duration of approximately 15 minutes. Fig. 1 shows the flying robot and its avionics box. The control system contains the
following processors and sensors.
e The flight control microprocessor, based on the 16-bits digital signal controller. The flight control microprocessor
controls the roll, pitch, yaw and position of the flying robot. It is also generated pulse width modulation (PWM)
signals to drive 4 actuators. The flight control microprocessor continuously communicates with ground station via a
serial radio modem. The communication occurs every 200 milliseconds and the range of communication covers up to
3 km. The ground station sends DGPS correction signal and updates user commands to the flying robot.
e A 3DM-GXI attitude and heading reference sensor (AHRS) containing three angular rate gyros, three orthogonal
linear accelerometers, and three orthogonal magnetometers to provide three orientation angles (roll, pitch and yaw).
e An OEM4 RT-20 GPS card. The GPS provides latitudes and longitudes information within 20 cm CEP (circular error
probable) when operated in a real time kinematics.
e There are 2 altitude sensors. In a short range and high precision measurement, an SRF-08 ultrasonic altimeter is used
to provide ground-to-robot distance. At the higher altitude, the barometric pressure altimeter is used to provide the
altitude with 1-meter resolution.

Fig. 1. Flying robot testbed

The robot has five control inputs [5].



e The throttle, 8, this is the input for the engine control to drive the rotor. There is a feedback loop for the throttle
control to maintain the rotation speed of the main rotor constant. The engine governor is used for this purpose.

e The collective pitch, &, this is the input for the climb or descent control by changing the main rotor’s lift though the
change of the main rotor blade angle. It is used in the altitude control.

e The longitudinal cyclic or elevator, &,,, this is an input for forward and backward flight control by tilting the main
rotor path plane forward or backward. It is used in the pitch and longitudinal position control.

e The lateral cyclic pitch or aileron, J,,, this is the input for the rightward or leftward flight control by tilting the main
rotor path plane right or left. It is used in the roll and lateral position control.

e The rudder cyclic pitch, J,,, this is an input for the yaw control by changing the lift of the tail rotor through the
change of the tail rotor blade angle. It is used in the yaw control.

Most of the researchers [7] have used the PC104 computer as the onboard computer. In our flying robot, the onboard
computer is an embedded microprocessor as shown in Fig. 2. For the small-sized flying robot, this can be reduced the weight,
space and electrical power consumption of the control system. The control cycle of one completely calculation must be within
20 microseconds (50 Hz). The control algorithms presented in this paper is not only designed in the control performance
viewpoint. It is optimized to suit with the low computing power of the embedded microprocessor. So, all of the membership
function in the fuzzy layer of the neuro-fuzzy and the Hybrid-ANFMRC are selected as the symmetrical triangle membership
functions.

Fig. 2. The onboard microprocessor

3. Control Algorithms
3.1 Neuro-fuzzy control

The neuro-fuzzy is developed to control the roll, pitch and yaw of the flying robot. The neuro-fuzzy
controllers constitute a class of hybrid soft controllers that fuse fuzzy logic and neural networks. It combines
the advantages of neural network in learning ability, optimization abilities and connectionist structure with the
advantage of fuzzy logic control in human like structure, ease of incorporating expert knowledge [1]. The
structure of the neuro-fuzzy attitude controller is shown in the Fig. 3.
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Fig. 3. Neuro-fuzzy attitude control

In Fig.3, there are two inputs and one output of the neuro-fuzzy control. The first is the attitude error, e(k). The
second is the change of attitude error, Ae(k). The output of the neuro-fuzzy is the change of the actuator command, Ad (k).
The attitude error, e(k) and change of attitude error, Ae(k), are determined as followings.
&(k) = D g0 () —~ D(K) (1)
Ae(k)=e(k)—e(k—1) 2)
where @ ... (k) is the desired attitude, and @(k) is the actual attitude of the flying robot.
The input variables of the neuro-fuzzy are normalized to the normalized attitude error, e, (k) and the normalized

change of attitude error, Ae, (k). The normalized values are calculated as followings.

e, (k) =g, (e(k)) 3)
Ae, (k) = g, (Ae(k)) “4)
where g,(e)and g,(e) are the normalization functions of the attitude error, e(k) and change of attitude error, Ae(k),
respectively.
The normalization functions are defined as the followings.
g1 (e(k)) =k, g1nege(k) if e(k)<0
:keglpose(k) lf e(k)>0
g, (Ae(k))  =kpe8anegAelk) if Ae(k) <0

:kAeg2posAe(k) lf Ae(k) >0 (5)

where k,and k,, are the attitude error and the change of attitude error gains, respectively. The constant values of g,
8lpos> &aneg a0d g7, are the normalization factors for each input variables.

The output of the neuro-fuzzy control is the result of mapping from the normalized attitude error, e,(k)and
normalized change of attitude error, Ae, (k) to the output, y(k). The change of actuator command, AJS(k), is obtained by
multiplying the output, (k) with the output gain ks as the following.

AS(k) = k57 (k) ©)

The actuator command, J(k), is the summation between the change of actuator command, Ad(k) and the control
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. The value is calculated as the following.

S(k)= 3,1, +AS(K) ™)

In addition, the performance of the neuro-fuzzy control is affected by the input-output normalization factors [6]. The
normalized values are affected directly by changing the attitude error gain, k,, the change of attitude error gain, k,, and the
output gain k. So, the system time response can be also improved by using the variation of these gains. Fig. 4 is the general

system response of the step input.
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Fig. 4. Typical time response of the step input

For example, the region “a” in Fig. 4, it indicates the system control signal is too small. By increasing of the attitude
error gain, k, and decrease the change of attitude gain, k,,, it can improve positive value of control signal and make the
response tracking the reference input more quickly. In the region “b”, the overshoot happens. One can increase change of
attitude error gain, k,,. This makes the value of the control effort more negative and reduces the overshoot. This principle is
used to re-tune the neuro-fuzzy control after the offline-training is accomplished.

In this paper, the neuro-fuzzy control is trained to zero out the attitude errors. The flight data is used as the training
set. The offline training of the neuro-fuzzy control is the back propagation algorithm. In Fig. 5, a neuro-fuzzy control with
fuzzy singleton rule is presented. The symmetrical triangle membership function is selected because of its simplicity.
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Fig. 5. Symmetrical triangle membership function



The triangle membership function is expressed by the following equitation.
Z‘xi —a/ ‘ . _

‘UA/ (xi)=1—T, i=12,..n j=12,..,m ®)
where x; is the input value, af is the center of triangle and bl.j is the width of triangle. The fuzzy rules, also called fuzzy
singleton, are in the following form [1].

Rulej: If x; is A/ and x, is A{ and ... and x, is A;{ then y is w;.
where A[j is a linguistic term with the membership function, ,u; ; (x;), w; is areal number of weight in the neural part. By the

singleton rule, control output, ¥(k) from the neuro-fuzzy controller is calculated by the following equation.

215 (eyw; (k)
y(k) = ©)

> p; (k)
Jj=1

where
/uj:;uAlf(xi)/uA;(xi)“' ,UA;(XI‘) (10)
The weights of the neuro-fuzzy control are modified with the steepest gradient method by trying to minimize a cost

function. The cost function is defined as the square of the difference between the command attitude and the actual attitude as
expressed by the following.

1
EZE((Ddesired _(D)z (11)
The weights of the neuro-fuzzy control are modified with the steepest gradient method as the following.
OE
wj(k+1)=wj(k)—77% (12)

J
where 77 >0 is the learning rate.

By using the chain rule, the adjusted weights can be expressed and calculated as the following.

(k
8 _ 4O @k - k) (13)

6w . m
N HG
J=1

3.2 Hybrid adaptive neuro-fuzzy model reference control

The Hybrid-ANFMRC is proposed to control position of the flying robot. The control is a hybrid of the proportional
control and the adaptive neuro-fuzzy model reference control. In the proposed control algorithm, the proportional control
generates the output proportional to the position error. The adaptive neuro-fuzzy model reference control generates the output
by learning to track the velocity reference model. The structure of the Hybrid-ANFMRC is shown in Fig. 6.
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Fig. 6. Structure of the Hybrid-ANFMRC

In Fig. 6, the Hybrid-ANFMRC consists of the proportional control and the neuro-fuzzy control. The position error
e, (k) is the different between the desired position, Fyqq;..q (k) and the actual robot position, P, (k) . It is calculated as the

following.
€p (k):Pdesired (k)_Probot (k) (14)

The proportional control is used to generate the control output, u (k) proportional to the position error, e » (k).

prop
The output of the proportional control is calculated as the following.

U pyap (K) =1t gy (k= 1)+ kp (e, (k) — €, (k 1) (15)
where kp is the proportional gain.

The effect of the proportional control will tend to reduce the overall error. However, the effect of the proportional
control will reduce as the error approaches zero. In most system, the error will get very close to zero, but will not converge.
The adaptive neuro-fuzzy model reference control is used to drive the steady state error to zero, while damp out any

oscillation. The output of the proportional control, u (k), is summed with the output of adaptive neuro-fuzzy model

prop
reference control, u,,,,,, (k) to the hybrid control output, w4 (k) as the following.

uhybrid (k) = uprop (k) T Uneuro (k) (16)

The hybrid output, w4 (k), is added with the control trim, u to generate the control output, u(k). The

trim >
calculation is expressed as the following.

M(k) = uhybrid (k) + Upim (17)

The input of the adaptive neuro-fuzzy model reference control is the velocity of the robot. The robot velocity is

normalized to the normalized velocity, P, (k). The normalization processes by multiplying the velocity, Pmbo, (k) with

n,robot

the scaling factor, g, as the following.
By oo () = & Prgpor (K) (18)
The output of the adaptive neuro-fuzzy model reference control is the mapping result from the velocity, Pmbo, (k) to
the adaptable output, u,,,,, (k). The output of adaptive neuro-fuzzy model reference control is calculated by the weight

average method, given inputs, P (k) the final output is the weight average of u,,,,,, (k) as shown in equation (19).

n,robot



D w, (kyw, (k)
k=t ——— (19)

m

> (k)
Jj=1

u neuro (

where
:uj (k) = All (Pn,mbot (k)) (20)

where 4] (P, (k)) is calculated as in equation (8).
The adaptive neuro-fuzzy model reference control learns to track the desired velocity reference model, »(k). The
velocity reference model is defined as the function of the position error as the following.
(k) = f (Propor (K)) 21)
where f(e) is an linear or nonlinear function.

The weights of the adaptive neuro-fuzzy model reference control are modified with the steepest gradient method by
trying to minimize a cost function. The cost function is defined as the square of the difference between the velocity reference
model and the actual velocity as expressed by the following.

1 .
E =2 (0= Propor (k) (22)
The equation for updating the weight is described as the following.
OE
wj(k+1)=wj(k)—77% (23)

J
where 77 >0 is the learning rate.

By using the chain rule, the adjusted weights can be expressed and calculated as the following.

(k )
OF __ 4Oy ) (24)

m

> p; (k)
Jj=1

ij

4. Simulation and Experimental Results
4.1 Simulations of yaw control

In the simulation study, the neuro-fuzzy yaw control is evaluated. The objectives of the study are to
verify the desired procedure and evaluate the control performance of the neuro-fuzzy control. The yaw
dynamic mathematical model of a flying robot is taken from [4]. The discrete-time LTI model is given by the
followings.

x(k +1) = Ax(k) + Bu(k) (25)
y(k) = Cx(k) (26)

where

1 T, 0
A= * L, B= and C=[1 0]
~0.1376  0.8947 ~2.0269

where T, is a sampling time, that is 0.02 s.

In order to generate the training data, the conventional proportional control is used to simulate the pilot control signal.
The training data should have at lease two regions of overshoot. To accomplish this propose, the proportional gain of the
proportional controller is tuned until the oscillation occurs. Fig. 7 shows the step input response of the yaw control with the
proportional control. The yaw command is 45 degrees and the proportional gain is 0.98.
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Fig. 7. Step input response of yaw control

The training region is selected. The yaw error and change of yaw error are generated. Fig. 8 shows the training data
and the training result for the neuro-fuzzy yaw control.
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Fig. 8. Inputs and target data for neuro-fuzzy yaw control

In the simulation, there are 7 membership functions for each input. Each linguistic value is expressed by its
mnemonic; for example, NB stands for “negative big”, NM stands for “negative medium”, NS stands for “negative small”,
Z0 stands for “zero”, and likewise for the positive ( P) mnemonic. The membership functions are shown in Fig. 9. The yaw



error and change of yaw error are normalized to the range between —1.2 and 1.2. The normalized factors are shown in Table 1.
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Fig. 9. Inputs and target data for neuro-fuzzy controller

Fig. 10 shows the simulation result of the neuro-fuzzy yaw control. The blue response shows the oscillation of the
output response. It is indicated that the neuro-fuzzy need to be re-tuned. To damp out the oscillation, the change of yaw error

gain, k,,, need to be increased. The control performance is improved as shown by the green response and yellow response by
increasing of the change of yaw error gain, k,,, to 2.0 and 5.0 respectively. With the gain, k,,, of 5.0, there is a steady state

error. The steady state error is eliminated by locally fine-tuned the neuro-fuzzy controller. The fine-tuning is done online as
the result in the cyan response. The fine-tuning uses the steepest gradient method as in equation (12). The weights of the
neuro-fuzzy controller are tuned locally by using the following condition.

n> 0.0 Jif le(k)| < a and |e(k)|>b and |Ae(k)|<c
n=20.0 ,otherwise

where a , b and c are positive constants.

In the simulation, the learning rate is 0.02. The values of a, b and c are 4.0, 0.05 and 0.1, respectively. The constant
a and c¢ are used to prevent the online fine-tuning not to modify the global structure of the neuro-fuzzy controller. The
constant b is the threshold of the tuning.

Simulated neuro-fuzzy yaw control
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Fig. 10. The output response of neuro-fuzzy control



Table 1. Neuro-fuzzy yaw control parameters, * indicated for the values after re-tune the controller

&1 &2 k
glneg glpos g2neg g2pos ke kAe k5
1.0 1.0 1.0
2.5453 3.8146 25.7061 10.9662 *1.0 *5.0 *1.0

4.2 Experiments on neuro-fuzzy yaw control

In this section, the experiment of the yaw control is presented. The training data are generated by applying the open-
loop stimulus control signal to the yaw axis, while try to maintain the flying robot in trim in the others axes. The signal causes
the robot to oscillate about the z-axis. The yaw and the pilot control signals are recorded. Fig. 11 shows the recorded data.
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Fig. 11. Recorded yaw and the rudder signal
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Fig. 12. Training data for neuro-fuzzy yaw control

Fig. 12 shows the training data and the offline training result of the neuro-fuzzy yaw control. The membership
functions are same as used in the simulation. The desired parameters are shown in Table 2.

Table 2. Neuro-fuzzy yaw control parameters, * indicated for the values after re-tune the controller

81 &2 k
glneg glpOS aneg g2pos ke kAe k§
1.0 1.0 1.0
0.0529 0.0684 0.7619 0.4706 *1.0 *2.1 *1.39

After the offline training, the neuro-fuzzy is re-tuned. The result is shown in Fig. 13. At the beginning, the gains of the
neuro-fuzzy control are manually re-tuned, until the acceptable control performance is achieved. After that, the neuro-fuzzy
control is fine-tuned online. This fine-tuning process eliminates the steady state error.
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Fig. 14. Step input response of neuro-fuzzy yaw control



The final yaw control experiment is shown in Fig. 14. The step inputs are applied. According to the proposed control
algorithm, the steady state error as well as the smooth response is achieved as seen in Fig. 14. There are not the
overshoot/oscillations. The steady state error is always zero.

4.3 Experiments on position control with Hybrid-ANFMRC

Fig. 17, Fig. 18 and Fig. 19 show the experiment results of the lateral position, longitudinal position and altitude
control, respectively. The outputs of the lateral position, longitudinal position and altitude control are the desired roll, desired
pitch and the change of collective command, respectively. The roll and pitch control are designed according to the yaw control
in section 4.2. The proportional gains of the lateral and longitudinal position control are 8.0. The proportional gain of the
altitude control is 30.0. The lateral and longitudinal position command are 0 meter. The altitude command is 13.0 meter. The
learning rate values for the lateral, longitudinal position and altitude control are 0.4. The velocity reference model is defined as
the linear function of the position error as shown in Fig.15. The membership functions are designed by using 7 symmetrical
triangle functions as shown in Fig. 16. The robot velocities are normalized within the range of —1.2 and 1.2. There are 7
elements of the weight for each controller, which are initialized to zero at the beginning.

r (m/s)
A

A
Y

Fig. 15 The velocity reference model
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Fig. 16 Membership function for Hybrid-ANFMRC

In Fig. 17 and Fig. 18, applying only the proportional control at the beginning. After that, the learning process of the
Hybrid-ANFMRC is activated, which is indicated by the yellow line in each figure. After the learning is started, the controller
adapts the control parameters and learns how to control the position of robot. Finally, it can track the desired position with
zero steady state error.



Hybrid-ANFMRC result, lateral position control
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In Fig. 19, the control is switched between the pilot controlled and the computer controlled. Every time the pilot
takes control the robot, the learning process is stopped. In the first round, there are the large oscillations. The next round, the
oscillation are reduced. Finally, the oscillations are eliminated. The controller can learn to control the altitude of the robot
effectively.



Hybrid-ANFMRC, altitude control
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Fig. 19. Hybrid-ANFMRC, altitude

From the results, it was verified that the proposed Hybrid-ANFMRC was very effectively to control position of the
flying robot. The weights of each controller are shown in Table 3.

Table 3. Weights of Hybrid-ANFMRC
Wi W W3 W4 Ws We W7
Lateral Before 0.0 0.0 0.0 0.0 0.0 0.0 0.0
After 104.9 13.65 10.67 -7.48 -14.31 -15.64 -58.63
Longitudinal Before 0.0 0.0 0.0 0.0 0.0 0.0 0.0
After -140.77 -15.8 -15.14 -2.18 8.35 13.61 83.79
Altitude Before 0.0 0.0 0.0 0.0 0.0 0.0 0.0
After -92.7 -23.8 -59.98 53.19 95.2 39.16 119.6

4.4 Robustness of Hybrid-ANFMRC
In this section, the robustness of the hybrid adaptive neuro-fuzzy model reference is presented. In order to evaluate

the robust performance of the proposed control algorithm, the longitudinal position control is studied. The proportional gain of
the longitudinal position controller is varied. In Fig. 20, the proportional gain of 2.0 is used. In Fig. 21 and Fig. 22 the

proportional gain of 4.0 and 8.0 are used, respectively.




Hybrid-ANFMRC, robustness test
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Hybrid-ANFMRC , robustness experiment
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In Fig. 20, Fig. 21 and Fig. 22, the results indicate that the Hybrid-ANFMRC robust to the variation of the
proportional gain. The control can learns and adapts itself to control the position of the flying robot. In the next section, the
experiment on fully autonomous flight will be presented.

4.5 Experiments on fully 6-DOF autonomous controls

In order to test the control performance of the proposed control algorithm, the flying robot is commanded to fly in a
10 meters by 10 meters square area. The flying robot is automatically controlled in 6 DOF, including roll, pitch, yaw, lateral
position, longitudinal position and altitude. The altitude command is 13.0 meters above the ground. The position commands
are changed sequentially among the 4 marked points. When the flying robot reaches the desired position within the radius of
0.30 meter, the position commands are changed to the next points. For simplicity, the yaw is maintained at 0 degree. In this
experiment, all the weights of the control are initialized to zero at the beginning.
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Fig. 23 Fully autonomous flight experiment results, lateral and longitudinal positions
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Hybrid-ANFMRC result, altitude control
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Fig. 26 Fully autonomous flight experiment result, pictures
(a) over the 1 point, (b) over the 2™ point, (c) over the 3" point and (d) over the 4™ point

In Fig. 23, Fig. 24 and Fig. 25, the first round of an autonomous flight shows the large overshoot. In the first round,
the weights of the controller are all set to zero that resulted in an overshoot. In the next rounds, the tracking performance is
better. In the final round, the tracking performance is completely successful. The control starts to learn from scratch, until it
can adapts itself to perform a good control performance.

5. Conclusion

In this paper, the neuro-fuzzy control and the Hybrid-ANFMRC are evaluated. The neuro-fuzzy is applied to control
the roll, pitch and yaw of the flying robot. The control is trained using the flight data and re-tuned to achieve the desired
response. After the roll, pitch and yaw controls are accomplished, the position control is evaluated. The control performance of
the Hybrid-ANFMRC is verified by the results from many experiments. The proposed control algorithm shows the good
performance even when the proportional gain is changed. The control can be designed without using the mathematical model
of the plant. The experiments have shown that the proposed control algorithms are able to successfully control the flying robot
both in hover and moving flight. With the proposed control algorithms, using the different velocity reference model can shape
the system response. In this paper, the experiment used only the simple linear reference model. For a better response, the
exponential or any nonlinear reference models are also useful.
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