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Executive Summary

Optimization models attempt to express, in mathematical terms, the goal of solving a prob-
lem in the “best” way. That might mean running a business to maximize profit, minimize loss,
maximize efficiency, or minimize risk. It might mean designing a bridge to minimize weight or max-
imize strength. It might mean selecting a flight plan for an aircraft to minimize time or fuel use.
The desire to solve a problem in an optimal way is so common that optimization models arise
in almost every area of application. They have even been used to explain the laws of nature, as
in Fermat’s derivation of the law of refraction for light. Optimization models have been used for
centuries, since their purpose is so appealing. In recent times they have come to be essential,
as businesses become larger and more complicated, and as engineering designs become more
ambitious. In many circumstances it is no longer possible, or economically feasible, for decisions
to be made without the aid of such models. In a large, multinational corporation, for example,
a minor percentage improvement in operations might lead to a multimillion dollar increase in
profit, but achieving this improvement might require analyzing all divisions of the corporation,
a gargantuan task. Likewise, it would be virtually impossible to design a new computer chip
involving millions of transistors without the aid of such models

In portfolio optimization, for example, we seek the best way to invest some capital in a set
of n assets. The variable represents the investment in the th asset, so the vector describes the
overall portfolio allocation across the set of assets. The constraints might represent a limit on
the budget (i.e., a limit on the total amount to be invested), the requirement that investments
are nonnegative (assuming short positions are not allowed), and a minimum acceptable value
of expected return for the whole portfolio. The objective or cost function might be a measure
of the overall risk or variance of the portfolio return. In this case, the optimization problem
corresponds to choosing a portfolio allocation that minimizes risk, among all possible allocations
that meet the firm requirements.

Another example is device sizing in electronic design, which is the task of choosing the width
and length of each device in an electronic circuit. Here the variables represent the widths and
lengths of the devices. The constraints represent a variety of engineering requirements, such
as limits on the device sizes imposed by the manufacturing process, timing requirements that
ensure that the circuit can operate reliably at a specified speed, and a limit on the total area of
the circuit. A common objective in a device sizing problem is the total power consumed by the
circuit. The optimization problem is to find the device sizes that satisfy the design requirements
(on manufacturability, timing, and area) and are most power efficient. In data fitting, the task
is to find a model, from a family of potential models, that best fits some observed data and
prior information. Here the variables are the parameters in the model, and the constraints can
represent prior information or required limits on the parameters (such as nonnegativity). The
objective function might be a measure of misfit or prediction error between the observed data
and the values predicted by the model, or a statistical measure of the unlikeliness or implausibility
of the parameter values. The optimization problem is to find the model parameter values that
are consistent with the prior information, and give the smallest misfit or prediction error with
the observed data (or, in a statistical framework, are most likely). An amazing variety of practical
problems involving decision making (or system design, analysis, and operation) can be cast in
the form of a mathematical optimization problem, or some variation such as a multicriterion
optimization problem. Indeed, mathematical optimization has become an important tool in many
areas. Itis widely used in engineering, in electronic design automation, automatic control systems,
and optimal design problems arising in civil, chemical, mechanical, and aerospace engineering.
Optimization is used for problems arising in network design and operation, finance, supply chain



management, scheduling, and many other areas. The list of applications is still steadily expanding.
For most of these applications, mathematical optimization is used as an aid to a human decision
maker, system designer, or system operator, who supervises the process, checks the results, and
modifies the problem (or the solution approach) when necessary. This human decision maker
also carries out any actions suggested by the optimization problem, e.g., buying or selling assets
to achieve the optimal portfolio.

Consider a traffic system with several cities and many roads connecting them. Suppose that
the technical conditions (capacity and quality of roads, etc.) are established. Assume that we
know the demands for transportation of some kind of materials or goods between each pair of
two cities. The system is well functioning if all these demands are satisfied. The aim of the owner
of the network is to keep the system well functioning. The users (drivers, passengers, etc.) do
not behave blindly. To go from A to B they will choose one of the roads leading them from A
to B with the minimum cost. This natural law is known as the user-optimizing principle or the
Wardrop principle. The traffic flow satisfying demands and this law is said to be an equilibrium
flow of the network. By using this principle, in most of the cases, the owner can compute or
estimate the traffic flow on every road. The owner can affect on the network, for example, by
requiring high fees from the users of the good roads to force them to use also some roads of
lower quality. In this way, a new equilibrium flow, which is more suitable in the opinion of the
owner, can be reached.

In the theory of stability and sensitivity analysis for optimization-related problems Holder
continuity of solutions plays an important role although there may be less works in the literature
devoted to this property than to semicontinuity, continuity, Lipschitz continuity and (generalized)
differentiability. The Lipschitz continuity of a function is more satisfactory than the continuity,
since a Lipschitz function changes its values at a linear rate with respect to the change of its
variables and of course is also continuous. On the other hand, Lipschitz continuity is close
to differentiability by the well-known Rademacher theorem, which says that a locally Lipschitz
functions on a finite dimensional space is Fréchet differentiable almost everywhere. Local Holder
continuity of degree is weaker than local Lipschitz continuity but stronger than continuity. How-
ever, as we will see in general the solution set of a quasiequilibrium problem is only Holder
continuous of degree a@ < 1 although the data of the problem are Lipschitz continuous. For
variational inequalities, Yen established sufficient conditions for the solution to be unique and
Holder continuous in Hilbert spaces. The subtle technique used there is with a heavy recourse
to properties of metric projections in Hilbert spaces and linearity of the canonical pair involved in
the variational inequality setting. Subsequently, this result is successfully generalized to various
extends for equilibrium problems in metric spaces, These works constitute also a considerable
contribution to the stability study for equilibrium problems, since this research field is rather new.
Beside them we observe only which are devoted to various kinds of semicontinuity of solution
sets. It is known that equilibrium problems were proposed in as a generalization of variational
inequalities and optimization problems and include also many optimization-related problems
like the fixed-point and coincidence-point problems, the complementarity problem, the traffic
equilibria, the Nash equilibrium. However, in variational inequalities and equilibrium problem:s,
the constraint sets are fixed and hence these mathematical models cannot be employed for
problem settings in a number of practical situations. This was first observed by Bensoussan
where the authors considered random impulse control problems and needed to use constraint
sets depending on the state variables. Formulating these problems similarly as variational in-
equalities led to quasivariational inequalities. Nevertheless, the constraint set of the considered
quasivariational inequality expresses the fulfillment of the travel demands in the traffic network
and hence bears intrinsic linearity. Also, the quasivariational inequality possesses a linear nature



due to the canonical pairinvolved in the problem setting. The sophisticated reasoning in Ait
Mansour,M., Scrimali’results, based on these specific features of the quasivariational inequality
under consideration, cannot be adapted when dealing with the generalized problem which is the
parametric equilibrium problem.
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Abstract

In this project, we aim to suggest the new concept of well-posedness for the general para-
metric quasivariational inclusion problems (QVIP, for short). The corresponding concepts of well-
posedness in the generalized sense are also introduced and investigated for (QVIP). Some metric
characterizations of well-posedness for (QVIP) are given. We prove that under suiable conditions,
the well-posedness is equivalent to the existence of uniqueness of solutions. As applications,
we obtain immediately some results of well-posedness for the parametric quasivariational in-
clusion problems, parametric vector quasiequilibrium problems and parametric quasiequilibrium
problems.
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Chapter 1

Main Results

1.1  On the Holder Continuity of Solution Maps to Parametric
Generalized Vector Quasi-Equilibrium Problems via Non-
linear Scalarization

The generalized vector quasi-equilibrium problem is an unified model of several problems,
namely, generalized vector quasi-variational inequalities, vector quasi-optimization problems,
traffic network problems, fixed point and coincidence point problems, etc, see, for example
[40, 41] and the references therein. It is well known that stability analysis of solution mapping
for equilibrium problems is an important topic in optimization theory and applications. Stability
may be understood as lower or upper semicontinuity, continuity, and Lipschitz or Holder conti-
nuity. There have been many papers to discuss the stability of solution mapping for equilibrium
problems when they are perturbed by parameters (also known the parametric (generalized) equi-
librium problems). Last decade, many authors have intensively studied the sufficient conditions
of upper (lower) semicontinuity of various solution mappings for parametric (generalized) equi-
librium problems, see [42, 43, 44, 45, 46, 47, 48]. Let’s begin now, Yen [49] obtained the Holder
continuity of the unique solution of a classic perturbed variational inequality by the metric pro-
jection method. Mansour and Riahi [50] proved the Hoélder continuity of the unique solution for
a parametric equilibrium problem under the concepts of strong monotonicity and Hélder conti-
nuity. Bianchi and Pini [51] introduced the concept of strong pseudomonotonicity and got the
Holder continuity of the unique solution of a parametric equilibrium problem. Anh and Khanh
[52] generalized the main results of [12] to two classes of perturbed generalized equilibrium prob-
lems with set-valued mappings. Anh and Khanh [53] further discussed uniqueness and Holder
continuity of the solutions for perturbed equilibrium problems with set-valued mappings. Anh
and Khanh [54] extended the results of [53] to the case of perturbed quasi-equilibrium problems
with set-valued mappings and obtained the Holder continuity of the unique solutions. Li et al.
[55] introduced an assumption, which is weaker than the corresponding ones of [52], and estab-
lished the Hoélder continuity of the set-valued solution mappings for two classes of parametric
generalized vector quasi-equilibrium problems in general metric spaces.

Among many approaches for dealing with the lower semicontinuity, continuity and Holder
continuity of the solution mapping for a parametric vector equilibrium problem in general metric
spaces, the scalarization method is of considerable interest. The classical scalarization method
using linear functionals has been already used for studying the lower semicontinuity of the so-
lution mapping [57, 58, 59] and the Holder continuity of the solution mapping to parametric
vector equilibrium problems. Wang et al. [61] established the lower semicontinuity and upper
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semicontinuity of the solution set to a parametric generalized strong vector equilibrium problem
by using a scalarization method and a density result. Recently, by using this method, Peng estab-
lished the sufficient conditions for the Holder continuity of the solution mapping to a parametric
generalized vector quasi-equilibrium problem with set-valued mappings.

On the other hand, a useful approach for analyzing a vector optimization problem is to reduce
it to a scalar optimization problem. Nonlinear scalarization functions play an important role in this
reduction in the context of nonconvex vector optimization problems. The nonlinear scalarization
function &, commonly known as the Gerstewitz function in the theory of vector optimization,
have been also used to studying the lower semicontinuity of the set-valued solution mapping to
a parametric vector variational inequality [65]. Using this method, Bianchi and Pini [66] obtained
the Holder continuity of the single-valued solution mapping to a parametric vector equilibrium
problem. Recently, Chen and Li studied Holder continuity of the solution mapping for both set-
valued and single-valued cases to parametric vector equilibrium problems. The key role in their
paper is globally Lipschitz property of the Gerstewitz function. Very recently, by using the idea in
Peng and Chen’results obtained Holder continuity of the unique solution to a parametric vector
quasi-equilibrium problem based on nonlinear scalarization approach, under three different kinds
of monotonicity hypotheses. It is natural to raise and give an answer to the following question :
Question :  Can one establish the Holder continuity of a solution mapping to the parametric
generalized vector quasi-equilibrium problem with set-valued mappings, by using a nonlinear
scalarization method ?

Motivated and inspired by Peng and Chen and researches going on this direction, the aim of
this paper is to give positive answers to the above question. We first establish the sufficient condi-
tions which guarantee the Hélder continuity of a solution mapping to the parametric generalized
vector quasi-equilibrium problem with set-valued mappings, by using a nonlinear scalarization
method. We further study several kinds of the monotonicity conditions to obtain the Holder
continuity of the solution mapping. The main results of this paper are different from correspond-
ing results in Peng and Chen’ results. These results are improve the corresponding ones in recent
literature.

Throughout the paper, unless otherwise specified, we denote by || - || and d(.,.) the norm
and the metric on a normed space and a metric space, respectively. A closed ball with centre
0 € X and radius § > 0 is denoted by B(0,d). We always consider X, A, M as metric spaces,
and Y as a linear normed space with its topological dual space Y*. For any y* € Y*, we define
ly*|| == sup{||{v*, v)| : |ly|]| = 1}, where (y*,y) denotes the value of y* at y. Let C' C Y be
a pointed, closed and convex cone with int C' # (), where intC' stands for the interior of C'. Let

C*={y eY" : (y,y) >0, Vy € C}

be the dual cone of C. Since int C' # (), the dual cone C* of C' has a weak* compact base. Let
e € int C. Then,

B ={y"e€C": (y",e) =1}
is a weak* compact base of C*. Clearly, C is a weak*-compact base of C*, that is, C'? is convex

and weak*-compact such that 0 ¢ C? and C* = | J,5, tC".
Let ¢ € int C, the nonlinear scalarization function [2, 21§, : Y — R is defined by

§=min{t e R:y etqg—C}.

It is well known that &, is a continuous, positively homogeneous, subadditive and convex function
on Y, and it is monotone (that is, yo — 11 € C = & (y1) < &,(y2)) and strictly monotone
(thatis, y2 — 11 € —int C = &(y1) < & (ya)) (see [2, 7). Incase, Y = R', C = R, and



1.1. ON THE HOLDER CONTINUITY OF SOLUTION 3

g=(1,1,...,1) €int Rﬂr, the nonlinear scalarization function can be expressed in the following
equivalent form [?, Corollary 1.46]:

&) = max{yi},  Vy= (4,92 ) € R'. (1.1.1)

Lemma 1. Forany fixed g € intC,y €Y andr € R,
1. {<reyerg—intC(thatis, &(y) >r <y ¢ rq—int C)
2. &4y <reyerg-C;
3. &(y) =r <y erqg— 0C, where OC denotes the boundary of C;
4. &,(rq) =

The property (i) of Lemma 1 plays an essential role in scalarization. From the definition of
&g, property (iv) in Lemma 1 could be strengthened as

&Gly+rg) =&y +r, VyeYrekR (1.1.2)
For any q € int C, the set C'? defined by
Cl:={y"eC":(y".q) =1}

is a weak*-compact set of Y* (see [19, Lemma 5.1]). The following equivalent form of &, can be
deduced from [?, Corollary 2.1] or [?, Proposition 2.2] ([?, Proposition 1.53]).

Proposition 2. Let q € intC. Then fory € Y, &,(y) = magg(y*, ).
yre

Proposition 3. &, is Lipschitz on Y, and its Lipschitz constant is
. 1
L:= sup ||y*| € |7, +00 ).
y e gl
The following example can be found in [?, Example 2.1].

Example 4. 1. If Y = R and C = R, then the Lipschitz constant of {, is L = %(q > 0).
Indeed, [&,(x) — &,(y)| = %|m —y|, forall z,y € R.

2. fY =R%*and C' = {(y1,32) € R?: 2y < yp <2y }. Take ¢ = (2,3) € intC, then,

Cl:={(y1,12) ER:2y1 + 3y, = 1, y; € [-0.1,2]},

and the Lipschitz constant is L = sup,«ccq [|y*]| = [[(=2,1)[| = /5. Hence,

&) — &EW < VBly—yll,  Vy.y R

Now we recall some basic definitions and their properties which will be used in the sequel.

Definition 5 (Classical Notion). Let [ > 0 and a > 0. A set-valued mapping G : A — 2% is said
to be l.a-Hélder continuous at Ay on a neighborhood N (Ag) of Ag if and only if

G(M) € G(Aa) + 1Bx(0,d*(M, X2)), VAL A € N(Xo). (1.1.3)
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When X is a normed space, we say that the vector-valued mapping g : A — X is l.a-Holder
continuous at A\g on a neighborhood N (\g) of g iff,

lg(A1) — g(Mo)ll < 1d* (A, A2), VAL, Ao € N(Xo).

Definition 6. Let I;,ly > 0 and ay, s > 0. A set-valued mapping G : X x A — 2% is said to
be (Iy.an, ly.an)-Hélder continuous at xg, \g on a neighborhood N (xy) and N (\g) of 2 and Ag
if and only if

G(.Tl, )\1) g G(fﬂg, )\2)+(Z1d§? ($1, 1'2) + lgdi2()\1, )\2)) Bx<0, 1), le, To € N(mo), V)\l, )\2 € N(}\())
(1.1.4)

By using a nonlinear scalarization technique, we present the sufficient conditions for Holder
continuity of the solution mapping for a parametric generalized vector quasi-equilibrium problem.
Let N(X\g) C A and N(uy) C M be neighborhoods of Ay and fi, respectively, and K :
XxA—=2%and F: X x X x M — 2Y be set-valued mappings. For each A € N()\) and
i € N(pp), we consider the following parametric generalized vector quasi-equilibrium problem
(PGVQEP):
Find zg € K (xo, A) such that

F(zo,y,p) CY\(—intC), Vye K(xg,A). (1.1.5)
Foreach A € N () and € N(pyp), let
E\) :={zx € X|z € K(x,)\)}.
The weak solution set of (1.1.5) is denoted by
SwA\ ) ={x e E\): F(z,y,pn) CY\(—intC), Yy € K(z,\)}.

For each A € N(\), it € N(po) and fixed g € int C, the &;-solution set of (1.1.5) is denoted
by

S(Egy Ay ) = {x € E(\): Zeg(rgy’u) &(2) >0, Yy € K(:E,)\)} :
We first establish the following lemmas which will be used in the sequel.
Lemma 7. For each A € N(\g), i+ € N (o) and fixed q € int C,
S (A1) = S(Egs A 1),
Proof. Let A € N(Xg), it € N(pp) and fixed ¢ € int C. Forany x € Sw (A, ), we have
x € E(N) and F(z,y,u) CY\(—intC), Vye K(z,\).
Therefore, for each y € K (x,A) and each z € F(x,y, u), we have
z¢ —intC'=0q— intC.
By Lemma 1 (i), we conclude that &,(z) > 0. Since z is arbitrary, we have

inf )gq(z) >0, forally € K(z,\),

ZEF (z,y,p1
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which gives that Sy (A, 1) C S(&;, A, ).
On the other hand, for each = € S(,, A, 1), we have that

r€ E(N) and inf  &,(2) >0, Vye K(z,\). (1.1.6)

2€F (z,y,1)

Thus, for each y € K(x,\) and each z € F(z,y, 1), we have that £,(z) > 0. By Lemma 1 (i),
we can obtain z ¢ — int C. Therefore, we have z € Y\ (— int C'), which implies that

x € E(N) and F(z,y,u) CY\(—intC), Vye K(z,\).
Hence, S(&;, A, i) € Sw (A, p). The proof is completed. O []

Lemma 8. Suppose that N (\g) and N (1) are the given neighbourhoods of Ao and pu, respec-
tively.

1. If foreach x,y € E(N (X)), F(x,y,-) is my.y1-Hélder continuous at g € M, then for
any fixed q € int C, the function

¢§q(xvya') = inf )SQ(Z)

2€F (z,y,
is Lmy.y1-Hélder continuous at fug.

2. If foreach x € E(N(\o)) and € N(E(up)), F(x,-, ) is ma.yo-Holder continuous on
E(N (X)), then for any fixed q € int C, the function

%ZJ&, (ZL‘, ) :U) = inf fq{z)

zEF (z,,p)
is L'mg.7yo-Holder continuous on E(N(Xg)).

Proof. (a) Let z,y € E(N(\g)). The my.y;-Holder continuity of F'(x,y,-) implies that there
exists a neighbourhood N () of g such that for all u1, pe € N (o),

F(x,y, 1) C F(x,y, u2) + mady;(u, 12) By
So, forany z; € F(x,y, 1), there exist zo € F(x,y, u2) and e € By such that
21 = 29 + mady; (ua, po)e.
By using Proposition 3, we obtain
[§a(21) = &g(22)] < Lz — 2]

= Lmadyy (i, pa)llell
S Lmld}\Y}[(Ml,Mg), (117)

which gives that
—Lmyd™ (g, po) < fq(zl) - fq(z2)'

Since z is arbitrary and §,(22) > inf (%), we have
ZGF(xvyvﬂ/Q)

—Lmydyp(pr, p2) < inf o &(2) —  inf &, (2).

2€F (x,y,p1) 2€F (x,y,p2)
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Applying the symmetry between 11 and g9, we arrive that

—Lmad: (i, < inf z)— inf 2).
1y (pn, p2) < zeF(x,y,uz)Sq( ) ZGF(x7y7M1)§q( )

It follows from the last two inequalities that

|’l/}£q(x7y7 :ul) - wﬁq (Q?, y?ﬂ’2)’ < Lmld}y\}(,ula Mz); vula M2 € N(/"’O)

Therefore, we conclude that v¢, (,y, -) = inf.cp(gy,) §g(2) is Lmy.y1-Holder continuous at fig.
(b) It follows by the similar argument as in Part (a). The proof is completed. OJ []

Now, by using the nonlinear scalarization technique, we propose some sufficient conditions
for Holder continuity of the solution mapping for (PGVQEP).

Theorem 9. For each fixed q € int C, let S(&,, A, i) be nonempty in a neighbourhood N () X
N (o) of (Mo, o) € A x M. Assume that the following condlitions hold.

1. K(-,-)is (ly.0u, ly.ce)-Holder continuous on E(N (X)) x N(Xo);
2. Foreach x,y € E(N(\y)), F(x,y,-) is my.7,-HSlder continuous at g € M;

3. For each © € E(N(X\y)) and € N(pg), F(z,-, p) is mg.ye-Hélder continuous on
E(N (X))

4. F(-,-, p) is h.p-Holder strongly monotone with respect to &,, that is, there exist constants
h > 0,8 > 0 such that for every z,y € E(N(X\o)), z # v,

hdiu,y)g( inf )fq(Z),R+>+d( inf )sq<z>,R+);

2EF (z,y,p 2EF (y,z,p

5 B =aqv2,h > 2msoLl]", where L := Sup,cqq || A]] € [ﬁ, —|—oo> is the Lipschitz constant
of {gonY.

Then, forevery (X, 1) € N(Ag) X N (o), the solution x(\, i) of (PVQGEP) is unique, and z(\, )
as a function of A and  satisfies the Holder condition: for all (A1, 1), (A2, p2) € N(Ag) X N (o)

1
27712[/[Y2 s 92 mlL s 1
dx (@(A1, ), 2(A2, p2)) < <h—2—m;Ll¥1) i /ﬁ()\l, )\2)—‘_(}“2—7”2[1[1%) dx//ﬁ(/il,/m),

where x(\;, pi;) € Sw( iy i), i = 1,2,

Proof. Let (A1, 1), (A2, 2) € N(Xg) X N (o). The proof is divided to the following three steps
based on the fact that

dx (z(A1, 1), (Ag, pr2)) < dx(z(A1, pa), (A1, p2)) + dx (2( A1, pr2), 2(A2, p2))-
where z(\;, i1;) € Sw (i, i), 7 =1,2.

Step 1: We prove that

1

mqL B
dy = dx(z(On, ), (s p2)) < (m) G (), (L18)
1
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for all (A1, 1) € Sw (A1, p1) and (A1, p2) € Sw (A, po).

If 2(A1, 1) = x (A1, p2), then we are done. So, we assume that (g, 1) # x(A1, f2). Since
(A1, 1) € K(x(A1, 1), A1) and z(Ag, o) € K(x(A1, pia), A1), by the 1y.a-Hélder continuity
of K (-, A1), there exist 21 € K(x(A1, 1), A1) and xo € K (x(\1, p2), A1) such that

dx (x(A1, ), w2) < bdy (2(Ar, ), ©(Ar, p2)) = lLdy?, (1.1.9)

and
dx(w()\l, ILLQ), 33'1) S lld;? (%()\1, /,Ll), l'()\l, /Lg)) = lld?l. (1110)

Since (A1, 1) € Sw (A1, p1) and z( Ay, p2) € Sw (A1, o), by Lemma 7, we obtain

(A, p1), x1, = inf z) >0 (1.1.11)
Ve, (x( A1, pa), 21, 1) ZeF(Z(MM)MM)ﬁq( )

and
Ve, (T( A1, fi2), T2, i) 1= inf &q(2) 2 0. (1.1.12)

q
z€F (x(A1,p2),22,12)

By the virtue of (iv), we have

hdff = hdgg(l’(}\laul),x(}\blh»
< d(We, (A1, 1), m(Ars pa), 1), Ry ) + d(g, (2 (A, p2), 2(Ars 1), pa ), Ry ).

By combining (1.1.11) and (1.1.12) with the last inequality, we have

hd] < |ve,(@(Ar, 1), 2(Ar, p2), 1) — e, (2(Ars o), @1, )|

+[tbe, (2 (A1, pa), (Ar, pa), pa) — Ve, (w( A1, p2), T2, pi2)]

|the, ((A1s 1), (Ars i), 1) — Ve, (2 (Aa, ), 21, 1) |

"‘qu(x()\l,/vbz)a$()\1,,U1)7/J1) - ¢§q(1’()\1,M2)7I(/\1,M1>7M2)’

+be, (T( A1, p2), (A1, pa), p2) — Ve, (2( A1, p2), T2, )]

Lmad (x(A1, p2), 21) + Ladyy (pa, p2) + Lmad ¢ (2( A, p), 22)

Lmal*dy ™ (w(Ar, pa), £(A1s p2)) + Ly (g, p2) + Lmaldy ™ (2(Ar, pa), (A, p2))
2Lmol A3 (2( Ay pr), (A1, p2)) + L dy; (pa, pa)- (1.1.13)

IN

IA A

Whence, the assumption (iv) implies that

-

Lm B
st a0, n) < (= ) ).

Step 2: We prove that

2Lm2l32

’ azy2/B
h—2Lmolj" dy (A1, A2), (1.1.14)

dy = dx (x(A1, p12), (A2, p2)) < (

for all x(Aq, 2) € Sw (A1, p2) and z(Ag, p2) € Sw (A2, o).

If (A1, u2) = x(Ag, o), then we are done. So, we assume that z(Ay, p2) # x(Ag, i2).
Since x(A1, o) € K(x(A1, o), A1) and z(Ag, po) € K(z(A2, p2), A2), by the ly.ce-Holder
continuity of K (z(A1, p2), ) and K(x(Ae, 2), ), there exist 2} € K(x(Ag, u2), A1) and 2y, €
K(x(A1, p2), A2) such that

dx(l'()\l,lug),l’é) S lgdiz()\l,)\g) (1115)
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and
dX(.T()\Q,MQ),JI/l) S leXQ(/\l,/\Q). (1116)
Again, by the Holder continuity of K (-, -), there exist 2 € K (x(A1, p2), A1) and 2y € K (x( A2, pia), A2)
such that
dx (2, 27) < hd$ (x(A1, p2), (N2, pr2)) = ldy?, (1.1.17)
and
dx(xh, xy) < l1dP (x( A, pa), 2( Ao, 12)) = lLid3?. (1.1.18)

Since (A1, f2) € Sw (A1, p2) and z(Ag, p2) € Sw(Ag, 112), by Lemma 7, we obtain the follow-

ing

x(A1, o), T, o) == inf 2) >0, (1.1.19)
Ve, (w( A1, p2), 27, p2) ZGF(I(MM)J,{’MQ)@( ) >

and

(Ao, f12), 25, = inf z) > 0. (1.1.20)
wﬁq( ( 2 Mz) 2 ,u2) zeF(m(/\Mz)ng)gq( )_

By virtue of (iv), we have

hdy = hdy(x(\, pa), (g, p12))
< d(We, (w(A1, p2), (A2, p2), i2), Ry) + d(he, ((A2, p2), (A1, p2), p2), R ).

By combining (1.1.19) and (1.1.20) with the last inequality, we have

hdg < qu(x(/\l,/ﬁz>75‘?()\2,Mz)aﬂz) - wgq(ib’()\l,ﬂz),w/l/,/i2)|
e, (2( N2, p2), ©(A1, p2), o) — Ve, (x( N2, pi2), 3, p2)]
< e, (T p2), w(Aa, i), pra) — e, (2( A1, p2), 77, p2)|
+1the, (x (A1, pa), @7, p2) — Ve, (X( A1, p2), 7, pia)|
|1be, (£ (A2, pi2), (A1, pr2), p2) — e, (2 (Ag, pi2), 2, p2)]
+W)£q (2( A, p12), 5, pi2) — ¢5q<$(/\27ﬂ2)7$/2/7/12)|
< Lde}? (l'()‘Qa M2)> x/l) + ngd’YXQ (x/lv x/1/> + ngd}? (x<)‘1> M2)v x/27) + Lm?d’YXQ (ifl,h"g))

By virtue of (1.1.15), (1.1.16), (1.1.17) and (1.1.18), we get

hdy (@(Ar, p2), ®(Na, pi2)) < LmalF2d3?™ (At Aa) + Lol ?d 7 (w(M, o), 2(Na, p12)) + Limal3?di?™ (As,

FLmal?d " (x( A1, pi), (Ao, p2))
= 2Lm2l;2di272()\1, )\2) + 2L7Tlgl’1y2d§(172 (C(](/\l, ,LLQ), ZE()\Q, /,62))

Whence, condition (v) implies that

2Lm2l32

1
B
A3 (2(M1, pa2), (Ao, p12)) < (—h — 2Lm2l¥2> d3* (A1, A2).

Step 3: Let z(A1, 1) € Sw(A1, 1) and x(Aa, p2) € Sw (g, p2). It follows from (1.1.8) and
(1.1.14) that

d(@(A, 1), w(A2s pi2) < d(z(Ars pn)s (A, p2) + d(@ (A, p2), (A2, p2)

mlL : 2Lm2l;2

1 1
< 7 d%/ﬂ( >+ g daﬂQ/ﬁ()\ \ )
= \h—omprLiy ) M VPTG ot ) O L A2).

(1.1
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Thus,

IO(SW()‘la :ul)v SW()‘27 ljl2))

= sup dx (x(A1, p1), £(Aa, p12)
x(A1,p1)ESw (A1,01),2(A2,u2) ESw (A2,u2)

1 1

mlL B 2Lm2l72 8 a

< (m) dX/l[m(,uh N2) + (WWZZ% dAﬂQ/ﬂ()\l, )\2).
1 1

Taking Ay = Ay and pg = g, we see the diameter of S(Ay, u1) is 0, that is, this set is a singleton
{z(A1, p1)}. This implies that the (PGVQEP) has a unique solution in a neighborhood of (g, f0)-
The proof is completed. U []

Definition 10. Let F' : X x X x M — 2 be a set-valued mapping. A set-valued mapping
F(, -, 1) = 2Y is said to be

1. h.B-Hélder strongly monotone with respect to &, if there exist ¢ € intC'and b > 0, 8 > 0
such that for every z,y € E(N (X)) with © # vy,

inf z)+ inf 2) + hd® 2,y) <0
ZEF(W,M)&Z() zeF(y,z,u)Eq() x(2,9)

2. h.B-Hélder strongly pseudomonotone with respect to ¢ € intC' and h > 0,3 > 0 such
that for every x,y € E(N(\g)) with = # y,

z¢ —intC, Iz € F(x,y,pn) = 2 +hds(z,y)ge —C, 32" € Fy,z, ).
3. quasimonotone on E(N(\y)) if Vz,y € E(N (X)) with x # v,
z€ —intC, 3z € F(z,y,n) = 2 ¢ —intC, 32" € F(y,z, pn).
The following proposition provides the relation among monotonicity conditions defined above.
Proposition 11. 1. (A) = (iv)
2. (B) and (C) = (iv).
Proof. (i) From the definition of (A), we have

hd’ x, < — inf z)— inf z
x(@y) < ZEF(%y,u)gq() zEF(y,x,u)fq()
< d inf z),R. | +d inf 2), R |.
- (ZGF(r,y,u) &(2) +> <Z€F(y,m,u) &(2) +)

(i) Assume that F' satisfies definition (B) and (C). We consider in two case.
Case 1. z ¢ —int C, 3z € F(z,y,u), then there exists 2/ € F(y,z,p) such that 2/ +
hdi(m,y)q € —C. From Lemma 1, we have

§(2') + hdx (2,y) = &(2' + hdx (z,y)q) <0,
which implies that — inf  &,(2) < &(2') < —hd’%(x,y). Hence,
2€F (y,x,p)
hd" r,y) < — inf z)<d inf z),R —|—d( inf z,R).
e st g <a( it gR)va( il )R

Case 2. z € —int C, 3z € F(x,y, p), then there exists 2’ € F(y, x, u) such that z ¢ —intC.
By the similar argument as in the previous case, we have desired result. Il []



10 CHAPTER 1. CHAPTER 1 : MAIN RESULTS

Remark 12. The converse of Proposition 11 does not hold in generally, even in the special case
X =Y =Rand C =R,. See, for example, Examples 1.1 and 1.2 in [53]. Therefore, Theorem
9 still holds when condition (iv) is replaced by condition (A) or (B) and (C). We can immediately
obtain the following two theorems.

Theorem 13. Theorem 9 still holds when the condition (iv) is replaced by condlition (A).
Theorem 14. Theorem 9 still holds when the condition (iv) is replaced by condiitions (B) and (C).

Let f : X x X x M — Y be a vector-valued mapping. Then (PGVQEP) becomes to the
following parametric vector quasi-equilibrium problem (PVQEP):
Find zo € K (xo, \) such that

flzo,y,p) & —int C,  Vy € K(zo, A). (1.1.23)

Remark 15. In the case of vector-valued mapping, condition (iv) in Theorem 9 and condition
(i””) are coincide. Also, condition (A) and (B) and (C) are the same as condition (i) and (ii’) in [?],
respectively. It is obvious that Theorem 9, 13 and 14 extend Theorem 3.3, 3.1 and 3.2 in [7],
respectively, in the case that the vector-valued mapping f(-, -, -) is extended to set-valued one.

1.1.1  Applications

Since the parametric generalized vector quasi-equilibrium problem (PGVQEP) contains as special
cases many optimization-related problems, including quasi-variational inequalities, traffic equilib-
rium problems, quasi-optimization problems, fixed point and coincidence-point problems, com-
plementarity problems, vector optimization, Nash equilibria, etc., we can derive from Theorem
9 directs consequence for such special cases. We discuss now only some applications of our
results.

Quasi-variational inequalities
In this section, we assume that X is normed space. Let K : X x A= X and T : X x M =
B*(X,Y) be set-valued mappings, where B*(X,Y’) denotes the space of all bounded linear
mappings of X into Y. Setting F'(z,y, u) = (T'(z, 1),y — ) == Uyer(,o (6 y — @) in (1.1.5),
we obtain parametric generalized vector quasi-variational inequalities (PGVQVI) in the case of
set-valued mappings as follows:

Find o € K(xg,A) such that (T'(zo, i),y — xo) C Y\ — int C, Yy € K(zg, ). (1.1.24)
Foreach A € N(\g) and € N(po), let

EXN)={reX:xe K(z,\)}.
The solution set of (1.1.24) is denoted by
SéZ/VI(AaM) = {ZL‘ € E()\) : <T("E7:u)ay - [E) - Y\ — int 07 Vy S K(ZL’, )‘)}

For each A € N (o), 1 € N(po) and fixed g € int C, the &;-solution set of (1.1.24) is

Z€<T(x7“‘))y7x>

Sgw(fq, A, ) = {I e E\\): inf &(2) >0, Vye K(m,/\)} :
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Theorem 16. Assume that for each fixed q € int C, Sgw(fq, A, 1) is nonempty in a neighbour-
hood N (o) x N (10) of the consider point (Ao, pto) € A x M. Assume further that the following
conditions hold.

1. K(+,+)is (lh - aq,ly - ag)-Hélder continuous on E(N(Xg)) X N(Ao);
2. Foreach x € E(N (X)), T'(z,-) is ms - y3-Holder continuous at jio € M;
3. T(-,-)is bounded in x € E(N (X)), and E(N (X)) is bounded;

4. T(-,p) is h.B-Holder strongly monotone with respect to &, ie., there exist constants
h > 0,5 > 0, such that for every x,y € E(N (X)) : © # v,

hllz —y|® <d ( inf fq(z),R+) +d ( <T(inf fq(z),RJr) ;
z€E

2€(T (z,p),y—x) Y1), T—Y)

5 B = a1, h > 2MLI", where L := sup,ccq || A|| € [ﬁ, —|—oo> is the Lipschitz constant
of {gonY.

Then for every (A, 1) € N(Xo) X N(uo), the solution of (PGVQVI) is unique, x(\, i), and this
function satisfies the Hélder condition: for all (A1, pi1), (A2, p2) € N(Xo) X N(po)

1 1
2MLly  \7 s NmgL  \? /s
dx (x(A1, p1), T(A2, p2)) < (m) dy? (A17>\2)+(m) dag” (1, e2),
where 1’()\“[L2) € SQV[()\Z',,LLi),i =12

Proof. We verify all assumptions of Theorem 9 is fulfilled. First, ('), (iv') and (V') are the same
(), (iv) and (v) in Theorem 9. We need only to verify conditions (i) and (iii). Taking M, M >0
such that
IT(, )l € M, Wz ) € E(N(A)) % N(ju),

and .
||l‘ - y” < M: ‘v’x,y € E(N(AO))

We put m; = Mmy and 71 = 3. Forany fixed z,y € E(N()g)) by assumption (ii"), we have

T(37 Ml) - T(ff Mz) + mad” (MDNQ)BB* X,Y)s Vi, po € N(Mo)

Then,
(T(z, 1),y —x) C <T($7M2) +mad™ (1, p2) Bp=(x,y), Y — 33>
= (T'(x, p2),y — ) + (mad™ (Ml»ﬂQ)BB (X, Y)Y — )
- <T(.T, 11’2)7 y— .T> + m3d73(:u17 M2)<BB*(X,Y)7 Yy — .CU>
= (T(x,p2),y — ) + msd®(uy,p2) | (90— 2)
9EBB*(x,v)
C (T(w, p2),y — x) + mad™(p, pi2) M By-.
Hence

(T(z, 1),y — ) C(T(x, 12),y — x) + mad™ (pi1, j12) M By
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Also, we put me = M and 5 = 1. We need to show that
<T<x?/1’)7y1 - I> - <T(x7lu’)7y2 - $> + M“yl - y2l|BY

For each fixed z € E(N(\g)) and p € N(po),

(T, —2) = | (o -2

teT (z,pn)

= U (tyr — 2+ y2 — yo)
teT (z,p)

= U (t,yo — ) + U (t,y1 — o)
teT (z,u) teT (x,u)

Hence, the condition (iii) is verified, and so we obtain the result. |

For (PGVQVI), If we put Y = R,C = [0,+400), then (1.1.24) becomes to the following
parametric generalized quasi-variational inequality problem in the case of scalar valued one:

Find xg € K(xg, A) such that (t,y — o) > 0, Yy € K(xg,\), Vt € T(xo, ). (1.1.25)
Foreach A € N () and u € N(pp), let
EN)={reX:ze K(z,\)}.
The solution set of (1.1.25) is denoted by
Sgw()\,u) ={re€E\):(t,y—x)>0, Vye K(z,\), YVt € T(x,u)}.

For each A € N(Xg), pt € N(po) and fixed 1 € int C, the &;-solution set of (1.1.24) is

Sovi(&r, A p) = {95 € E(): inf  &(2) =20, Vye K(%)\)}'
ZG(T(.’L’,,U,),y—:@
It follows from Lemma 1 that 53, (€1, A, 1) coincides with S5y (A, ).

Corollary 17. Assume that Sg, (X, 1) is nonempty in a neigshbourhood N (Xg) % N (jug) of the
consider point (g, ft0) € A x M. Assume further that the conditions (i")-(iii") and (V') in Corollary
16 hold. Replace (V') by (iV").

(V") T(-, ) is h.B-Hlder strongly monotone, i.e., there exist constants h > 0, > 0, such
that for every x,y € E(N (X)) : © # v,

(u—v,2—y) > hllz —y|”, Yu € T(x),Yv € T(y).

Then for every (A, 1) € N(Xo) X N(uo), the solution of (PGVQVI) is unique, x(\, i), and this
function satisfies the Holder condition: for all (A1, i11), (A, 2) € N(Xo) X N (1)

oM, \7 Nma \?
dx (v(Ar, p1), (A2, p2)) < (W) 3P (A1, Ae) + (ﬁ]\;l“’) &P (1, o),
1 1

where x( X\, 1) € Sy (Niy i), i = 1,2.
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Proof. It is not hard to show that (iv") implies (iv). Indeed, for any =,y € E(N()\g)) with

T Fy,

hlle—yl” < (u—v,z—y)

- (u,x—y>+<v,y—x)
< sup (u,z —y)+ sup (v,y — )

ueT(z) veT(y)
— sup —(w,y—a)+ sup —(v,z —y)

u€eT (z) veT (y)
= — inf (u,y —x)— inf (v,z —

uET(z)< y > UET(y)< y>
< d| inf (u,y—2),Ry ) +d| inf (v,z—y), R, ].
< a(int o)) v int o)
Therefore, (iV') is satisfied O

Remark 18. Corollary 17 extends Corollary 3.1 in [?], since the mapping 7" is a multivalued
mapping.

1.1.2  Traffic equilibrium problems

The foundation of the study of traffic network problems goes back to Wardrop [?], who stated the
basic equilibrium principle in 1952. Over the past decades, a large number of efforts have been
devoted to the study of traffic assignment models, with emphasis on efficiency, and optimality,
in order to improve practicability, reduce gas emissions, and contribute to the welfare of the
community. The variational inequality approach to such problems begins with the seminal work
of Smith [?], who proved that the user-optimized equilibrium can be expressed in terms of a
variational inequality. Thus, the possibility of exploiting the powerful tools of variational analysis
has led to deal with a large variety of models, reaching valuable theoretical results and providing
applications in practical situations. In this paper, we are concerned with a class of equilibrium
problems which can be studied in the framework of quasi-variational inequalities, see [?, 7.

Let a set N of nodes, a set L of links, a set W := (W3,..., W) of origin-destination
pairs (O/D pairs for short) be given. Assume that there are r; > 1 paths connecting the pairs
W;,73=1,...,1, whose set is denoted by P;. Set m := 1 + - - -+ 1y; i.e., there are in whole m
paths in the traffic network. Let F':= (F}, ..., F,,) stand for the path flow vector. Assume that
the travel cost of the path Rs, s = 1,...,m, is a set Ts(F') C R,. So, we have a multifunction
T:R7? = R with T(F) == (T1(F), ..., T,n(F)). Let the capacity restriction be

FeA={FeR!:F,<Iy,s=1,...,m},

where Iy are given real numbers. Extending the Wardrop definition to the case of multivalued
costs, we propose the following definition.
A path flow vector H is said to be a weak equilibrium flow vector if

VW;, YR, € P;, R, € P;, there exists t € T(H) such thatt, < ts = H, =1, or H; =0,
(1.1.26)
where j =1,...,land ¢,s € {1,...,m} are among r; indices corresponding to P;.

A path flow vector H is said to be a strong equilibrium flow vector if

VW;, VR, € P;, Ry € P;, forallt € T(H) such thatt, <t;, = H, =1, or H; = 0.
(1.1.27)
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Suppose the travel demand p; of the O/D pair W;,j = 1,...,l, depends on the weak(or
strong) equilibrium problem flow H. So, considering all the O/D pairs, we have a mapping
p: R — ]Rﬂr. We use the Kronecker notation

1 ifsep;,
¢js: .
0 ifs¢P;.

Then, the matrix
¢={djs},i=1,....1,s=1,...,m,

is called an O/D pair/path incidence matrix. The path flow vectors meeting the travel demands
are called the feasible path flow vectors and form the constraint set, for a given weak(or strong)
equilibrium flow H,

K(H,\) :={Fe€A:¢F =p(H N}

Assume further that the path costs are also perturbed, i.e., depend on a perturbation param-
eter u of a metric space M: Ts(F,p),s =1,...,m.
Our traffic equilibrium problem is equivalent to a quasi-variational inequality as follows (see

[?D).

Lemma 19. A path vector flow H € K(H, \) is a weak equilibrium flow if and only if it is a
solution of the following quasi-variational inequality:

find H € K(H, \) such that there exists t € T(H, \) satisfying , (t, F—H) > 0, VF € K(H,\).

Lemma 20. A path vector flow H € K(H, \) is a strong equilibrium flow if and only if it is a
solution of the following quasi-variational inequality:

find H € K(H, \) such that for all t € T'(H, \) satisfying , (t, F — H) > 0, VF € K(H,\).

Corollary 21. Assume that solutions of the traffic network equilibrium problem exist and all
assumptions of Corollary 17 are satisfied. Then, in a neighborhood of (Ao, o), the solution is
unique and satisfies the same Hélder condition as in Corollary 17.

1.1.3 Quasioptimization Problem

For the normed linear space Y and pointed, closed and convex cone C' with nonempty interior,
we denote the ordering induced by C' as follows:

x<yiffy—xeC;
r<yiffy —x €int C.

The ordering > and > are defined similarly. Let g : X x M — Y be a vector valued mapping. For
each (A, ) € A x M, consider the problem of parametric quasi-optimization problem (PQOP)
finding xy € K (xg, A) such that

To, ) = min S ). (1.1.28)
g(zo,p) = min g(y,p)
Since the constraint set depends on the minimizer xy, this is a quasi-optimization problem. Setting
fz,y, 1) = g(y, n) — g(x, 1), (PVQEP) becomes a special case of (PQOP).
The following results are derived from Theorem 14 (Theorem 9 cannot be applied since
f(xyy,pw) + fly,z, 1) =0, Va,y € Aand p € M).
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Theorem 22. For (PQOP), assume that the solution exists in a neighbourhood N (Ag) x N (1)
of the consider point (g, o) € A X M. Assume further that the following conditions hold.

1. K(-,+)is (Iy - aq,ly - ag)-Hélder continuous on E(N(Xg)) X N(Ao);
2. Foreach xz,y € E(N (X)), F(z,y,-) is my - y1-HSlder continuous at g € M;

3. Foreach x € E(N(X\y)) and u € N(po), F(x,-,p) is my - ~o-Holder continuous on
E(N(X));

4. F(-,-,p) is h.B-Hélder strongly monotone with respect to &, i.e., there exist constants
h > 0,8 > 0, such that for every x,y € E(N(X\o)) : © # v,

hdiu,y)g( inf sq<z>,R+)+d( inf )sq<z>,R+);

2€F (z,y,p) 2EF (y,z,p

5 B =a1v2,h > 2msoLl]", where L := sup,cqq || A]] € [ﬁ, —1—00) is the Lipschitz constant
of {gonY.

Then for every (X, ) € N(Xg) X N(uo), the solution of (PVQGEP) is unique, x(\, i), and this
function satisfies the Hélder condition: for all (A1, p1), (A2, p2) € N(Aog) X N(pp)

2m2Ll;2

5 my L 5
dx(x(\ A < (SR ) geem/By 1 Jn/B
X($( 1,#1>a$( 2#2)) > <h 2m2u1ﬂ) A ( 1 2) (h 2m2Ll¥1 M (M,Mz),

where (A, jt;) € Sw (i, i), 0 =1, 2.

1.2 Lower semicontinuity of approximate solution mappings
for parametric generalized vector equilibrium problems

The vector equilibrium problem is a unified model of several problems, for example, the vector
optimization problem, the vector variational inequality problem, the vector complementarity
problem and the vector saddle point problem. In the literature, existence results for various types
of vector equilibrium problems have been investigated intensively, e.g., see [79, 80, 81, 82] and the
references therein. The stability analysis of the solution mappings for VEP is an important topic in
vector equilibrium theory. Recently, the semicontinuity, especially the lower semicontinuity, of
solution mappings to parametric vector equilibrium problems has been studied in the literature,
such as [83, 84, 85, 86, 90, 91, 93, 96, 94, 97, 98, 99]. In the mentioned results, the lower
semicontinuity of solution mapping to parametric generalized strong vector equilibrium problems
are established under the the assumptions of monotonicity and compactness. Very recently, Han
and Gong [95] studied the lower semicontinuity of solution mapping to parametric generalized
strong vector equilibrium problems without the assumptions of monotonicity and compactness.

On the other hand, exact solutions of the problems may not exist in many practical problems
because the data of the problems are not sufficiently “regular”. Moreover, these mathematical
models are solved usually by numerical methods which produce approximations to the exact
solutions. So it is impossible to obtain an exact solution of many practical problems. Nat-
urally, investigating approximate solutions of parametric equilibrium problems is of interest in
both practical applications and computations. Anh and Khanh [87] considered two kinds of ap-
proximate solution mappings to parametric generalized vector quasiequilibrium problems and
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established the sufficient conditions for their Hausdorff semicontinuity (or Berge semicontinuity).
Among many approaches for dealing with the lower semicontinuity and continuity of solution
mappings for parametric vector variational inequalities and parametric vector equilibrium prob-
lems, the scalarization method is of considerable interest. By using a scalarization method, Li and
Li [101] discussed the Berge lower semicontinuity and Berge continuity of a approximate solution
mapping for a parametric vector equilibrium problem.

Motivated by the work reported in [87, 101, 95], this paper aims to establish the efficient
conditions for the lower semicontinuity of an approximate solution mapping for a parametric
generalized vector equilibrium problem involving set-valued mappings. By using a scalarization
method, we obtain the lower semicontinuity of an approximate solution mapping for a such
problem without the assumptions of monotonicity and compactness.

Throughout this paper, let X and Y be real Hausdorff topological vector spaces, and let
Z be a real topological space. We also assume that C' is a pointed closed convex cone in
Y with its interior int C' # (). Let Y* be the topological dual space of Y. Let C* := {¢ €
Y*: (& y) > 0,Vy € C} be the dual cone of C, where (£, y) denotes the value of £ at .
Since int C' # (), the dual cone C* of C' has a weak* compact base. Let e € int C. Then,
B = {¢ € C*: (£ e) =1} isaweak* compact base of C*.

Suppose that K is a nonemmpty subset of X and F': K x K — 2Y\{0} is a set-valued
mapping. We consider the following generalized vector equilibrium problem (GVEP) of finding
zg € K such that

F(zo,y) CY\—-int C, VyeK. (1.2.1)

When the set K and the mapping F’ are perturbed by a parameter i which varies over a set M
of Z, we consider the following parametric generalized vector equilibrium problem (PGVEP) of
finding g € K (i) such that

F(zo,y,p) CY\—int C', Yy e K(u), (1.2.2)

where K : M — 2%\ {0} is a set-valued mapping, F': Bx Bx M C X x X x Z — 2"\ {0}
is a set-valued mapping with K(M) = {J,cp K(1) C B. For each e > 0, and u € M, the
approximate solution set of (PGVEP) is defined by

S(e,p):={x e K(u): Flx,y,n) +ee CY\—int C, Yy e K(u)},

where e € int C. For each & € B and (e,u) € RT x M, by gg(s,,u) we denote the &-
approximate solution set of (PGVEP), i.e.,

§5(5,u)::{x€K(u): inf  &(2)+¢e >0, VyEK(,u)}.

2E€F (z,y,11)

Definition 23. Let D be a nonempty convex subset of X. A set-valued mapping G : X — 2¥
is said to be :

1. C-convex on D if, for any z1,x9 € D and for any t € [0, 1], we have

tG(Il) + (1 - t)G(IQ) Q G(tl’l + (1 - t)Ig) + C.

2. C-concave on D if, for any x1, 29 € D and for any t € [0, 1], we have
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Definition 24. [95] Let M and M, be topological vector spaces. Let D be a nonempty subset
of M . A setvalued mapping G : M — 2M1 is said to be uniformly continuous on D ff,
for any neighborhood V' of 0 € M,, there exists a neighborhood Uy of 0 € M such that
G(z1) € G(xg) + V forany 1,29 € D with 27 — x5 € U.

Definition 25. [88] Let M and M; be topological vector spaces. A set-valued mapping G : M —
2M1 s said to be:

(i) Hausdorff upper semicontinuous (H-u.s.c) at ug € M if, for any neighborhood V' of 0 €
M, there exists a neighborhood U (ug) of ug such that

G(u) C G(ug) + V, forevery u € Ul(uy).

(i) Lower semicontinuous (L.s.c) at ug € M if, for any & € G(ug) and any neighborhood V
of z, there exists a neighborhood U (ug) of ug such that

G(u) NV £, forevery u € U(ug).

The following lemma plays an important role in the proof of the lower semicontinuity of the
solution mapping S(-, -).

Lemma 26. [89, Theorem 2] The union I' = Uiel I'; of a family of Ls.c set-valued mappings T';
from a topological space X into a topological space Y is also an l.s.c set-valued mapping from
X into'Y, where I is an index set.

1.2.1 Lower semicontinuity of the approximate solution mapping for (PGVEP)

In this section, we establish the lower semicontinuity of the approximate solution mapping for
(PGVEP) at the considered point (g, itg) € RT x M with g9 > 0.

Firstly, using the same argument as in the proof given in [100] Lemma 3.1, we can prove the
following useful result.

Lemma 27. For each € > 0, u € M, if for each x € K(p), F(x, K(p), u) + C is a convex set,
then _ _ _
Sem= J Sele.n) = Sele.m).
£eC*\{0} £eB;

Proof. Forany @ € Ueecn [0y Se(e, 1), there exists & € C*\{0} such that z € Se (e, ). Thus,
we can obtain that € K () and inf.cpgyn &'(2) +¢ > 0,Yy € K(u). Then, for each
y € K(u)and z € F(x,y, 1), & (2) + e > 0, which arrives that z ¢ —intC. It then follows that,
for each z € F(x,y, p),

F(x,y,pu) +ee CY\ —intC, Yy € K(p).

which gives that z € S(e, 11). Hence, Ueeen oy 55(5, 1) € S(e, ). Conversely, let = € S(e, )
be arbitrary. Then x € K(u) and F(z,y, ) +ce C Y\ —intC, Yy € K(u). Thus, we have

F(x, K(p), p) 0 (=intC) = 0,

and hence,
(F(z, K(p), ) + C) N (—intC) = 0.
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Because F'(x, K (), 1) + C'is a convex set, by the well-known Edidelheit’s separation theorem
(see[92], Theorem 3.16), there exists a continuous linear functional ¢ € Y*\{0} and a real
number v such that

§(6) <7y <&z +0),

forall z € (F(z, K(u),pn),c € C and ¢ € —intC. Since C' is a cone, we have £(¢) < 0
for all ¢ € —intC. Thus, £(¢) > 0 for all ¢ € C, thatis, & € C*. Moreover, it follows from
c € C,¢ € —intC and the continuity of £ that £(z) +¢& > 0 for all z € F(x, K(u), ). Thus,
forall y € K(u), we have inf.ep(zymé(2) +¢ >0, ie, x € §5(€,,u) C Useer\ioy §§(€,u).
0

Theorem 28. We assume that for any given & € B, there exists 6 > 0 such that the &-
approximate solution set Se(-, -) exists in [g9,d) X N(po), where N(p) is a neighborhood of
Wo. Assume further that the following conditions are satisfied :

1. K(po) is nonempty convex;
2. K is H-us.c at py and ls.c at po;
3. forany y € K(up), F(-,y, po) is C-concave on K (jup);
4. F(-,-,-) is uniformly continuous on K (M) x K(M) x N (up).
Then, the £-approximate solution mapping §5 : [20,0) X N(po) — 2% is Ls.c at (o, o).

Proof. Suppose to the contrary that §5(-, -)isnot Ls.c at (g9, o), then there exist xg € gg(éo, o)
and a neighborhood W, of 0x € X, for any neighborhoods J(gg) and U(pg) of £ and py,
respectively, there exist &’ € J(go)N[eo, 8) and 11/ € U (p10) such that (xg+Wo)NSe(e’, 1) = 0.
In particular, there exist sequences {e,} | €9 and {u,} — 1o such that

(o + Wo) N Se(en, i) = 0, Vn e N. (1.2.3)
For the above W), there exists a neighborhood W, of Ox € X such that
Wi+ W, CW. (1.2.4)
We define a &-set-valued mapping H : [0,6) — 2% by

He(e) ={r € K(po): inf &(2)+e+¢e0>0, Vye K(uo)}, € €[0,0).

ZeF(ZE,y“LL())

Notice that H¢(0) = §§(50, o) # 0. Next, we claim that H is Ls.c at 0. Suppose to the contrary
that He is not Ls.c at 0, then there exist Z € H¢(0) and a neighborhood Oy of 0x € X, for any
neighborhood U of 0, there exists € € U such that (Z + Op) N He(g) = 0. In particular, there
exists a nonnegative sequence {e} } | 0 such that

(4 Oo) N He(el,) =0, VneN. (1.2.5)

Since He(0) # 0, we choose * € He(0). Since €], — 0, there exists &/, such that

£ e &

T4+ ——0" =14+ —"—(2" —7) € 2+ O. (1.2.6)
g0 + &5, €0 + &5, g0 + &,
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We claim that —2—7 + —"0g* ¢ He(e;,,)- Infact, since & € He(0) and z* € H¢(0), for any
0

50+€§L0 eo+el,
y € K(po), we have infie p(z y,u0) §(t) +€0 > 0 and infre pize g u0) (k) + €0 > 0. Then, for any
u € F(Z,y, o)

o o
—&(u) + ———¢09 > 0, (1.2.7)
80+€%0€( ) €0+€;L0 0=
and for any v € F(x*,y, po)
el el
——{(v) + —"—¢¢ > 0. (1.2.8)
€0 + Ex, €0 T En,

By the C-concavity of F'(+,y, 1), we have that

/

o) _ 5;1 €o _ En
F T+ C—x* vy, C —F(z,y, + ——F(z",y, + C.
<eo+5§m g0 + &5, y’uo)_eoqtsgm (7.9 to) g0 + €7, (@4 o)

/
€o _ €n0

T
/ /
€0+ €no €o + €no

It follows that, for any w € F < x*,y, ,uo), there exist z € F(Z,y, 1),

/
€0 - Eno

—Z —2" + c. It follows from
Eo + €n0 o + 677,0

z* € F(z*,y,uo) and ¢ € C such that w =

/

cotel %Og(z) - ﬁaz*) = ¢£() > 0, which gives that £(w) >

—&(2) + —6410 &(z*). Forallw € F 0 g + 8410 Y, by (1.2.7) and
z zZ ). roraltw T T , Z.()an
g0 + &, €0 + € g0 + &, goteh, Y Ho ) DY

(1.2.8), we have,

linearlity of £ that {(w) — =0

€0

no

80 8;10 60 / /
w) > —————g— —20 g =———(e +e9) > —(c +ep).
{w) = o0 + &), 0 €0 + €, 0 80+5;10< no +€0) 2 —(En, + 0)

This implies that inf p ) £(2)+el, +20 > 0, thatis —20—7 4 fng ok o

e n eote! eote!
zeF | —%—73+—"0 o>y ngo ng
(60+5%0 EO+E’n0 Y10

He(e,,)- By (1.2.6), we get that 20—+ o gt € (z+00)NHe (e}, ), which contradicts (1.2.5).

! /
€0 +€n0 ao—i—ano

Therefore, He is Ls.c at 0. Since He is Ls.c at 0, for above zq € Se (e, 1) = He(0) and for above
W1, there exists a balanced neighborhood V; of 0 such that (zg + W1) N He(e) # 0, Ve € V.
In particular, from {e,,} | €o, there exits Ny € N such that (xg + W) N He(en, — €0) # 0. Let
7 e (l’o + Wl) N Hg(éNO — 80).

For any € > 0, since e € intC|, there exists g > 0 such that

SoBy +2e C C. (1.2.9)

Since F(+, -, -) is uniformly continuous on K (M) x K (M) X N(uy) , for above dy By, there exists
a neighborhood V; of 0 € B, a neighborhood U; of 0 € B and a neighborhood N; of 0 € M,
for any (w1, Y1, p11), (T2, Y2, p2) € K(M) x K(M) x N(ug) with z; — 29 € V1,41 — y2 € Uy
and iy — po € Ny, we have

F(x1,y1, 1) C 0o By + F(x2,y2, f12). (1.2.10)
Since K is H-u.s.c. at pug, for above Uy, there exists a neighborhood Uy (pg) of 1o such that

K(p,) Q K([Lo) —+ Ul, ‘v’,u - Ul(,uo) (1.2.11)
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We see that 2’ € K (ug). Since K is Ls.c. at pg, for Vi N W7, there exists a neighborhood Us (o)
of pg such that

(@ +VinW)NK(u) #0, Yu e Ux(uo). (1.2.12)

It follows from i, — o that there exists a positive integer N/ > Ny such that KNy € Ur(po) N
Us(p0) NU (o) N (1o + N1). Noting that (1.2.11) and (1.2.12), we obtain

K(;LN(;) - K(,U()) —|-U1, (1.2.13)
and
(2" +VinWi) N K (ung) # 0. (1.2.14)
By (1.2.14), we choose
g e (o +Vin W) N K (). (1.2.15)

Next, we prove that 2" € §§(5N6>“N6)' For any 3" € K (), by (1.2.13), there exists yo €
K (o) such that ' — yo € Uy. It follows from (1.2.15) that 2" — 2’ € V}. Noting that BNy €
U(po) N (o + N7) and (1.2.10), we have

F(x,la yla ,UN(’)) - (5OBY + F($/, Yo, ,uo)

By (1.2.9), we have

F(@"y, uny) € C — e+ F(2', yo, f1o)- (1.2.16)
Hence, for any y € K (uy;) and 2" € F(2",y', uny ), there exist ¢ € C and 2’ € F(a',y, o)
such that

=c"—¢ce+ 7.
It follows from the linearity of £ that §(2") +& > £(2') for all € > 0. This leads to {(2") > §(2').
Thus
§(2") +eny > E(2) +eny = E(2) + (eny —0) + €0 > 0.

Hence 2" € §5(6N6, piny)- Also, since @' € (x + W1) and by (1.2.4) and (1.2.15), we have
SL’”ELCI—F%le §x0+W1+W1 §x0+W0.

This mean that (zo + Wy) N §§(€N6,HN6) # (), which contradicts with (1.2.3). This completes
the proof. U []

Theorem 29. We assume that for any given & € By, there exists § > 0 such that the ap-
proximate solution set gg(-, -) exists in [g9,0) X N (o). Suppose that the conditions (i)-(iv) as
in Theorem 1 are satisfied. Assume further that for each x € K(uo), F(x, K(uo), o) + C'is
a convex set. Then, the approximate solution mapping S : [€0,0) X N(uo) — 2% is Ls.c at
(€0, tto)-

Proof. Since F'(x, K (o), o) + C'is a convex set for each x € K (1), by virtue of Lemma 27, it
holds that S(eo, t0) = Uge g Se(€os o). It follows from Theorem 1 that foreach § € B, Se(-, )

is Ls.c at (0, fto). Thus, in view of Lemma 26, we obtain that S(-, ) is Ls.c at (g9, o). O [

The following example illustrates all of the assumptions in Theorem 29.
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Example 30. Let Y = R*,C' = R% = {(21,22) € R* : 21 > 0,25 > 0} and Z = X = R.
Let B (0,1) be the closed ball of radius 1/2 in R% Let B = [-2,2], M = [-1,1] and the
set-valued mapping F': B x B x M — 2¥ be defined by

F(a,y, 1) = (w(z,y, p), v(,y, 1)) + B(0,1/2),
where w(z, y, p) = y*(2*—1)+x(y—z+1)—3y+2and v(z, y, ) := y*(2"—1)—2?+2zy+3.
Define a set-valued mapping K : M — 2% forallu € M, by K(u) := [—2+p,2+pu]N[-2,2].
We choose e = (1,1) € intC, gg = 2.5, g = 0 and { = (1,0). We can see that Bf; ;) =
{(z1,29) : x1 + 29 = 1, 21,29 > 0} and 1 € §(170)(€0,0). Further, for any u € (—1, 1) there
exists ¢ € [2.5,4.5) such that 1 € §(1,0)(€,M)- Hence, g(w)(-, -) exists in [2.5,4.5) x [—1,1].
It is easy to observe that for any y € K(0), F(-,4,0) is C-concave on K(0). Clearly, the
condition (ii) is true. It is obvious that K (M) = [—2,2]. Let N(uo) = [—1, 1], we can see that
F(-,-,) is uniformly continuous on K (M) x K (M) x N(up). Finally, we can check that for
each z € [~2,2], F(z,[~2,2],0) 4+ C is a convex set. Applying Theorem 29, we obtain that S
is Ls.c at (2.5,0). O

The following example illustrate that the concavity of F' cannot be dropped.

Example 31. Let Y = R*> C =R? and Z = X = R. Let B = [-2,2], M = [—1,1] and the
set-valued mapping F' : B x B x M — 2Y be defined by

F(x,y,pn) = [pa(r —y) —0.5,2] x {z(z —y) — 0.5}
Define a set-valued mapping K : M — 2%, forall u € M, by K(u) := [0,1]. We choose
e=(1,1) € intC, g9 = 0.5, o = 0. Then, all assumption of Theorem 29 are satisfied except
(iii). Indeed, takingy =1, xy = 0,25 = 1 and t = 0.5, we have
(—2.5,—0.25) = (-0.5,—-0.75) — 0.5(2,—0.5) — 0.5(2, —0.5)
€ [-0.5,2] x {-0.75} — 0.5([—0.5,2] x {—0.5})
—0.5([-0.5,2] x {—0.5})
€ F(0.5(0)+0.5(1),1,0) — 0.5F(0,1,0) — 0.5F(1,1,0)
= F(0.5,1,0) — 0.5F(0,1,0) — 0.5F(1,1,0),

but (—2.5,—0.25) ¢ C. The direct computation shows that
{0,1}, ifue(0,1],
S(eo,p) =< [0,1], ifpu=0, (1.2.17)
{0}, if we[—1,0).

Clearly, we see that S(-,-) is even not Ls.c at (g, fto), since F(-,, jio) is not C-concave on
K (o).

1.3 Well-posedness by perturbations for the hemivariational
inequality governed by a multi-valued map perturbed
with a nonlinear term

It is well known that the well-posedness is very important for both optimization theory and
numerical methods of optimization problems, which guarantees that, for approximating solution
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sequences, there is a subsequence which converges to a solution. The study of well-posedness
originates from Tikhonov [137], which means the existence and uniqueness of the solution and
convergence of each minimizing sequence to the solution. Levitin-Polyak [122] introduced a new
notion of well-posedness that strengthened Tykhonov’s concept as it required the convergence
to the optimal solution of each sequence belonging to a larger set of minimizing sequences.

Another important notion of well-posedness for a minimization problem is the well-posedness
by perturbations or extended well-posedness due to Zolezzi [142, 143]. The notion of well-
posedness by perturbations establishes a form of continuous dependence of the solutions upon
a parameter. There are many other notions of well-posedness in optimization problems. For
more details, see, e.g., [142, 143, 103, 107, 112, 116, 119, 128, 133, 138, 140]. Meanwhile, the
concept of well-posedness has been generalized to other varia- tional problems such as vari-
ational inequalities [106, 111, 113, 114, 125, 126, 127, 128], saddle point problems [104], Nash
equilibrium problems [127, 129, 130, 131, 132, 134], equilibrium problems [115], inclusion prob-
lems [123, 124] ,and fixed point problems [123, 124, 141]

Lucchetti and Patrone [128] introduced the notion of well-posedness for variational inequali-
ties and proved some related results by means of Ekeland’s variational principle. From then on,
many papers have been devoted to the extensions of well-posedness of minimization problems
to various variational inequalities. Lignola and Morgan [126] generalized the notion of well-
posedness by perturbations to a variational inequality and established the equivalence between
the well-posedness by perturbations of a variational inequality and the well-posedness by per-
turbations of the corresponding minimization problem. Lignola and Morgan [127] investigated the
concepts of a-well-posedness for variational inequalities. Del Prete et al. [111] further proved
that the a-well-posedness of variational inequalities is closely related to the well-posedness of
minimization problems. Recently, Fang et al. [117] generalized the notions of well-posedness
and a-well-posedness to a mixed variational inequality. In the setting of Hilbert spaces, Fang
et al. [117] proved that under suitable conditions the well-posedness of a mixed variational in-
equality is equivalent to the existence and uniqueness of its solution. They also showed that the
well-posedness of a mixed variational inequality has close links with the well-posedness of the
corresponding inclusion problem and corresponding fixed point problem in the setting of Hilbert
spaces. Very recently, Fang et al. [116] generalized the notion of well-posedness by perturbations
to a mixed variational inequality in Banach spaces. In the setting of Banach spaces, they estab-
lished some metric characterizations, and showed that the well-posedness by perturbations of a
mixed variational inequality is closely related to the well-posedness by perturbations of the cor-
responding inclusion problem and corresponding fixed point problem. They also derived some
conditions under which the well-posedness by perturbations of the mixed variational inequality
is equivalent to the existence and uniqueness of its solution.

On the other hand, the notion of hemivariational inequality was introduced by Panagiotopou-
los [135, 136] at the beginning of the 1980s as a variational formulation for several classes of
mechanical problems with nonsmooth and nonconvex energy super-potentials. In the case
of convex super-potentials, hemivariational inequalities reduce to variational inequalities which
were studied earlier by many authors (see e.g. Fichera [118] or Hartman and Stampacchia [120]).
Wangkeeree and Preechasilp [139] also introduced and studied some existence results for the
hemivariational inequality governed by a multi-valued map perturbed with a nonlinear term
in reflexive Banach spaces. Recently Ceng et al. [105] considered an extension of the notion
of well-posedness by perturbations, introduced by Zolezzi for a minimization problem, to a
class of variational-hemivariational inequalities with perturbations in Banach spaces. Under very
mild conditions, they established some metric characterizations for the well-posed variational-
hemivariational inequality, and proved that the well-posedness by perturbations of a variational
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hemivariational inequality is closely related to the well-posedness by perturbations of the cor-
responding inclusion problem. Furthermore, in the setting of finite-dimensional spaces they also
derived some conditions under which the variational-hemivariational inequality is strongly gen-
eralized well-posed-like by perturbations.

The aim of this paper is to introduce the new notion of well-posedness by perturbations
to the hemivariational inequality governed by a multi-valued map perturbed with a nonlinear
term (HVIMN) in Banach spaces. Under very suitable conditions, we establish some metric char-
acterizations for the well-posed (HVIMN). In the setting of finite-dimensional spaces, the strongly
generalized well-posedness by perturbations for (HVIMN) are established. The example illustrat-
ing main results is established. Our results are new and improve recent existing ones in the
literature.

Let K be a nonempty, closed and convex subset of a real reflexive Banach space E with
its dual £*, ' : K = 27" a multivalued mapping. Let € be a bounded open set in RY,
T : E — L9(Q;R¥) alinear continuous mapping, where 1 < ¢ < 0o,k > landj : QxRF — R
a function. We shall denote @ := T'u, j°(x,y; h) denotes the Clarke’s generalized directional
derivative of a locally Lipschitz mapping j(z,-) at the point y € R¥ with respect to direction
h € R¥, where x € Q.

For the given bifunction f : K x K — [—o0,+00] imposed the condition that the set
Di(f)={ue K: f(u,v) # —o0, Yv € K} is nonempty, Wangkeeree and Preechasilp [139]
introduced and studied the existence of a solution for the following hemivariational inequality
governed by a multi-valued map perturbed with a nonlinear term

Find u € Dy(f) and u* € F(u) such that
(HVIMN) < (u*, v —u) + f(u,v) + [, j°(z, 4(x); 9(x) — @(z))dz > 0, (1.3.1)
Yo € K.

Now, let us consider some special cases of the problem (1.3.1). If f(u,v) = ¢(v) — ¢(u),
where ¢ : X — R U {+o0} is a proper, convex and lower semicontinuous function such that
K, = K Nndom¢ # 0, then Dy(f) = K, and (1.3.1) is reduced to the following variational-
hemivariational inequality problem: Find u € K, such that

(u*;v —u) + ¢(v) — o(u) + /Qj(x,ﬁ(:c); 0(x) —u(x))de >0, YveK. (1.3.2)

The problem (1.3.2) was studied by Costea and Lupu [109] by assuming that £' is monotone and
lower hemicontinuous and several existence results were obtained. Furthermore, if F' = 0 and
f(u,v) = Au,v) — (g*,v — u), where A : K x K — R and g* € X*, then (1.3.1) reduces to
the problem: Find v € K such that

Au,v) + /Qj(:c,ﬂ(x),@(:c) —a(x))dx > (¢*,v —u), VveK. (1.3.3)

The problem (1.3.3) was studied by Costea and Radulescu [110] and it was called nonlinear
hemivariational inequality (see also Andrei and Costea [102] for some applications of nonlinear
hemivariational inequalities to Nonsmooth Mechanics).

Now, suppose that L is a parametric normed space, P C L is a closed ball with positive
radius p* € Pis a fixed point. Let F': P x K — 2E" be multivalued mapping. Let T : Px E —
LP(Q; R¥) be a linear continuous mapping, where 1 < p < oo,k >1landj: Px QxRF - R
a function. We denote };(x, y; h) denotes the Clarke’s generalized directional derivative of a
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locally Lipschitz mapping }(p, z,-) at the point y € R* with respect to direction h € R¥. For
the given bifunction f : P x K x K — [—00, +00], we assume the condition

Di(f) ={u € K|f(p",u,v) # —00,Vv € K} # 0.
The perturbed problem of the HVIMN (1.3.1) is given by

Find u € D ( ~)~ and u* € F(p*,u) such that
(HV”\ANP*) <U*, v = U> + f(p*v u, U) + fQ j;;(ﬂf, ﬂ(x)a ,{](x) o ﬁ(.ﬁl]))dl’ Z 07 (134)
Vv e K.

Let 0j : E — 2E"\ {0} denote the Clarke’s generalized gradient of locally Lipschitz functional
j (see [108]). That is

9j(x) = {¢ € B*: (€,v) < j°(x,y),Vy € E}.
The following useful results can be found in [108].

Proposition 32. Let X be a Banach space, x,y € X and J be a locally Lipschitz functional
defined on X. Then

(i) The function y w j°(z,y) is finite, positively homogeneous, subadditive and then convex
on X,

(i) 7°(x,y) is upper semicontinuous as a function of (x,y), as a function of y alone, is
Lipschitz continuous on X;

(iii) jo(xv _y) = (_j)o(xv y)7
(iv) 0j(z) is a nonempty, convex, bounded, weak*compact subset of X*;

(v) Forevery y € X, one has
7°(2,y) = max{(¢,y) : £ € Jj(x)}.

Definition 33. The set-valued map F' is said to be

1. upper semicontinuous (usc) at © € dom F' if for any open set U satisfying F(z) C U,
there exists a 0 > 0 such that F(y) C U, for every y € B(x,0);

2. lower semicontinuous (lsc) at 2 € dom F if for any open set U satisfying F(x) N U # 0,
there exists a 0 > 0 such that F(y) N U # (), for every y € B(x,0);

3. closed at © € dom F' if for each sequence {x,} in X converging to x and {y,} in Y
converging to y such that y,, € F(x,), we have y € F(x).

If S C X, then F'is said to be usc (lsc, closed respectively) on the set S if F'is usc (lsc,
closed respectively) at every x € dom F'N S.

Remark 34. An equivalent formulation of Definition 33(ii) is as follows: F'is said to be lsc at x €
dom F' if for each sequence {z,} in dom F' converging to x and for any y € F(x), there exists
a sequence {y,} in F(x,) converging to y.
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Definition 35. (see [121]) Let .S be a nonempty subset of X. The measure, say u, of noncom-
pactness for the set S is defined by

pu(S) :=inf{e > 0:5 C UL,S;, diam|S;| <e,i=1,2,...,n, for some integer n > 1},
where diam|.S;| means the diameter of set .S;.

Definition 36. (see[121]) Let A, B be nonempty subsets of X. The Hausdorff metric H(-, ")
between A and B is defined by

H(A, B) = max{e(A, B),e(B, A)},
where e(A, B) := sup,e 4 d(a, B) with d(a, B) = infyep ||a — b||.

Let {A,,} be a sequence of nonempty subsets of X. We say that A,, converges to A in the
sense of Hausdorff metric if H(A,, A) — 0. It is easy to see that e(A,, A) — 0 if and only if
d(a,,A) — 0 for all section a,, € A,. For more details on this topic, we refer the readers to
[121].

1.4 Well-posedness by perturbations and metric characteri-
zations

In this section, we generalize the concepts of well-posedness by perturbations to the variation-
alhemivariational inequality and establish their metric characterizations. In the sequel we always
denote by — and — the strong convergence and weak convergence, respectively. Let a > 0
be a fixed number.

Definition 37. Let {p,} C P be such that p, — p*. A sequence {u,} C Eis called an a-
approximating sequence corresponding to {p, } for HVIMN (1.3.1) if there exist a sequence {&, }
of nonnegative numbers with &, — 0, u’ € F(pp,u,) such that u,, € Dy(f), and

(urp, v —up) + f(Pn, Un,v) + / j;n(:p,ﬂn(x); 0(x) — Uy (x))dx
Q
> —%Hv — e, WEK

for each n > 1. Whenever a = 0, we say that {u, } is an approximating sequence corresponding
to {pn} for HVIMN (1.3.1). Clearly, every as—approximating sequence corresponding to {p,,} is
oy —approximating sequence corresponding to {p,, } whenever a; > s > 0.

Definition 38. We say that HVIMN (1.3.1) is strongly (resp., weakly) a—well-posed by perturbations
if

() HVIMN (1.3.1) has a unique solution

(i) forany {p,} C P with p, — p*, every a—approximating sequence corresponding to {p, }
converges strongly (resp., weakly) to the unique solution.

In the sequel, strong (resp., weak) 0—well-posedness by perturbations is always called as
strong (resp., weak) well-posedness by perturbations. If ay > s > 0, then strong (resp., weak)
a1 —well-posedness by perturbations implies strong (resp., weak) ao—well-posedness by pertur-
bations.
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Definition 39. We say that HVIMN (1.3.1) is strongly (resp., weakly) generalized a—well-posed by
perturbations if

(i) HVIMN (1.3.1) has a nonempty solution set S

(i) forany {p,} C P with p, — p*, every a—approximating sequence corresponding to {p,, }
has some subsequence which converges strongly (resp., weakly) to some point of S

In the sequel, strong (resp., weak) generalized 0—well-posedness by perturbations is always
called as strong (resp., weak) generalized well-posedness by perturbations.

If ; > g > 0, then strong (resp., weak) generalized a3 —well-posedness by perturbations
implies strong (resp., weak) generalized ay—well-posedness by perturbations.

To derive the metric characterizations of a-well-posedness by perturbations, we consider the
following approximating solution set of HVIMN (1.3.1):

Qu(e) = U {u e Di(f),u" € F(p,u) : (u*,v—u) + f(p,u,v)

+/5;(I7ﬂ(x),@(x) —a(x))dx > —%Hv —u|*—¢e,Yv e K.}
Q

when B(p*, ) denotes the closed ball centered at p* with radius €. In this section, we assume
that @ is a fixed solution of HVIMN (1.3.1). Define

0(e) = sup{|ju — u|| : v € Qu(e)}, Ve >0.

It is easy to see that 0(e) is the radius of the smallest closed ball centered at u containing
Q. (g). Now, we give a metric characterization of strong a-well-posedness by perturbations by
considering the behavior of #(g) when ¢ — 0.

Theorem 40. HVIMN (1.3.1) is strongly a—well-posed by perturbations if and only if 6(g) — 0
as e — 0.

Proof. Assume that HVIMN (1.3.1) is strongly a—well-posed by perturbations. Then @ € F is the
unique solution of HVIMN (1.3.1). Suppose to the contrary that (¢) /4 0 as e — 0. There exist
0> 0and 0 < g, — 0 such that

0(en) > > 0.

By the definition of 6, there exists u,, € Q4(€,,) such that

n — || > 0. (1.4.1)

Since u, € Q4 (e,), there exist p, € B(p*,e,),u € F(pn,u,) such that

~o N N N a
<UZ,U - un> + f(pnaunav) + /Q]pn(x7un($); U(ZE) - un(x))dx > _EHU - un||2 -8

foral v € K and n > 1. Since p, € B(p*,e,), we have p, — p*. Then {u,} is an «
approximating sequence corresponding to {p, } for HVIMN (1.3.1). Since HVIMN (1.3.1) is strongly
a—well-posed by perturbations, we can get that ||u,, — || — 0, which leads to a contradiction
with (1.4.1).

Conversely, suppose that 8() — 0 as ¢ — 0. Then u € E is the unique solution of HVIMN
(1.3.1). Indeed, if @ is another solution of HVIMN (1.3.1) with 4 # @, then by definition,

0(c) > ||a—a >0, Ve >0,
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a contradiction. Let p, € P be such that p, — p* and let {u,} be an a—approximating
sequence corresponding to {py } for HVIMN (1.3.1). Then there exist 0 < &, — 0, u;, € F(pp, uy)
such that u,, € D;(f) and

(0 = ) + F(Prs iy ) + / 3o (@, n(2); 0(2) — fin(2))de
Q
«
2 _5”'0 - un||2 - 6717

forallv € K and n > 1. Take 0, = ||p, — p*|| and €/, = max{d,,e,}. It is easy to verify that
U, € Qq(el) with €/, — 0. Put
tn = |lun — @l

by definition of #, we can get that
0(e,) = tn = |lun — ull.

Since 0(el,) — 0, we have ||u,, —u|| — 0asn — oco. So, HVIMN (1.3.1) is strongly a—well-posed
by perturbations. U []

Now, we give an example to illustrate Theorem 40.

Example 41. Let E = R,P = [-1,1],K = R,p* = 0, = 2, F(p,u) = {2u},j =
0, f(p,u,v) = (1 — @)M forall p € P,u,v € K. Clearly u = 0 is a solution of HVIMN
(1.3.1). Forany € > 0, it follows that

(P*+1)7 ,

M) = {uef)l(f),u*EF(p):(u*,v—u)+u2—Tu > —(v—u)?—¢e YveK}
2 12
= {ueR:Qu(v—u)—FuQ—%qu—(v—u)Q—e, Yu € R}
2 12
= {uGR:—u2+2uv—(p—§ )u2>—(v—u)2—6, Vv € R}
2 12
= {uER:vQ—(v—uf—%@ﬁ2—(v—u)2—6, Vv € R}
2 12
= {uER:—zﬂ—l—%tﬂg—I—s, You € R}
_2yE 2\/5}
p2+1’p2+1 ’

Therefore,

Qe = | 2 =|-2vE2v4,

pEB(0,e)

for sufficiently small € > 0. By trivial computation, we have
0(c) = sup{u —u* 1 u € Qu(e)} =2/ — 0 ase — 0.
By Theorem 40, HVIMN (1.3.1) is 2-well-posed by perturbations

To derive a characterization of strong generalized a—well-posedness by perturbations, we
need another function g which is defined by

q(e) = e(Qa(¢), 5), Ve 20,

where S is the solution set of HVIMN (1.3.1) and e is defined as in definition 36.
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Theorem 42. HVIMN (1.3.1) is strongly generalized a—well-posed by perturbations if and only
if S'is nonempty compact and q(¢) — 0 as € — 0.

Proof. Assume that HVIMN (1.3.1) is strongly generalized a—well-posed by perturbations. Clearly,
S'is nonempty. Let {u,} be any sequence in S and {p,} C P be such that p,, = p*. Then {u,}
is an a-approximating sequence corresponding to {p, } for HVIMN (1.3.1). Since HVIMN (1.3.1) is
strongly generalized a—well-posed by perturbations, we have {u,} has a subsequence which
converges strongly to some point of S. Thus S is compact. Next, we suppose that ¢(¢) /4 0 as
e — 0, then there exist [ > 0,0 < &, — 0 and u,, € Q,(g,) such that

u, € S+ B(0,1), Vn > 1. (1.4.2)

Since u, € Qa(en), there exist p, € B(p*,¢),u’, € F(pp,uy) such that u, € Di(f) and

(ur v —up) + f(Pn, Un,v) + /ngn(x,ﬂn(x),@(x) — Uy (z))dx > —%HU .

forall v € K and n > 1. Since p, € B(p*,e,), we have p, — p*. Then {u,} is an « ap-
proximating sequence corresponding to {p,} for HVIMN (1.3.1). Since HVIMN (1.3.1) is strongly
generalized a—well-posed by perturbations, there exists a subsequence {uy, } of {u,} converg-
ing strongly to some point of S, which leads to a contradiction with (1.4.2) and so ¢g(g) — 0 as
e —0.

Conversely, we assume that S is nonempty compact and g(¢) — 0 ase — 0. Let {p,,} C P
be such that p, — p* and let {u, } be an a—approximating sequence corresponding to {p, }.
Take €], = max{e,, [[pn, — p*||}. Thus €}, — 0 and x,, € Q,(g,). It follows that

d(un, S) > e(Qu(e)),S) =q(e)) — 0.

n

Since S is compact, there exists u,, € S such that
|lwn, — Uy || = d(zp, S) — 0.

Again from the compactness of S, {u,,} has a subsequence {u,, } which converges to @. Thus
HVIMN (1.3.1) is strongly generalized a—well-posed by perturbations. U []

The following example is shown for illustrating the metric characterizations in Theorem
42.

Example 43. Let £ = R,P = [-1,1],K = R,p* = 0,a = 2, F(p,u) = {2u},j =

0, f(p,u,v) = (1 — W)zﬁ forall p € Pu,v € K. Itis easy to see that u = 0 is a

solution of HVIMN (1.3.1). Repeating the same argument as in Example 41, we obtain that

Qe = | 2o =|-2vE2vE,

peB(0,¢)

for sufficiently small € > 0. By trivial computation, we have

q(e) = e(Q(€),S) = sup d(u(e),S) - 0ase—0.

u(€)EQa(€)

By Theorem 42, HVIMN (1.3.1) is strongly generalized ae—well-posed by perturbations.
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The strong generalized a-well-posedness by perturbations can be also characterized by the
behavior of the noncompactness measure (2, (¢€)).

Theorem 44. Let L be finite-dimensional, jp °(x,y) be upper semicontinuous as a functional of

(p,z,y) € P X E x Eand f is convex. Let Fis closed on P x K and f be continuous on
P x K x K. Then HVIMN (1.3.1) is strongly generalized ae—well-posed by perturbations if and
only if Q4(g) # 0,Ve > 0 and u(Q(g)) = 0as e — 0.

Proof. First, we will prove that €2,(¢) is closed for all e > 0. Let {u, } C Qa(c) with u, — .
Then there exist p, € B(p*,¢),u’, € F(py,uy) such that u, € D (f) and

(10 = ) + F (s 0) + / T (80 (2); 9(2) — () = =5 o = ] — 143

forallv € K and n > 1. Without loss of~generality, we may assume that p, — p € B(p*,¢)
because L is finite dimensional. Since j,(x,y) is upper semicontinuous as a functional of
(p,z,y) € P x E x E. Hence it follows from (1.4.3) and the continuity of f that

(u*, v —a) + f(p,a,v) + / 5;(% Un(2); 0(x) — Uy (2))dx

Q

> limsup(uj, v — ) + f(pn, tn, v) + / I (0, U (2); 0 () — i () de
Q

n—oo

> lim sup ——HU — un|® —¢,
n—oo

= —§Hv —l|* —¢ Yo € K.

Thus @ € ,(g). Hence Q,(¢) is closed.
Next, we show that

S =) Wl(e). (1.4.4)

e>0

It is easy to see that S C M.~ (€). Thus, we show that N.~o(e) C S. Let 4 € Nes00a(€).
Let {e,,} be a sequence of positive real numbers such that £, — 0. Thus

u € Qu(en)

and so there exist p,, € B(p*,e,) and u* € F(p,, @) such that @ € Dy(f) and
~ ~ ~ ~ (0}
(w0 = @)+ Flpus,0) + [ G (@82} 6(0) - i) do = =G o= alf ~ 20, 145)
0

forallv € K and n > 1. It is easy to verify that p,, — p*. Taking limit as n — oo, we can get
that

A

@mv—m+fwwyﬁ/f@j@xm@—u@»w

Q
= (u",v—1u)+ f(p*,a,v) + /sz (z,u(x); 0(x) — u(x))dx

—%W—@W,VUEK (1.4.6)
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Since F'is closed on P x K, we have u* € F(@) and for any z € K and t € (0,1), letting
v=1u+t(z —u)in (1.4.6), we can get from T'is linear, f is convex and definition of j° that

tu*, z —u) +tf(u,z) + / 3% (x, u(z); 0(z) — u(z))dx

Q

> t(u*, z —u) + fu,u+t(z—u)) + / 7% (x,u(z); 2(z) — u(x))dr
Q
z =~ lle - all*.
This implies that

P i(@): (@) — di(x))dr > —%tHz _a|? VzeK.

(u*,z — u) +tf(a,z)+/

Q

As t — 0 in the last inequality, we get

(u*;z—uy+tf(a,z)+ /Qjo(x,&(:v);@(x) —t(z))dx >0 Vze K,

Hence u € .S and thus (1.4.4) is proved. Next, we suppose that HVIMN (1.3.1) is strongly general-
ized a—well-posed by perturbations. By Theorem 42, we can get that S is nonempty compact
and ¢(e) — 0. Since S C Q,(¢) for all € > 0, we have

Qale) #0, Ve >0.
We observe that for each € > 0,
H(Q4(¢),8) = max{e(Q,(¢),5),e(S, ()} = e(Qu(e),S).
By the compactness of .S, we have
(0 ()) < 2H(Qu(2), 5) = 2q(e) — 0.

Conversely, we suppose that Q,(¢) # (0, Ve > 0 and u(Q4(g)) = 0ase — 0. Since Qu(-),
by the Kuratowski theorem, we can get from (1.4.4) that

q(e) = H(Qu(€),S) =0 as ¢ =0

and S is nonempty compact. Hence HVIMN (1.3.1) is strongly generalized a—well-posed by
perturbations by Theorem 42. 0 []
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The following example is given for illustrating the measure in Theorem 44.

Example 45. Let £ = R,P = [-1,1],K = R,p* = 0,0 = 2, F(p,u) = {2u},] =
0, f(p,u,v) = (1 — W)zﬂ forall p € Pyu,v € K. Itis easy to see that u = 0 is a
solution of HVIMN (1.3.1). Repeating the same argument as in Example 41, we obtain that

- | &)= [—2\/5,2\/5].

peB(0,e)

We will show that (£2,(€)) = 0 for each € > 0. Let € > 0. Consider
w(Qa(€)) = inf{\ > 0: [-2V/¢,2V/¢] C U [ag, by], with diam[ay,, by] < A\, Vi =1,...,n,3n € N}.

For every A > 0, we can find n € N with a; = —24/¢,b,, = 24/€ such that

n

[—2v/€,2v/¢] C U[ak,bk] and diamlag, bg] < .

k=1

This implies that (Q,(€)) = 0 for each € > 0. Then HVIMN (1.3.1) is strongly generalized
a—well-posed by perturbations.

Remark 46. Any solution of HVIMN (1.3.1) is a solution of the o problem: find u € D;(f) and
u* € F(u) such that

(u v —u) + f(u,v) + /Qjo(x,a(ac);@(x) —u(x))dx > —%Hy —z||?, Yv €K,

but the converse is not true in general. To show this, let K = R,
F(u) = {u}, f(u,v) = 2u* —vand j = 0,

forall u,v € K. Itis easy to see that the solution set of HVIMN (1.3.1) is empty and v* = u = 0
is the unique solution of the corresponding a problem with av = 2.

1.5 Levitin-Polyak Well-posedness for Lexicographic Vector Equi-
librium Problems

Equilibrium problems first considered by Blum and Oettli [151] have been playing an important
role in optimization theory with many striking applications particularly in transportation, mechan-
ics, economics, etc. Equilibrium models incorporate many other important problems such as:
optimization problems, variational inequalities, complementarity problems, saddlepoint/mini-
max problems, and fixed points. Equilibrium problems with scalar and vector objective functions
have been widely studied. The crucial issue of solvability (the existence of solutions) has attracted
the most considerable attention of researchers, see, e.¢., [157, 161, 164, 183].

On the other hand, well-posedness plays an important role in the stability analysis and
numerical methods for optimization theory and applications. Since any algorithm can gener-
ate only an approximating solution sequence which is meaningful only if the problem is well-
posed under consideration. The first and oldest well-posedness is Hadamard well-posedness
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[163], which means existence, uniqueness and continuous dependence of the optimal solution
and optimal value from perturbed data. The second is Tikhonov well-posedness [184], which
means the existence and uniqueness of the solution and convergence of each minimizing se-
quence to the solution. Well-posedness properties have been intensively studied and the two
classical well-posedness notions have been extended and blended. For parametric problems,
well-posedness is closely related to stability. Up to now, there have been many works dealing
with well-posedness of optimization-related problems as mathematical programming [182, 165],
constrained minimization [155, ?, ?, 160] variational inequalities [155, 153, 159, 173, 185], Nash
equilibria [185, 177], and equilibrium problems [160, 145, 167]. A fundamental requirement in
Tykhonov well-posedness is that every minimizing sequence is from within the feasible region.
However, in several numerical methods such as exterior penalty methods and augmented La-
grangian methods, the minimizing sequence generated may not be feasible. Taking this into
account, Levitin and Polyak [171] introduced another notion of well-posedness which does not
necessarily require the feasibility of the minimizing sequence. However, it requires the distance
of the minimizing sequence from the feasible set to approach to zero eventually. Since then,
many authors investigated the well-posedness and well-posedness in the gener- alized sense for
optimization, variational inequalities and equilibrium problems. The study of Levitin-Polyak type
well-posedness for scalar convex optimization probiems with functional constraints was initiated
by Konsulova and Revalski [169]. In 1981, Lucchetti and Patrone [176] introduced and studied
the well-posedness for variational inequalities, which is a generalization of the Tykhonov well-
posedness of minimization problems. Long et al. [174] introduced and studied four types of
Levitin-Polyak well-posedness of equilibrium problems with abstract set constraints and func-
tional constraints. Li and Li [172] introduced and researched two types of Levitin-Polyak well-
posedness of vector equilibrium problems with abstract set constraints. Peng et al. [179] intro-
duced and studied four types of Levitin-Polyak well-posedness of vector equilibrium problems
with abstract set constraints and functional constraints. Peng, Wu and Wang [180] introduced sev-
eral types of Levitin-Polyak well-posedness for a generalized vector quasi-equilibrium problem
with functional constraints and abstract set constraints. Chen, Wan and Cho [154] studied the
Levitin-Polyak well-posedness by perturbations for a class of general systems of set-valued vec-
tor quasi-equilibrium problems in Hausdorff topological vector spaces. Very recently Lalitha and
Bhatia [170] studied the LP well-posedness for a parametric quasivariational inequality problem
of the Minty type.

With regard to vector equilibrium problems, most of existing results correspond to the case
when the order is induced by a closed convex cone in a vector space. Thus, they cannot be
applied to lexicographic cones, which are neither closed nor open. These cones have been exten-
sively investigated in the framework of vector optimization, see, e.g., [146, 149, 150, 152, 158, 162,
168, 166]. For instance, Konnov and Ali [168] studied sequential problems, especially exploiting
its relation with regularization methods. Bianchi et al. in [149] analyzed lexicographic equilib-
rium problems on a topological Hausdorff vector space, and their relationship with some other
vector equilibrium problems. They obtained the existence results for the tangled lexicographic
problem via the study of a related sequential problem. However, for equilibrium problems, the
main emphasis has been on the issue of solvability/existence. To the best of the knowledge,
very recently, Anh et al. in [146] studied the Tikhonov well-posedness for lexicographic vector
equilibrium problems in metric spaces and gave the sufficient conditions for a family of such
problems to be well-posed and uniquely well-posed at the considered point. Furthermore, they
derived several results on well-posedness for a class of variational inequalities.

In this paper, we first introduce the new notions of Levitin-Polyak(LP) well-posedness and
LP well-posedness in the generalized sense for the Lexicographic vector equilibrium problems.
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Then, we establish some sufficient conditions for this problems to be LP well-posedness at
the reference point. Furthermore, we give numerous examples to explain that all the imposed
assumptions are very relaxed and cannot be dropped.

The layout of the paper is as follows. In Sect. 2, we introduce the notions of LP well-
posedness and LP well-posedness in the generalized sense for the Lexicographic vector equilib-
rium problems. In Sect. 3, we establish some sufficient conditions for this problems to be LP
well-posedness at the reference point. Section 4 is devoted to LP well-posedness in the gen-
eralized sense for the Lexicographic vector equilibrium problems. Some concluding remarks are
included in the end of this paper.

We first recall the concept of lexicographic cone in finite dimensional spaces and models of
equilibrium problems with the order induced by such a cone. The lexicographic cone of R",
denoted (] , is the collection of zero and all vectors in R™ with the first nonzero coordinate
being positive, i.e.,

Cr={0tu{zreR"Fec{l,2,....,n} :2; >0and z; =0, Vj <i}.
This cone is convex and pointed, and induces the total order as follow:
x> ysx—yed).

We also observe that it is neither closed nor open. Indeed, when comparing with the cone
Cy :={z € R"|x; > 0}, we see that intCy; C C; € C1, while

intC; = intC} and clC; = (.

Throughout this paper, if not other specified, X be a metric space and A denote the metric space.
Let Xy C X be nonempty and closed sets . Let f := (f1, fo,. .., fu) : X X X Xx A — R" be
vector-valued function and K : A — 2% being a closed valued map. The lexicographic vector
quasiequilibrium problem consists of, for each A € A,

(LEPy) finding Z € K () such that

F(@y,\) >0 Yy e K(\).

Instead of writing { (LEP, )|\ € A} for the family of lexicographic vector equilibrium problem, i.e.,
the lexicographic parametric problem, we will simply write (LEP) in the sequel. Let S : A — 2%
be the solution map of (LEP); that is, for each A € A,

SA) :={x € KO\)|f(x,y,\) >0, Yy € K(\)}. (1.5.1)

Following the lines of investigating e-solutions to vector optimization problems initiated by Lori-
dan [175], we consider, for each A € A and each € € [0, 00), the following approximate problem:
( LEPy.) find Z € K () such that

d(z, K(\)) <eand f(Z,y,\) +ee >, 0, Yy € K()),

where e := (0,0,...,0,1) € R". The solution set of (LEP.) is denoted by S(), €); that is the
1
set valued-map S: A xR — 2% is defined by

S\ e) ={z e X|d(z, K(\)) < eand f(z,y,\) +ee >0, Yy € K(\)}, (1.5.2)
forall (\,e) € A x R.
Now we introduce the concept of LP well-posedness for LEP. For this purpose, we require
the the following notions of an LP approximating sequence.
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Definition 47. Let {)\,} be a sequence in A such that A\, — \. A sequence {x,} is said to
be an LP approximating sequence for LEP with respect to {\,} if there is a sequence {e,} in
(0, 00) satisfying €, — 0 as n — oo, such that

Lod(x,, K(\)) <€, forall neN;

2. f(Tn, Yn, An) + €€ >0, Yy, € K(\,).
Definition 48. The problem (LEP) is LP well-posed at \ if

1. there exists a unique solution x of LEP;

2. for any sequence {\,} converging to \, every LP approximating sequence {z,} with re-
spect to {A, } converges to Z.

Definition 49. [147] Let ) : X == Y be a set-valued mapping between metric spaces

1. Q is upper semicontinuous (usc) at T if for any open set U O Q(Z), there is a neighbor-
hood N of Z such that Q(N) C U.

2. Q is lower semicontinuous (lsc) at T if for any open subset U of Y with Q(Z) N U # 0,
there is a neighborhood N of & such that Q(x) NU # () for all x € N.

3. Q is closed at T if for any sequences x; — T and y, — y with y, € Q(zy), it holds

y € Q).
Lemma 50. [147]

1. If Qs usc at T and Q(Z) is compact, then for any sequence x.,, — &, every sequence {y,}
with y, € Q(z,) has a subsequence converging to some point in Q(Z). If, in addition,
Q(z) = {y} is a singleton, then such a sequence {y,} must converge to .

2. Qis lsc at T if and only if for any sequence x,, — T and any point y € Q(Z), there is a
sequence {y,} with y, € Q(z,) converging to y.

Definition 51. [146, 144] Let g be an extended real-valued function on a metric space X and ¢
be a real number.

1. g is upper e-level closed at x € X if for any sequence z,, — 7,

l9(zn) = &, Yn] = [g(z) > €].

2. g is strongly upper e-level closed at x € X if for any sequences x, — = and
{vn} C [0,00) convergingto 0,

[9(zn) + v = €, V] = [g(Z) > €].

Let A, B be two subsets of metric space X. The Hausdorff distance between A and B is
defined as follows

H(A,B) =max{H"(A,B),H"(B,A)},
where H*(A, B) = sup,c4 d(a, B), and d(z, A) = inf e d(z, y).
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1.6 LP well-posedness for Lexicographic vector Equilibrium
Problems

In this section, we shall give some neccessary and/or sufficient conditions for (LEP) to be LP
well-posed at the reference point A € A. To simplify the presentation, in the sequel, the results
will be formulated for the case n = 2. For any two positive numbers «;, €, the solution set of
approximation solutions for the problem (LEP, ) is denoted by

T(\ae)= | {zeXdx KN\)<eand f(z,y,)) +ee >0, Vy € K(\)},
AEB(A,a)NA
(1.6.1)
where B(), ) denote the closed ball centered at A with radius . The set-valued mapping
Z : A x X — 2% next defined will play an important role our analysis

{z€ KW\)|fi(z,z,A\) =0} if (\,x) € gr Zy;
X otherwise,

2000 = {

where Z; : A — 2% denotes the solution mapping of the scalar equilibrium problem determined
by the real-valued function f :

Zi(N) ={x € KW\)|fi(z,y,\) >0, Vy € K(\)}.
Then (1.6.1) is equivalent to B
L'\ a,€)
= e Xld@ KO) <6 filw,, ) > 0,y € K(\) and fo(x, 2, \)+e > 0,¥2 € Z(A, )}

AEB(M\a)NA

= U s,

AEB(\,a)NA

where S is the solution map for (LEP, ) defined by (1.5.2). For the solution map S : A — 2%
of (LEP), in general, we observe that

['(),0,0) = S(\) and S(A) CT(\, a,€), Va,e >0,

and hence

S C [ T(X ae).

a,e>0

Next, we provide the sufficient conditions for the two sets to coincide.
Proposition 52. Suppose that the following conditions are satisfied :
1. K is closed and (sc on A;

2. Zislscon A x X;

SN

. f1 is upper 0-level closed on X x X x A;

RSy

. fais strongly upper 0-level closed on X x X x A;

then
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Proof. Letz € (), 6>0F(/_\, a, €), then without loss of generality, there exist sequences «,, >

0,6, > 0 with i, = 0,6, — 0, such that 7 € ['(X, o, €,). Hence, it follows that there exists a
sequence A\, € B(\, a,) N A, such that, forall n € N,

d(z, K(\,)) < €, (1.6.2)
and

fi(Z,y,A\n) >0, Yy € K(\,) and fo(Z,2,\) + €, > 0, Vz € Z(\,, T). (1.6.3)

Since K () is a closed set in X, it follows from (1.6.2) that we can choose z,, € K(\,), such
that

(%, 2,) < €0, ¥n € N. (1.6.4)

Thus =, — & as n — oo. Clearly A, — A as n — 0o and also as K is closed at \, it follows
that 7 € K(A). As K is lsc at A and A\, — A for any y € K () there exists y, € K(\,) such
that ¥, — . Also Z is lsc at (A, Z) and (A, z,) — (X, Z), it is clear that for any z € Z(, Z)
there exists a sequence z, € Z(\,,x,) such that z, — z. This implies by assumption (iii),(iv),
and (1.6.3) that f1(Z,y,A) > 0, fo(Z,2,A) > 0and hence, 7 € S(\). O [

Theorem 1. Suppose that the conditions (i)-(iv) in Proposition 52 are satisfied. Then (LEP) is
LP well-posed at A € A if and only if T(\,a,€) # 0,VYa,e > 0 and diam ['(\, o, €) —
0 as (a,€) — (0,0).

Proof. Suppose that the problem (LEP) is LP well-posed. Hence, it has a unique solution = €
S(X) and hence T'(\, i, €) # 0,Va, e > 0as S(A\) C T'(\, , €). Suppose on the contrary that
diam T'(\, a, €) » 0 as (a,€) — (0,0). Then there are positive numbers 7, m and sequences
{an}, {en} in (0,00) with (a, €,) — (0,0) and z,,, 2, € T'(A, @, €,) such that

d(zn,x)) > r, Yn > m. (1.6.5)
By &, 2!, € T'(A, aiy, €,), there exist A, A, € B(A, a,) N A such that
d(z,, K(\,)) < €,

f1(xn,y, An) =0, Yy € K(\,) and fo(zn, 2, \n) + 6, >0, V2 € Z( A\, ) (1.6.6)

and
d(xy, K(\,)) < én,

filx,y, N >0, Vye K(\), falal,, 2, ) + e, >0, Vz€ Z(\,,x,). (1.6.7)

The sequence {x,} and {z!,} are LP approximating sequences for (LEP) corresponding to se-
quences A\, — A and X, — X, respectively. Since (LEP) is LP well-posed, we have that {x,}
and {x/,} converse to the unique solution Z, which arrives a contradiction to (1.6.5). Hence,
diam T'(\, o, €) — 0 as (a, €) — (0,0).

Conversely, let {)\,} be a sequence in A converging to A and {x,} be a LP approximating
sequence with respect to {A,}. Then there exists a sequence {¢,} in (0,00) with €, — 0 as
n — 00 such that

d(zn, K(\)) < €n,

filzn,y,\n) >0, Yy € K(A\,) and fo(zp, 2, \n) + 6, >0, V2 € Z( Ay, ). (1.6.8)
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If we choose o, = d(\,, A), then oy, — 0 and x,, € T'(\, u, €,,). Since diam I'(\, a, €,) — 0
as n — 0o, it follows that {z,} is a Cauchy sequence in X and hence it converges to 7 € X.
For each positive integer n, K () is compact. Thus, there exists 2!, € K (A,) such that

d(zn,2)) < €, forall n € N,

which implies that z;, — Z. Since K is closed at A, it follows that = € K (). Suppose on the
contrary T ¢ S(A), that is, there exist y € K(\) and Z € Z(\, T) such that

f1(Z,5,\) <0 or fo(Z,2,\) +e<0. (1.6.9)

Since K is lsc at A and A\, — A, it is clear that for any y € K()\) there exists a sequence
Yn € K(\,) such that y,, — 7. Again, since Z is lsc at (\, Z) and (A, ,,) — (A, Z) there exists
a sequence z, € Z(A,,x,) such that z, — Z. Hence, we obtain by assumption (iv), (v) and
(1.6.8) that,

f1(Z,5,)) >0 and fo(z,2,\) > 0.

This yields a contradiction to (1.6.9). Hence, we conclude that z € 5(5\). B
Finally, we will show that Z is the only solution of (LEP). Let z* be another point in S(\)
(x* # 7). It is clear that they both belong to T'(\, a, €) for any a, € > 0. Then, it follows that

0 <d(z,2*) < diam I'(\,a,€) | 0as (o, €) | (0,0).
This is impossible and, therefore, we are done. The proof is completed. U []
The following examples show that none of the assumptions in Theorem 1 can be dropped.
Example 53. (Lower semicontinuity of K) Let X = A = [0,2] and K and f be defined by

0] A0
K = { 0,2] ifA=0,
f(xvyv )‘) = (I - Y, )\)
One can check that K is closed but not lsc at A = 0 and

so-zov-{ ) 1178
Z(A\z)={x}, Y(\z)€ o Z.

Thus, assumption (iii)-(v) hold true. However, (LEP) is not LP well-posed at \. Indeed, let )\, :=
and z,, == 1+ 5= forall n € N. Then, {z,,} is an LP approximating sequence of (LEP
corresponding to {A, } with €, := £, while z,, — 1 ¢ S(0).

L=

Example 54. (Closedness of K) Let X = A = [-2,2], K(\) = (0, 1] (continuous), and a
function f := (f1, f2) : X x X x A — R? be defined by, forall z,y € X and X € A,
y 1
N=(@—2 -
It can be calculated that
{1} ife=1;

ZA\x)=1 0 if ¢ € (3,1];
X otherwise.
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Then, we can conclude that
11 3
L'\, a,e) = [5, 5t min{e, 5}}
and
diam I'(\, a, €) — 0 as (a,€) — (0,0).

s ={3}

We observe that (LEP) is not LP well-posed. Indeed, put A\, := %, Ty =1+ foralln € N.
Then, {z,} is an LP approximating sequence of (LEP5) corresponding to {A,, } with €, := %, while
T, — 1 & S().

One can check that,

Example 55. (Lower semicontinuity of Z) Let X = A = [0, 1], K(\) = [0, 1] (continuous and
closed), A =0and f(z,y,\) = (Ax(z — y),y — x). One can check that

0,1]  ifA=0;
Zl(A):{ {0,1} ifA#0.

and, for each (A, z) € ¢r Z3,

[ ]0,1] ifA=0o0rz=0;
2 2) = { {1}  fA#£0andz #0.
Z is not Isc at (0,1). Indeed, taking A, := % and z,, = 1+ % forall n € N, we have
(Ansn) = (0,1) and Z(Ap, z,,) = {1} for all n, while Z(0, 1) = [0, 1]. Assumption (iv) and (v)

are obviously satisfied. By calculating the solution mapping S explicitly as follows:

{0} ifA=0;
Sm:{ {0,1} ifA#0.

We observe that (LEP) is not LP well-posed at . Indeed, let ), := % and x, =1+ % for all

n € N. Then, {x,,} is an approximating sequence of (LEP5) corresponding to {\,,} with €, := =,

while z,, — 1 ¢ S(0).

Example 56. (Upper 0-level closedness of fi) Let X = A = [0, 1], K(A\) = [0, 1] (continuous

and closed), A = 0 and

f (x—=y,A) ifA=0;
f(:B,y,)\)—{ (y—x,\) ifAX#£0.

One can check that “\_o.
sw-zo0-{ ] 115
Z(\x)={x}, V(\,z)€ e Z;.

Hence, all the assumption except number (iv) hold true. However, (LEP) is not LP well-posed

at A. Indeed, take sequences A\, := #1 and x, := 0 for al n € N. Then, {z,} is an LP

approximating sequence of (LEPy) corresponding to {\,} with €, := 1, while z,, — 0 ¢ S(0).

Finally, we show that assumption 4 is not satisfied. Indeed, take {z,} and {\,} as above
and {y, := 1}, we have (2, Yn, \n) — (0,1,0) and fi(zp, Yn, \n) = 1 > 0 for all n, while
£(0,1,0) = —1 < 0.
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Example 57. (Strongly upper 0-level closedness of f5) Let X, A, K be as in Example 56 and

0,z —vy) if A =0;
f(f”’y’”—{ 0200 y) FAZ0

One can check that
Zi(\) = Z(\z) = [0,1], Yo, A€ [0,1],

S()\):{ {1} ifA=0;

{0,1} ifA£0.
Thus, all the assumptions of Theorem 1 except (v) are satisfied. However, (LEP) is not LP well-
posed at A. Indeed, take sequences A, := n+r1 and z,, := 0 for all n € N. Then, {x,} is an

LP approximating sequence of (LEP5) corresponding to {\, }, while z,, — 0 ¢ S(0). Finally, we
show that assumption (iv) is not satisfied. Indeed, take sequences x,, := 0,y, := 1, A\, := #1
and €, := + forall n € N, we have (Z, Yn, An, €,) = (0,1,0,0) and fo(n, Yn, An) + € > 0

for all n, while f2(0,1,0).

Corollary 58. If the conditions of the previous theorem hold then (LEP) is LP well-posed if and

only if S(\) # 0 and
diam T'(\, e, €) — 0 as (a, €) — (0,0).

Then (LEP) is LP well-posed if and only if I'(\, o, €) # 0, Vo, e > 0 and diam T'(A, o, €) —
0as (a,e) = (0,0).

Theorem 2. Suppose that the conditions (i)-(iv) in Proposition 52 are satisfied. Then (LEP) is LP
well-posed if and only if it has a unique solution.

Proof. By the definition, we know that LP well-posedness for (LEP) implies it has a unique solution.
For the converse, suppose that the problem (LEP) has a unique solution 2’. Let {\,} be a
sequence in A converging to A and {,} an LP approximating sequence with respect to {\,}.
Then, there exists a sequence {¢,} in (0, 00) with €, — 0, as n — oo, such that

d(zn, K(\,)) < €, foralln € N, (1.6.10)
and
fizn,y, An) >0, Yy € K(\,), fo(@n, 2, ) + 6, >0, VzE Z(A\y, ). (1.6.11)

By (1.6.10) and the closedness of K (\,) in X, for each positive integer n, we can choose z}, €
K (Ay) such that
d(z,, 7)) < €. (1.6.12)

Since X is a compact set, the sequence {x7,} has a subsequence {x;, } which converges to a
point Z € X. Using (1.6.12), we conclude that the corresponding subsequence {z,, } of {z,}
converges to Z. Again as K is closed at A, it follows that 7 € K(/_\). Proceeding along the
lines of converse part in the proof of Theorem 1, we can show that Z € S()). Consequently,
T coincides with 2/(Z = 2'). Again, by the uniqueness of the solution, it is obvious that every
possible subsequence converges to the unique solution &’ and hence the whole sequence {x,, }

converges to 2/, thus yielding the LP well-posedness of (LEP). O

To weaken the assumption of LP well-posednes in Theorem 1, we are going to use the notions
of measures of noncompactness in a metric space X.
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Definition 59. Let M be a nonempty subset of a metric space X.
(i) The Kuratowski measure of M is

,u(M):inf{5>()|M§ UMkand diam M, < e, k=1,...,n, EInGN}.
k=1

(i) The Hausdorff measure of M is

n(M) = inf {6 > 0|M C U B(zy,e),z, € X, for some n € N}.
k=1

(iii) The Istrlltescu measure of M is
t(M) = inf {5 > 0|M have no infinite ¢ — discrete subset }

Danes [156] obtained the following inequalities:
n(M) < (M) < p(M) < 2n(M). (1.6.13)

The measures pu,n and ¢ share many common properties and we will use 7y in the sequel to
denote either one of them. 7 is a regular measure (see [148, 181]), i.e., it enjoys the following
properties.

Lemma 60. Let M be a nonempty subset of a metric space X.
1. v(M) = +o0 if and only if the set M is unbounded;
2. (M) = A(clM);
3. from y(M) = 0 it follows that M is totally bounded set;

4. if X is a complete space and if {A,} is a sequence of closed subsets of X such that
Any1 C A, foreachn € Nandlim,,—, 1o 7(Ayn) = 0, then K := (), oy An is a nonempty
compact set and lim,,_,, « H(A,,, K) = 0, where H is the Hausdorff metric;

5. from M C N it follows that v(M) < v(N).
In terms of a measure v € {u, n,t} of noncompactness, we have the following result.

Theorem 3. Let X and A be metric spaces.
1. If LEP is LP well-posed at A, then v(T'(\, i, €)) . 0 as (o, €) | (0,0) .

2. Conversely, suppose that S(A) has a unique point and y(I'(A, a, €)) L 0 as (o, €) | (0,0),
and the following conditions hold
(a) X is complete and A is compact or a finite dimensional normed space;
(b) K is continuous, closed and compact-valued on A;
(c) Zislscon A x X;
(d) f1is upper O-level closed on X x X x A;

(e) fais upper b-level closed on X x X x A for every negative b close to zero.
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Then LEP is LP well-posed at \.

Proof. By the relationship (1.6.13) the proof is similar for the three mentioned measures of non-
compactness. We discuss only the case v = p, the Kuratowski measure.

(i) Suppose that (LEP) be LP-well posed at .

Applying Proposition 62, we can conclude that S()) is compact, and hence u(S(\)) = 0.
Let € > 0 and assume that

S(A) € | My with diam, < eforallk =1,...,n.
k=1

We set
Ne =A{y € X|d(y, M) < HT'(X, o, €), S(N))}

and want to show that I'(\, o, €) C Jp_, Ni. For any z € (), a, €), we have

d(z,S(\)) < HT(A, a,€), S(N)).

Due to S(X) C Jy_, My, one has
d(z, | ) M) < HT (X, a,¢), S(N)).
k=1

Then, there exists k € {1,2,...,n} such that
d(z, My) < H(T(A, a,€), S(V)),

ie, x € Nj. Thus, (A, a,€) € Uyr_, Ni. Because u(S())) = 0 and

diamN,, = diamM}, + 2H(T'(\, o, €), S(N)) < e + 2H (T (A, a, €), S(A)),

it holds B ) )
W\ aye)) <2H(T(A, as€), S(N)).

Note that H(I'(\, a, €), S(A)) = H*(T'(\, a, €), S(A)) since S(A) C T'(\, , €) for all o, € > 0.
Now, we claim that H(T'(\, a,€),S(A)) | 0 as a,e | 0 and . Indeed, if otherwise, we can
assume that there exist 7 > 0 and sequences ay,, €, J. 0, and {x,,} with x,, € T'(\, o, €,) such
that

d(z,,S(x)) >, Vn. (1.6.14)

Since {z,} is an approximating sequence of (LEP5) corresponding to some {A\n} with A, €
B(A, o) M A, it has a subsequence {w,, } converging to some = € S(A), which gives a contra-
diction with (1.6.14). Therefore, we conclude that p(I'(A, ar,€)) as € L 0 and & . 0.

(i) Suppose that u(I'(\, o, €)) — 0 as (a, €) — (0, 0) First, we show that ['(\, @, €) is closed
for any a,e > 0. Let {z,} C I'(A, ,¢€), with 2, — Z. Then for each n € N, there exists
A, € B(X\, @) N A such that

d(zn, K(\y)) <€

and

filzn,y, A\n) >0, Yy e K(\,) and fo(xn, 2, \n) +€ >0, Vze Z(\,,z,), foralln € N.
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By the assumption of A, this implies that B(\, ) is compact. We can assume {\,, } converges to
some A € B(\, a)NA. First, we claim that d(Z, K ())) < €. Since K(),,) is compact, there exists
xl, € K(\,) such that d(z,, z]) < € forall n € N. By the upper continuity and compactness
of K, there exists a subsequence {z;, } of {7} such that zj, — 2’ € K(}). Consequently,

d(z, K(\)) <d(z,2") = lim d(z,,2)) <e. (1.6.15)

n—o0

For each y € K (\), the lower semicontinuity of K at A, there exists a sequence {y,,} C K(\,)
such that y,, — y. It follows from the upper 0-level closedness of f; that

fl(j7y7A) Z 07
that is
fi(@,y, ) >0, Yy € K(N). (1.6.16)
Next, we show that
fo(Z,2,\) +€ >0, Vz€ Z(\ ). (1.6.17)

Suppose to the contrary that there exists Z € Z(\, Z) such that
fo(z,Z2,\) + € < 0.

Since Z is lower semicontinuous at (A, Z), we have for all n, there is z, € Z(\,, z,) such that
Zn — Z asn — oo. It follows from the upper (—e)-level closedness fs at (Z, Z, \) that

f?(xna Zns )\n) < —€

when n is sufficiently large which leads to a contradiction. By (1.6.15), (1.6.16) and (1.6.17), we
can conclude that z € S(A,¢€), and so T € I'(\, «, €). Therefore I'(\, a, €) is closed for any
a, € > 0. Now we show that

It is clear that, S(A) C ﬂapo ['(), , €). Next, we first check that, for each € > 0,

[T\ a.€) € S(Ae).

For any z € (\,o0 (X, a,€). Then for each {a,} | 0, there exists a sequence {\,} with
A € B(A, a,) N A such that & € S(\,, €) for all n € N, which gives that

d(z, K (M) < e,
fi(z,y, \n) >0, Vy € K(\,), and fo(x,2,\,) +€ >0, Vz € Z(\,, ).
Since K (\,) is compact , we can choose z,, € K (\,) such that
d(xz,z,) <€ VYneN.

By the upper continuity and compactness of K, there exists a subsequence {z,, } of {z,} such
that z,,, — 2’ € K(X), which arrives that

dz, K(\\)) <d(z,2") = lim d(z,z,) <e. (1.6.18)

n—oo
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By assumptions on K and f; again, we have = € Z;(\); that is

fi(z,y,A) > 0. (1.6.19)

Next, for each z € Z(A, x), there exists z, € Z(\,, ) such that z, — z since Z is lsc at (A, z).
As x € S(An,€), it holds
fo(z, zp, An) +€ >0, VneN.

Since f5 is upper -e-level closed at (x, 2z, A), we have

fa(z,2,\) + € > 0. (1.6.20)

From (1.6.18)-(1.6.20), we get that = € S(X, €). We obtain that (),., (A, o, €) € S()\,€) for

every € > (). Consequently,

a>0

() TAe,e) S SN e) = S(N).

Therefore, we obtain that S(\) = ﬂa7€>01“(5\,oz, €). Further, since u(I'(A\,a,€)) — 0 as
(a,€) — (0,0). Applying Lemma 60 (iv), we get that S() is compact and H(T'(), a, €), S(\)) —
0as (a,€) — (0,0).

Finally, we prove that LEP is LP well-posedness. Indeed, let {x,} be an LP-approximating
sequence of (LEPj) corresponding to some A, —> \. Then there exists a sequence {e,} in

(0, 00) with €, — 0 as n — oo such that
d(ry, K(A\n)) < é€n,
fi(@n,y, A\n) >0, Yy € K(\,) and fa(xn, 2, A\n) + 6, >0, Vz € Z(N\y,2).  (1.6.21)
If we choose a,, = d(\,, \), then a,, — 0 and z,, € I'(\, an, €,). We see that

d(z,, S(\)) < H(T(A\, i, €,), S(A)) — 0 as n — oo.

Hence, there exist a sequence {z,} in S(A) such that d(x,,Z,) — 0 as n — oo. By the

compactness of S()), there is a subsequence {Z,, } of {Z,} converging to a point Z in S(A).
Consequently, the corresponding subsequence {x,, } of {x,} converses to Z. Hence, LEP is LP

well-posedness. The proof is completed. []

1.7 LP well-posedness in the generalized sense

In many practical situations, the problem (LEP) may not always possess a unique solution. Hence,
in this section, we introduce a generalization of LP well-posedness for (LEP).

Definition 61. The problem (LEP) is said to be LP well-posed in the generalized sense at \ if
1. the solution set S()) is nonempty;

2. for any sequence {\,} converging to A, every LP approximating sequence {,} with re-
spect to { A, } has a subsequence converging to some point of S(\).

Proposition 62. If (LEP) is LP well-posed in the generalized sense at ), then its solution set S(\)
is a nonempty compact set.
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Proof. Let {x,} be any sequence in S(A). Then, of course, it is an LP approximating sequence
with respect to sequences A\, := X and ¢, := % for every n € N. The generalized LP well-
posedness of (LEP) ensures the existence of a subsequence {z,, } of {x,, } converging to a point of

in S(A). Therefore, we conclude that S(A) is a nonempty compact set. The proof is completed.

O L]

Next, we present a metric characterization for the generalized LP well-posedness of (LEP) in
terms of the upper semicontinuity of the approximate solution set.

Theorem 4. (LEP) is LP well-posed in the generalized sense if and only if S () is a nonempty,
compact set and I'(A, -, -) is usc at («a, €) := (0, 0).

Proof. Suppose that (LEP) is LP well-posed in the generalized sense. Therefore, S(\) # () and
further on using Proposition 62, we have S(A) is compact. Next, we assume, on the contrary, that
(A, a, €) is not usc at (0,0). Consequently, there exist an open set U containing I'(A,0,0) =

S(A) and positive sequences {a,, } and {e,} satisfying o, — 0 and €, — 0 such that
L'(X\, o, €,) C U, foralln € N,

Thus, there exists a sequence {x,} in T'(\, a,, €,)\S(N). Therefore, of course, {z,,} is an LP
approximating sequence for (LEP), such that none of its subsequence converges to a point of
S(X), which is a contradiction.

Conversely, let {\,} be a sequence in A converging to A and {z,,} be an LP approximating
sequence with respect to {\,}. If we choose a sequence a,, = d(\,, ) then o, — 0 and
Ty € T\, i, €0). As T(\, v, €) is usc at (i, €) = (0,0) and S(\) # 0, it follows that for every
§ > 0,T()\, 6,,€,) C S(A) + B(0,6) for n sufficiently large. Thus z,, € S()\) + B(0,0), for n

sufficiently large and hence there exists a sequence z,, € S()), such that

(2, Tn) < 6. (1.7.1)

Since S(\) is compact, there exists a subsequence {Z,, } of {Z,} convergingto € S(A). Using
(1.7.1), we conclude that the corresponding subsequence {x,, } of {z,} convergesto z € S(A).

O L]

The following result illustrates the fact that LP well-posedness in the generalized sense of
LEP ensures the stability, in terms of the upper semi-continuity of the solution set .S.

Theorem 5. If (LEP) is LP well-posed in the generalized sense, then the solution mapping S is
usc at \.

Pro_of, Suppose on the contrary, S is not usc at A. Then there exists an open set U containning
S(A) such that for every sequence A, — A, there exists x,, € S(\,) such that x,, ¢ U, for every
n. Since A\, — A, {z,} is an LP approximating sequence for (LEP) and none of its subsequnces

converge to a point of S(\), hence we have a contradiction to the fact that (LEP) is LP well-posed
in the generalized sence. 0
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1 Introduction

The generalized vector quasi-equilibrium problem is a unified model of several problems,
namely generalized vector quasi-variational inequalities, vector quasi-optimization prob-
lems, traffic network problems, fixed point and coincidence point problems, ezc. (see, for
example, [1, 2] and the references therein). It is well known that the stability analysis of a
solution mapping for equilibrium problems is an important topic in optimization theory
and applications. Stability may be understood as lower or upper semicontinuity, conti-
nuity, and Lipschitz or Holder continuity. There have been many papers to discuss the
stability of solution mapping for equilibrium problems when they are perturbed by pa-
rameters (also known the parametric (generalized) equilibrium problems). Last decade,
many authors intensively studied the sufficient conditions of upper (lower) semicontinuity
of various solution mappings for parametric (generalized) equilibrium problems, see [3—
10]. Let us begin now, Yen [11] obtained the Holder continuity of the unique solution of a
classic perturbed variational inequality by the metric projection method. Mansour and Ri-
ahi [12] proved the Holder continuity of the unique solution for a parametric equilibrium
problem under the concepts of strong monotonicity and Holder continuity. Bianchi and
Pini [13] introduced the concept of strong pseudomonotonicity and got the Holder con-
tinuity of the unique solution of a parametric equilibrium problem. Anh and Khanh [14]
generalized the main results of [13] to two classes of perturbed generalized equilibrium
problems with set-valued mappings. Anh and Khanh [15] further discussed the uniqueness
and Holder continuity of the solutions for perturbed equilibrium problems with set-valued

©2014 Wangkeeree and Preechasilp; licensee Springer. This is an Open Access article distributed under the terms of the Creative
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@ Sprlnger Commons Attribution License (http:/creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and re-

production in any medium, provided the original work is properly cited.
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mappings. Anh and Khanh [16] extended the results of [15] to the case of perturbed quasi-
equilibrium problems with set-valued mappings and obtained the Holder continuity of the
unique solutions. Li et al. [17] introduced an assumption, which is weaker than the corre-
sponding ones of [13, 14], and established the Holder continuity of the set-valued solution
mappings for two classes of parametric generalized vector quasi-equilibrium problems in
general metric spaces. Li et al. [18] extended the results of [17] to perturbed generalized
vector quasi-equilibrium problems.

Among many approaches for dealing with the lower semicontinuity, continuity and
Holder continuity of the solution mapping for a parametric vector equilibrium problem in
general metric spaces, the scalarization method is of considerable interest. The classical
scalarization method using linear functionals has been already used for studying the lower
semicontinuity of the solution mapping [19-21] and the Hoélder continuity [22] of the solu-
tion mapping to parametric vector equilibrium problems. Wang et al. [23] established the
lower semicontinuity and upper semicontinuity of the solution set to a parametric gener-
alized strong vector equilibrium problem by using a scalarization method and a density
result. Recently, by using this method, Peng [24] established the sufficient conditions for
the Holder continuity of the solution mapping to a parametric generalized vector quasi-
equilibrium problem with set-valued mappings.

On the other hand, a useful approach for analyzing a vector optimization problem is
to reduce it to a scalar optimization problem. Nonlinear scalarization functions play an
important role in this reduction in the context of nonconvex vector optimization prob-
lems. The nonlinear scalarization function £;, commonly known as the Gerstewitz func-
tion in the theory of vector optimization [25, 26], has been also used to study the lower
semicontinuity of the set-valued solution mapping to a parametric vector variational in-
equality [27]. Using this method, Bianchi and Pini [28] obtained the Holder continuity of
the single-valued solution mapping to a parametric vector equilibrium problem. Recently,
Chen and Li [29] studied Holder continuity of the solution mapping for both set-valued
and single-valued cases to parametric vector equilibrium problems. The key role in their
paper is a globally Lipschitz property of the Gerstewitz function. Very recently, by us-
ing the idea in [29], Chen [30] obtained Holder continuity of the unique solution to a
parametric vector quasi-equilibrium problem based on nonlinear scalarization approach
under three different kinds of monotonicity hypotheses. It is natural to raise and give an

answer to the following question.

Question Can one establish the Holder continuity of a solution mapping to the para-
metric generalized vector quasi-equilibrium problem with set-valued mappings by using
a nonlinear scalarization method?

Motivated and inspired by Peng [24] and Chen [30] and research going on in this direc-
tion, in this paper we aim to give positive answers to the above question. We first establish
the sufficient conditions which guarantee the Holder continuity of a solution mapping to
the parametric generalized vector quasi-equilibrium problem with set-valued mappings
by using a nonlinear scalarization method. We further study several kinds of the mono-
tonicity conditions to obtain the Holder continuity of the solution mapping. The main
results of this paper are different from the corresponding results in Peng [24] and Chen
[30]. These results improve the corresponding ones in recent literature.
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The structure of the paper is as follows. Section 2 presents the parametric generalized
vector quasi-equilibrium problem and materials used in the rest of this paper. We estab-
lish, in Section 3, a sufficient condition for the Holder continuity of the solution mapping

to a parametric generalized vector quasi-equilibrium problem.

2 Preliminaries

Throughout the paper, unless otherwise specified, we denote by || - || and d(-, -) the norm
and the metric on a normed space and a metric space, respectively. A closed ball with
center 0 € X and radius § > 0 is denoted by B(0, §). We always consider X, A, M as metric
spaces, and Y as a linear normed space with its topological dual space Y*. For any y* € Y*,
we define ||y*|| := sup{[|(y*,») |l : |yl = 1}, where (y*,y) denotes the value of y* at y. Let
C C Y be a pointed, closed and convex cone with intC # ¢}, where int C stands for the

interior of C. Let
C*:={y eY*:(y",y)>0,¥yeC}

be the dual cone of C. Since intC # @, the dual cone C* of C has a weak* compact base.
Let e € intC. Then

B} := {y* eC*: (y*,e) = 1}

is a weak*-compact base of C*. Clearly, C7 is a weak*-compact base of C*, that is, C? is
convex and weak*-compact such that 0 ¢ C? and C* = | J ., tC".

Let g € int C, the nonlinear scalarization function [25, 26] £, : Y — R is defined by
&, =min{teR:yetq-C}.

It is well known that £, is a continuous, positively homogeneous, subadditive and con-
vex function on Y, and it is monotone (that is, y» —y1 € C = &,(y1) < &,(y2)) and strictly
monotone (that is, y» — y1 € —intC = £,(y1) < &,(y2)) (see [25, 26]). In case, Y = R, C= Ri
and g = (1,1,...,1) € intR., the nonlinear scalarization function can be expressed in the

following equivalent form [25, Corollary 1.46]:
£0y) =max(y}, Yy = (500 € R )

Lemma 2.1 [25, Proposition 1.43] For any fixed q € intC,y € Y andr € R,
() & <reyerg—intC (thatis, ,(y) > r < y & rg—intC);
(il) &0) <reyerg-C;
(iii) &,(y) =r < yerq—0C, where dC denotes the boundary of C;
(iv) &(rg)=r.

The property (i) of Lemma 2.1 plays an essential role in scalarization. From the definition

of &, property (iv) in Lemma 2.1 could be strengthened as

5q(3’+"61)=§q()/)+r, VyGY,TER. (2)
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For any g € int C, the set C? defined by
Cl:={y e C*:(y*,q)=1}

is a weak*-compact set of Y* (see [19, Lemma 5.1]). The following equivalent form of &,
can be deduced from [31, Corollary 2.1] or [32, Proposition 2.2] ([25, Proposition 1.53]).

Proposition 2.2 [30, Proposition 2.2] Let g € intC. Then, foryeY,

%‘q(y) = }g]:]g;(y*,y)

Proposition 2.3 [30, Proposition 2.3] &, is Lipschitz on Y, and its Lipschitz constant is

L:= su ” *H I= [L +oo)
T e VS g )

y*eCd
The following example can be found in [30, Example 2.1].

Example 2.4
(i) If Y =R and C = R,, then the Lipschitz constant of &, is L = % (g > 0). Indeed,

|64(x) = £,()| = ;lx—y| forall x,y € R.
(i) If Y =R*and C = {(y1,2) € R?: 11 <y <2y1}. Take ¢ = (2,3) € int C, then
C?:={(n,y2) € R:2y; +3y2 =1,y € [-0.1,2]},
and the Lipschitz constant is L = sup,«ccq ly*1l = (=2, 1)]| = V/5. Hence,

8,00 & ()| =V5ly-¥ |, Yy eR”

Now we recall some basic definitions and their properties which will be used in the

sequel.

Definition 2.5 (Classical notion) Let /> 0 and & > 0. A set-valued mapping G : A — 2%
is said to be [ - a-Holder continuous at Ay on a neighborhood N (i) of ¢ if and only if

G(M) € G(r2) +IBx(0,d%(M1,A2)), VA1, Az € N(Ao). (3)

When X is a normed space, we say that the vector-valued mapping g: A — X is [ - o-
Holder continuous at Ao on a neighborhood N (%) of Ag iff

lg(h) — g(ha)|| < 1d* (A1, 22), VA1, A2 € N(ho). (4)

Definition 2.6 Let j,l, > 0 and oy, &, > 0. A set-valued mapping G: X x A — 2% is said
to be (1 - on, 5 - ap)-Holder continuous at xo, ho on neighborhoods N (xy) and N (Ao) of xg
and A if and only if

G(x1, M) € G, Ao) + (hdy (x1,%2) + body (A1, 42)) Bx(0,1) (5)

for all X1,X2 € N(x()), V)\l,)\.g (S N()\,())
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3 Main results

By using a nonlinear scalarization technique, we present the sufficient conditions for
Holder continuity of the solution mapping for a parametric generalized vector quasi-
equilibrium problem.

Let N(xo) C A and N(uo) C M be neighborhoods of 1o and pg, respectively, and let
K:XxA—2¥and F: X x X x M — 2Y be set-valued mappings. For each A € N(%¢) and
i € N(uo), we consider the following parametric generalized vector quasi-equilibrium
problem (PGVQEP):

Find % € K(xp, A) such that

F(xo,y, 1) C Y\(-intC), Vy e K(xo,7). (6)
For each A € N(Ag) and u € N(uo), let

E(A) := {x €eXlxe I((x,k)}.
The weak solution set of (6) is denoted by

Swk, 1) = {x € E(A): F(x,y,u) C Y\(-intC),Vy € K(x,k)}.
For each A € N(A¢), 1 € N(uo) and fixed g € int C, the &,-solution set of (6) is denoted by

S(Eg o 12) 1= {x CEG): _inf ()2 0Vye 1<(x,,\)}.

zeF(xyp
We first establish the following lemmas which will be used in the sequel.
Lemma 3.1 Foreach A € N(1o), it € N(o) and fixed q € int C,
Swh, ) =SEq 20 1)
Proof Let A € N(&g), it € N(10) and fixed g € int C. For any x € Sy (A, ), we have
x€E(A) and F(x,y,u) CY\(-intC), Vye K(x,A).
Therefore, for each y € K(x, 1) and each z € F(x,y, 1), we have
z ¢ —intC = 0g—intC.
By Lemma 2.1(i), we conclude that £,(z) > 0. Since z is arbitrary, we have

inf £,(2)>0 forallyeK(x,A),
z€F (x,y,10)

which gives that Sw (A, 1) € S(&,, A, ).
On the other hand, for each x € S(&,, A, 1), we have that

x€E() and inf £,(z) >0, VyeK(x,21). 7)
Z€F(%,y,4)
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Thus, for each y € K(x, 1) and each z € F(x,y, 1), we have that £,(z) > 0. By Lemma 2.1(i),
we can obtain z ¢ —int C. Therefore, we have z € Y\ (- int C), which implies that

x€E() and F(x,y,u) C Y\(-intC), VyeK(x,A).
Hence, S(§;, A, ) € Sw (A, ). The proof is completed. |
Lemma 3.2 Suppose that N(Ag) and N(uo) are the given neighborhoods of Ay and o,
respectively.

(a) Ifforeach x,y € E(N(Ao)), F(x,y,-) is my - y1-Holder continuous at o € M, then for
any fixed q € int C, the function

,y,+) = inf
Ve, (x,9,°) ot &,(2)
is Lmy - y1-Holder continuous at .

(b) Iffor each x € E(N(rg)) and p € N(E(o)), F(x, -, i) is my - yo-Holder continuous on
E(N (X)), then for any fixed q € int C, the function

w&] (x¢ g /‘L) = zeFl(IJIC,f,u.) éq(Z)

is Lmy - yo-Holder continuous on E(N(A)).

Proof (a) Let x,y € E(N()\)). The m; - y1-Holder continuity of F(x,y,-) implies that there
exists a neighborhood N(uo) of o such that for all uq, 2 € N(uo),

F(x,y, 1) C F(x, 9, o) + mydyg (i, ph2)By.

So, for any z; € F(x,y, 1), there exist z; € F(x,y, ;) and e € By such that
21 = 2o + mdiy(pa, o)e.

By using Proposition 2.3, we obtain

&,(z1) - &(2)| < Llz - 2|l
= Lmldﬁ(m,uz)llell

< Lmd}y (1, ia), 8)
which gives that
=L d” (1, n2) < E4(z1) — E4(22).
Since z; is arbitrary and &,(z2) > inf cp(xy,1,) £4(2), we have

Lmdy () < inf g2 - inf  £().
z€F(%,y,11) z€F(x,y,12)

Page 6 of 19



Wangkeeree and Preechasilp Journal of Inequalities and Applications 2014, 2014:425
http://www.journalofinequalitiesandapplications.com/content/2014/1/425

Applying the symmetry between p; and uy, we arrive at

—Lmdy (o) < inf - E,(z) -  inf  £,(2).
z€F(x,y,142) z€F(x,y,101)

It follows from the last two inequalities that

e, (%3, 111) — W, (5,9 i) | < Limidlyy (a1, i), Y, pta € N(ho).

Therefore, we conclude that Vg, (x,y,") = infep(y,) §;(2) is Lm; - y1-Holder continuous

at uo.
(b) It follows by a similar argument as in part (a). The proof is completed. O

Now, by using the nonlinear scalarization technique, we propose some sufficient condi-
tions for Holder continuity of the solution mapping for (PGVQEP).

Theorem 3.3 For each fixed q € intC, let S(&;, 4, u) be nonempty in a neighborhood
N(xo) x N(1o) of (o, o) € A x M. Assume that the following conditions hold.
(i) K(-,-)is (lh - a1,y - an)-Holder continuous on E(N(Ag)) X N(Ao);
(i) Foreach x,y € E(N(Ao)), F(x,9,-) is my - y1-Holder continuous at o € M;
(iii) For each x € E(N(\g)) and u € N(g), F(x, -, 4) is my - yo-Holder continuous on
E(N(X0));
(iv) F(-,-, ) is h - B-Holder strongly monotone with respect to &,, that is, there exist
constants h > 0, B > 0 such that for every x,y € E(N (X)), x #,

B . : .
hd’(x,y) < d(zeéa,fm &R, )+ d(zeﬁ(‘;fc,m &2 R, );

(V) B =arys, h>2myLl*, where L := sup, .q |1l € [m, +00) is the Lipschitz constant
ofé onY.
Then, for every (A, t) € N(Ao) X N(uo), the solution x(A, ) of (PVQGEP) is unique, and
x(A, ) as a function of k. and | satisfies the Holder condition: for all (A, 1), (A2, 42) €
N(o) x N(1o),

1

2mo Ll \ P
250y ) d‘;‘\ZVZ/ﬂ()Lh)\'Z)

h—2my LI

WllL /B
- dVl , ,
+(h—2m2Llf1> (L1, p2)

dyx (%O, 1), %2, 112)) < (

=

where x(Li, j1;) € Sw(his i), i =1,2.

Proof Let (A1, it1), (A2, t2) € N(Xo) x N(1t0). The proof is divided into the following three
steps based on the fact that

dx (x(h1, ), (Ao, i) < dx (x(h1, 111), %(h1, 112)) + dx (%01, ), % (A2, 22)),

where x(1;, ;) € Sw(hi, i), i =1,2.
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Step 1: We prove that

==

Vl’llL /B
dy :=dx (x(A1, 1), 211, — ) 4} , 9
1 x(x( 1 ), %(A Mz)) = (h—2mlei’1> (1, 142) )

for all x(A1, 1) € Sw(A1, 1) and x(A, p12) € Sw(Ag, pa).

If x(A1, 1) = (A1, 2), then we are done. So, we assume that x(Aq, (1) # x(A1, 2). Since
x(A1, 1) € K(x(A1, 1), M) and x(rq, o) € K(x(A1, o), A1), by the [ - a;-Holder continuity
of K(-, A1), there exist x; € K(x(\1, it1), A1) and x5 € K(x(A1, iu2), A1) such that

dy (%(h1, 1), %2) < byt (2(h, 101),%(M1, o)) = by (10)
and
dx (%(A1, o), 1) < hdy! (x(ha, p) x(hy, i) = by (11)

Since x(A1, 41) € Sw(A1, 1) and x(A1, 2) € Sw (A1, o), by Lemma 3.1, we obtain

Klfgq (x()"l’ Ml)! X1, Ml) = inf ";:q(z) > 0 (12)

z€F (x(A,1)%1,141)

and

Ve, (x(ha, 12), %2, 112 o= inf )Eq(z) > 0. (13)

Z€F (x(A1,102)%2, /42

By virtue of (iv), we have

hdf = hd)‘i(x()‘-h /'Ll))x()\l: MZ))

< d(Ve, (x(ha, 1), %A1, 12), 1), Ry ) + d (e, (201, 2), %(Aa, 1), 1), R,).

By combining (12) and (13) with the last inequality, we have

hdf, < | e, (20, 101), % 0u1, ), 1) = Vg, (%G1, 1), 21, 111 |
+ | e, (%00, ), 2(ha, 1), 1) = W, (% (0, ph2), 2, 112)) |
< |, ((ha, 121, 20, p2)s 1) = Ve, (%01, 1), 21, 41|
+ | Ve, (%O, o), #(Aa, 1), 1) — Ve, (%A1, ) %A1, 1), 2 |
+ | e, (%0, i), XA, 1), pa2) = Wy (¥(Aa, 102), %2, 112 |
< Limyd (20, p2), 1) + Ll (ua, o) + Limyd?? (x0u, 1), %)
< Lmap I dy 7 (x(M, 101), 2001, 12))
+ Limdyy; (jr, o) + Lmg 7 dy 7 (x (A, 1), 2001, 112))

= 2Lmy I dy' (x()hlr 1), x(Aq, ,U«2)) + Limydyy (1, ). (14)

Page 8 of 19
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Whence, assumption (iv) implies that

==

LWll /B
dx (x(A1, 1), x(A1, — | 4 ) 42).
x(x( 1 1), % (A Mz)) = <h—Lmzlf2> (11, (12)

Step 2: We prove that

—_

2Lyl N\ P,
! ) 42 (3, 20) (15)

dy = dx (x(A1, n2), %(Aa, N
5 i= dx (%A1, 112), %( ZMZ))_(h—ZLmzl}“

for all (A1, o) € Sw (A1, o) and x(Aa, ) € Sw (Ao, p2).

If x(A1, o) = x(Xa, u2), then we are done. So, we assume that x(Aj, i) # x(Aa, 2).
Since x(A1, 2) € K(x(A1, w2), A1) and x(hy, o) € K(x(Ay, i42), A2), by the I - ap-Holder
continuity of K(x(A1, 12),) and K(x(Aa, it2), ), there exist x; € K(x(A2, it2), A1) and &, €
K(x(A1, £2), o) such that

dx (%(A1, w2), %) < body (M1, A2) (16)
and
dx(x()tzlﬂz),xll) < bLdP (A, 1a). (17)

Again, by the Holder continuity of K(-,-), there exist x € K(x(A1, u2),A1) and x5 €
K(x(Aa, 2), A2) such that

dx (6}, %)) < hd (x(A1, 12),%(has p2)) = hdy! (18)
and
dx (x5, %) < hdy (x(A, 2), %(Aa, o)) = by (19)

Since x(A1, n2) € Sw(r1, no) and x(Aa, na) € Sw(a, 2), by Lemma 3.1, we obtain the fol-
lowing:

inf £,(2)>0 (20)

z€F(x(h1,12),%] 142)

Ve, (%0, 1), &), 1) -

and

Ve, (00 112), 45, 1) ¢ inf | &()=0. (21)

z€F(x(Ag,12)x% 12

By virtue of (iv), we have

hdy = hdly (x(h, 2), %(ha, 1))

< d(Ve, (%A1, 12), 2(ha, 12), 12), R, ) + d (W, ((ha, i2), %(Aa, p2), p2), R,).
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By combining (20) and (21) with the last inequality, we have

hd? < e, (50, 112),50ha, 112), 112) — W, (2ha, 12), ], 112) |
+ [V (60hay ), (01, 12, 1) = Wy (5002, 12), 33, )|
< Ve, (00, 112), %002, 112, 1) — W, (80, 1), %), 1) |
+ [V (300, ), 2 1) = Wy (20, 1), 51, 02|
+ |We, (% (ha, 112), % Ch, 12), 1) — W, (%00 12, ) 1) |
b W, (3002 12), 6 12) — W, (6(has 1), 20 1) |
< Limyd (x(ha, 112), %)) + Limydi (%7, )

+ Limyd’¢ (x(A1, ta), 5, ) + Lo di (x5, %5). (22)
By virtue of (16), (17), (18) and (19), we get

hdﬁ (x()\l’ MZ): x()\Z) H’Z))
< Lyl d27 (M, ho) + Limp 1Ay (x(hy, 102), %(Aa, 142))
+ LMngzdizm (}\.1, )\.2) + Lle{zds?n (x()‘-l) /VLZ)’ x()‘-Z: MZ))

= 2Lmy I3 d27? (M, ho) + 2Lmo 2 dst ™ (%(A, pa), (R, h2))- (23)

Whence, condition (v) implies that

1

>ﬁd7\2y2()»1;)»2)~

2Lmy 1)

dﬂ M, ,x(Aog, <|————
o (2, 12), 2(hs p2)) < (h—ZLmzlfz

Step 3: Let x(A1, 1) € Sw(Ay, 1) and x(Ay, 42) € Sw(ra, o). It follows from (9) and (15)

that
d(x(h1, 1), % (Ao, 12))
< d(x(h, 1), x(h, 112)) + d (%1, 112), %(Aa, 112))
mL N\ g 2yl \F s
S(m) dy; (Ml»ﬂ2)+(m) dy " (A, k).
Thus,

o (Sw(ri, 1), Sw (A2, p2))

= sup dx (x(h1, 1), (R, 12))
x(A1,11)€Sw (A1, 1) % (A2, 12) €S (A2,H12)

1 1
WllL B vi/B 2LWI2[;2 B a2/ B
<| ——— ) 4} , | ——==—) 42" (r,0).
_<h—2mle{q) M (1, p2) h—2Lmzlf1 A (A1, 22)

Taking A, = A; and py = 1, we see that the diameter of S(A1, uq) is 0, that is, this set is a
singleton {x(A1, ;1)}. This implies that the (PGVQEP) has a unique solution in a neighbor-
hood of (1¢, i1¢). The proof is completed. g
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Definition 3.4 Let F: X x X x M — 2¥ be a set-valued mapping. A set-valued mapping
F(-,-, ;) — 2Y is said to be
(A) h - B-Holder strongly monotone with respect to &, if there exist g € int C and /1 > 0,
B > 0 such that for every x,y € E(N (1)) with x #y,

inf z)+ inf 2) + hd2 (x,y) < 0;
zer#)%‘q() ZeF(y’x'M)Eq() e (x,) <

(B) & - B-Holder strongly pseudomonotone with respect to q € int C and 4 > 0, 8 > 0 such
that for every x,y € E(N(X¢)) with x # y,

z¢—intC, IzeF(xy,u) = 72 +hdi(xy)qe-C, 37 cF(yxun).
(C) quasi-monotone on E(N (o)) if Vx,y € E(N(A¢)) with x #y,
z€—-intC, 3FzeF(x,yu) = 2Z¢-intC, 37 €F(y,x u).

The following proposition provides the relation among monotonicity conditions defined

above.
Proposition 3.5
(i) (A) = (iv).
(i) (B) and (C) = (iv).

Proof (i) From the definition of (A), we have

hdl(x,y) < — inf £(z)— inf £(2)

z€F(%,y,10) zeF(yx,u)
<d(‘f ,R) d('f ,R).
- ZGF(I;,y:u) 5@ R ) + ZEFl(rylyxvu)gq(Z) "

(ii) Assume that F satisfies definitions (B) and (C). We consider two cases.
Case 1. z ¢ —intC, 3z € F(x,y,), then there exists z' € F(y,x, ) such that z’ +
hdﬁ(x,y)q € —C. From Lemma 2.1, we have

£,(2) + hdly(x,9) = £,(2 + hd}y(x,9)q) <0,

which implies that inf,er(x,.) &4(2) < &4(2) < —hdf}(x, y). Hence,

f(x,y)<— inf <d(_inf R.)+d(_inf R.)
hdx (x, y) - zEI—"I(I;,x,u) éq(Z) - d zEF(I;,y,u) é:q(Z), +)* d ZEI}(Iyl,x,u) Eq(Z), A

Case 2.z € —int C, 3z € F(x,y, u), then there exists z’ € F(y,x, u) such that z ¢ —int C. By

a similar argument as in the previous case, we have the desired result. O

Remark 3.6 The converse of Proposition 3.5 does not hold in general, even in the special
case X =Y =R and C = R,. See, for example, Examples 1.1 and 1.2 in [15]. Therefore,
Theorem 3.3 still holds when condition (iv) is replaced by condition (A) or conditions (B)
and (C). We can immediately obtain the following two theorems.

Theorem 3.7 Theorem 3.3 still holds when condition (iv) is replaced by condition (A).
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Theorem 3.8 Theorem 3.3 still holds when condition (iv) is replaced by conditions (B)
and (C).

Let f: X x X x M — Y be a vector-valued mapping. Then (PGVQEP) becomes the
following parametric vector quasi-equilibrium problem (PVQEP):
Find xg € K(xg,A) such that

fxo,y, ) ¢ —intC, Vy e K(xg,A). (24)

Remark 3.9 In the case of a vector-valued mapping, condition (iv) in Theorem 3.3 and
condition (ii”) coincide. Also, condition (A) and conditions (B) and (C) are the same as
conditions (ii) and (ii") in [30], respectively. It is obvious that Theorems 3.3, 3.7 and 3.8
extend Theorems 3.3, 3.1 and 3.2 in [30], respectively, in the case that the vector-valued
mapping f(-,, ) is extended to a set-valued one.

4 Applications

Since the parametric generalized vector quasi-equilibrium problem (PGVQEP) contains
as special cases many optimization-related problems, including quasi-variational inequal-
ities, traffic equilibrium problems, quasi-optimization problems, fixed point and coinci-
dence point problems, complementarity problems, vector optimization, Nash equilibria,
etc., we can derive from Theorem 3.3 a direct consequence for such special cases. We
discuss now only some applications of our results.

4.1 Quasi-variational inequalities

In this section, we assume that X is a normed space. Let K : X x A =2 Xand T: X x M =
B*(X,Y) be set-valued mappings, where B*(X,Y) denotes the space of all bounded linear
mappings of X into Y. Setting F(x,y, ) = (T(x, ),y — %) := UteT(xw(t,y —x) in (6), we
obtain parametric generalized vector quasi-variational inequalities (PGVQVI) in the case
of set-valued mappings as follows:

Find xo € K(xo, 1) such that (T(xo, W),y — xo> CY\-intC, VyeK(xg,A). (25)
For each A € N(Ag) and € N(uo), let

E():={xeX:xeK(x,M)}.
The solution set of (25) is denoted by

Shyi(op) = {x € EQ) :(T(x, ),y —x) € Y\ —int C,Vy € K(x, 1)}
For each A € N(Ao), 4 € N(10) and fixed g € int C, the &,-solution set of (25) is

Stulepr)i= [ €EG): _inf  (2) = 0,y e K(x2)}.
2&(T(x,).y—x)
Theorem 4.1 Assume that for each fixed q € intC, SgVI(Eq,A, W) is nonempty in a neigh-
borhood N(Ao) x N(wo) of the considered point (Ao, iLo) € A x M. Assume further that the
following conditions hold.
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i)y K(,-)is (lh - o1, by - ay)-Holder continuous on E(N(Ag)) x N(Ao);

ii") Foreach x € E(N(Ao)), T(x,-) is m3 - y3-Holder continuous at o € M;

iii’) T(,-) is bounded in x € E(N(Ao)), and E(N(\g)) is bounded,;

iv') T(, ) is h - B-Holder strongly monotone with respect to &,, i.e., there exist constants
h>0, B >0 such that for every x,y € E(N(X¢)): x %y,

Hlx-ylf <d(_int )éq(z),R+) ¥ d(zw(iynlg . &2 R, );

2e(T(w ) y—x

(V) B=oay, h>2MLL", where L := sup; cq Al € [
onY.

”%,”’ +00) is the Lipschitz constant of &,

Then, for every (A, 1) € N(Xo) x N(wo), the solution of (PGVQVI) is unique, x(1, 1), and
this function satisfies the Holder condition: for all (A1, (t1), (A2, 1L2) € N (o) X N(uo),

1
2MLI, ) P ol

dx (%A1, 1), x(Aa, 112)) < <m o (M, h2)
1
NmsL B
(i) i

where x(A;, 1) € Sovi(Aiy i), i=1,2.
Proof We verify that all the assumptions of Theorem 3.3 are fulfilled. First, (i), (iv') and
(v') are the same as (i), (iv) and (v) in Theorem 3.3. We need only to verify conditions (ii)
and (iii). Taking M, M > 0 such that
| TG )] <M, ¥(x, 10) € E(N(20)) x N(ko)
and
lx—yll <M, Vx,yeE(N(o)).
We put m1; = Mms and 11 = y3. For any fixed x,y € E(N (X)), by assumption (ii’), we have
T(x, 1) C T(x, o) + mad™ (w1, 2)Ber(x,y), Y1, 2 € N(po).

Then

(T(x, 1),y — %)  (T(%, p2) + m3d” (111, 2)Bee(x,v), ¥ — %)

(T(x, p2)y — x) + (m3d” (1, p2)Bex, v,y — %)

(T(x, pa)y — %) + m3d™ (w1, p2) (Ba(x,v), Y — X)

(TG 2),y - &)+ m3d” (i, pa) - | @y -2

g€Bpx(x,y)

(T, 12),y — x) + msd” (s, 142)MBy.
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Hence
(T, 111),y - &) S (T, p2), y — &) + m1d” (s, 142) MBy.
Also, we put m, = M and y, = 1. We need to show that
(T 1)1 = %) S (TG, 0,92 = %) + My - 321 By.

For each fixed x € E(N(Ag)) and u € N (o),

U @n-x

(T, 1), 31 - %)

teT (x, )

= U (t,y1—x+y2—y2)
teT (x,u)

= U (t,y2 —x) + U (t:y1 = y2)
teT (x, k) teT(x,1)

C (T (x, ),y — %) + M|y - y2||By.
Hence, condition (iii) is verified, and so we obtain the result. O

For (PGVQVI), if we put Y =R, C = [0, +00), then (25) becomes the following paramet-
ric generalized quasi-variational inequality problem in the case of scalar-valued one:

Find xy € K(x9, 1) such that (t,y —x0) >0, Vye K(xp,A),Vt € T(xo, ). (26)
For each A € N(Ag) and € N(uo), let

E():={xeX:xeK(x,M\)}
The solution set of (26) is denoted by

Sovi ) = {x € EQ) 1 {6,y - x) = 0,Vy € K(x, 1), ¥t € T(x, )}
For each A € N(Ao), € N(10) and fixed 1 € int C, the &;-solution set of (25) is

S5 (10 1) = {x €E(G): inf  &(2)=0,VyeK(, A)].
z€(T (x,1),y—x)

It follows from Lemma 2.1 that Sgw(él, A, 4) coincides with S‘éw(k, 0.

Corollary 4.2 Assume that SéVI()»,/J,) is nonempty in a neighborhood N(Ag) x N(uo) of
the considered point (Ao, o) € A X M. Assume further that conditions (1')-(iii’) and (v') in
Corollary 4.1 hold. Replace (iv') by (iv").

(iv") T(-,u) is h - B-Holder strongly monotone, i.e., there exist constants h > 0, B > 0, such
that for every x,y € E(N(Ao)): x £y,

(w—-v,x—y) > hllx-yl?, VueT(x),YveT®).
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Then, for every (A, 1) € N(Xo) x N(wo), the solution of (PGVQVI) is unique, x(1, 1), and
this function satisfies the Holder condition: for all (71, 1), (A2, t2) € N(Ao) X N(uo),

1 1

ZMZZ B /B ( NmS )ﬂ /
dx (%O, 11), %002 12)) < [ — ) @2 ) + [ ———r ) A (1, 12),
(201, 101, %(A2, 12)) < (h—lei/s) L2 (M, o) + = 2MEP i (1, (2)

where x(%i, i) € Sgy(Miy 1), i = 1,2.

Proof It is not hard to show that (iv”) implies (iv’). Indeed, for any x,y € E(N()Ao)) with
X7V,
hllx=ylI” < (u—v,x-y)
= (wx—y) +(v,y-x)

< sup (u,x—y) + sup (v,y —x)
ueT(x) veT(y)

sup —(u,y —x) + sup —(v,x—7y)
ueT(x) veT(y)

O
B 07 =) = T (9}

sd(,jgf oy R.) vt frx )R

Therefore, (iv’) is satisfied. 0

Remark 4.3 Corollary 4.2 extends Corollary 3.1 in [33] since the mapping T is a multi-
valued mapping.

4.2 Traffic equilibrium problems

The foundation of the study of traffic network problems goes back to Wardrop [34], who
stated the basic equilibrium principle in 1952. Over the past decades, a large number of
efforts have been devoted to the study of traffic assignment models, with emphasis on
efficiency and optimality, in order to improve practicability, reduce gas emissions and
contribute to the welfare of the community. The variational inequality approach to such
problems begins with the seminal work of Smith [35] who proved that the user-optimized
equilibrium can be expressed in terms of a variational inequality. Thus, the possibility of
exploiting the powerful tools of variational analysis has led to dealing with a large variety
of models, reaching valuable theoretical results and providing applications in practical sit-
uations. In this paper, we are concerned with a class of equilibrium problems which can
be studied in the framework of quasi-variational inequalities, see [36, 37].

Let a set N of nodes, a set L of links, a set W := (Wj,..., W)) of origin-destination pairs
(O/D pairs for short) be given. Assume that there are r; > 1 paths connecting the pairs W},
j=1,...,1, whose set is denoted by P;. Set m :=r, + - - - + ry; i.e., there are in whole m paths
in the traffic network. Let F := (F,..., F),) stand for the path flow vector. Assume that the
travel cost of the path R, s =1,...,m, is a set T,(F) C R,. So, we have a multifunction
T :RY? = RY with T(F) := (T1(F),..., T,,(F)). Let the capacity restriction be

FeA:={FeR}:F<T,s=1,..,m},
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where [y are given real numbers. Extending the Wardrop definition to the case of multi-
valued costs, we propose the following definition.
A path flow vector H is said to be a weak equilibrium flow vector if

VYW, VR, € P;, R, € P}, there exists t € T(H) such that
ty<ty=>H;=T,orH;=0, (27)

wherej=1,...,/and g,s € {1,...,m} are among r; indices corresponding to P;.
A path flow vector H is said to be a strong equilibrium flow vector if

VYW;,VR, € P;,R; € P}, for all t € T(H) such that t; < t, = H; =I'; or H; = 0. (28)

Suppose that the travel demand p; of the O/D pair W}, =1,...,/, depends on the weak (or
strong) equilibrium problem flow H. So, considering all the O/D pairs, we have a mapping
p :R™ — R.. We use the Kronecker notation

1 ifSEPj,

d’js =
0 ifs ¢ Pj.

Then the matrix

o={ds}, j=1,...,L,s=1,...,m,

is called an O/D pair/path incidence matrix. The path flow vectors meeting the travel
demands are called the feasible path flow vectors and form the constraint set, for a given
weak (or strong) equilibrium flow H,

K(H,)):={F € A:¢F = p(H,))}.

Assume further that the path costs are also perturbed, i.e., depend on a perturbation
parameter p of a metric space M: Ts(F,u),s=1,...,m.

Our traffic equilibrium problem is equivalent to a quasi-variational inequality as follows
(see [38]).

Lemma 4.4 A path vector flow H € K(H, 1) is a weak equilibrium flow if and only if it is
a solution of the following quasi-variational inequality:

Find H € K(H, \) such that there exists t € T(H, 1) satisfying (¢, F — H) > 0,

VE € K(H,1).

Lemma 4.5 A path vector flow H € K(H, \) is a strong equilibrium flow if and only if it is
a solution of the following quasi-variational inequality:

Find H € K(H, ) such that for all t € T(H, )) it satisfies (t,F — H) > 0,

VF € K(H, \).



Wangkeeree and Preechasilp Journal of Inequalities and Applications 2014, 2014:425 Page 17 of 19
http://www.journalofinequalitiesandapplications.com/content/2014/1/425

Corollary 4.6 Assume that solutions of the traffic network equilibrium problem exist and
all the assumptions of Corollary 4.2 are satisfied. Then, in a neighborhood of (A, |1o), the
solution is unique and satisfies the same Holder condition as in Corollary 4.2.

4.3 Quasi-optimization problem
For the normed linear space Y and pointed, closed and convex cone C with nonempty
interior, we denote the ordering induced by C as follows:

x<y iff y-xeC;

x<y iff y—xeintC.

The orderings > and > are defined similarly. Let g : X x M — Y be a vector-valued map-
ping. For each (A, ) € A x M, consider the problem of parametric quasi-optimization
problem (PQOP) finding xo € K(xo, A) such that

Xo,M) = min L L) 29
glxo, )= min_ gy, 1) (29)
Since the constraint set depends on the minimizer xy, this is a quasi-optimization problem.
Setting f(x,y, ) = gy, ) — g(x, ), (PVQEP) becomes a special case of (PQOP).

The following results are derived from Theorem 3.8 (Theorem 3.3 cannot be applied
since f(x,y, ) +f(y,x,4) =0, Vx,y € A and € M).

Theorem 4.7 For (PQOP), assume that the solution exists in a neighborhood N(Ao) X
N(po) of the considered point (Lo, ito) € A x M. Assume further that the following condi-
tions hold.
(i) K(-,-)is (l1 - a1,y - an)-Holder continuous on E(N(Ag)) x N(Ao);
(i) Foreach x,y € E(N(Ao)), F(x,9,-) is my - y1-Holder continuous at o € M;
(iii) For each x € E(N(\g)) and u € N(g), F(x, -, b) is my - yo-Holder continuous on
E(N(Ro));
(iv) F(-,-, ) is h - B-Holder strongly monotone with respect to &, i.e., there exist
constants h > 0, B > 0 such that for every x,y € E(N(Ao)): x #,

B : ; .
hdyey) <d(_int &L R.)vd(_inf )R );

(V) B =a1ys, h>2myLL]*, where L := sup, .cq |1l € [”%qu, +00) is the Lipschitz constant
ofé,onY.
Then, for every (A, ) € N(ho) X N(uo), the solution of (PVQGEP) is unique, x(A, 1), and
this function satisfies the Holder condition:
Jor all (A1, 1), (A2, 2) € N(Ro) x N(1o),
1

2my LI ) P

dx (x(h, p1), x(hay p2)) < 7_61"‘2”/“,)\
x (%A1, 1), %(A2, p12)) < (h—2m2Llf1 AT (A, A2)

1
mlL B /B

| ———— ) 48 , M2),

(h—2m2Ll}'1> (1, p12)

where x()»i, //L,') S S\,v(}ni, ,LL,‘), i=1,2.
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5 Conclusions

In this paper, by using a nonlinear scalarization technique, we obtain sufficient condi-
tions for Holder continuity of the solution mapping for a parametric generalized vector
quasi-equilibrium problem in the case where the mapping F is a general set-valued one.
As applications, we derived this Holder continuity for some quasi-variational inequalities,

traffic network problems and quasi-optimization problems.
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Abstract

In this paper, we obtain sufficient conditions for the lower semicontinuity of an
approximate solution mapping for a parametric generalized vector equilibrium
problem involving set-valued mappings. By using a scalarization method, we obtain
the lower semicontinuity of an approximate solution mapping for such a problem
without the assumptions of monotonicity and compactness.

Keywords: lower semicontinuity; approximate solution mapping; parametric
generalized vector equilibrium problems; scalarization method

1 Introduction

The vector equilibrium problem is a unified model of several problems, for example, the
vector optimization problem, the vector variational inequality problem, the vector com-
plementarity problem and the vector saddle point problem. In the literature, existence re-
sults for various types of vector equilibrium problems have been investigated intensively,
e.g., see [1-4] and the references therein. The stability analysis of the solution mappings
for VEP is an important topic in vector equilibrium theory. Recently, the semicontinuity,
especially the lower semicontinuity, of solution mappings to parametric vector equilib-
rium problems has been studied in the literature, see [5-16]. In the mentioned results, the
lower semicontinuity of solution mappings to parametric generalized strong vector equi-
librium problems is established under the assumptions of monotonicity and compactness.
Very recently, Han and Gong [17] studied the lower semicontinuity of solution mappings
to parametric generalized strong vector equilibrium problems without the assumptions
of monotonicity and compactness.

On the other hand, exact solutions of the problems may not exist in many practical prob-
lems because the data of the problems are not sufficiently ‘regular. Moreover, these math-
ematical models are solved usually by numerical methods which produce approximations
to the exact solutions. So it is impossible to obtain an exact solution of many practical
problems. Naturally, investigating approximate solutions of parametric equilibrium prob-
lems is of interest in both practical applications and computations. Anh and Khanh [18]
considered two kinds of approximate solution mappings to parametric generalized vector
quasiequilibrium problems and established the sufficient conditions for their Hausdorff
semicontinuity (or Berge semicontinuity). Among many approaches for dealing with the
©2014 Wangkeeree et al; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work is properly cited.
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lower semicontinuity and continuity of solution mappings for parametric vector varia-
tional inequalities and parametric vector equilibrium problems, the scalarization method
is of considerable interest. By using a scalarization method, Li and Li [19] discussed the
Berge lower semicontinuity and Berge continuity of an approximate solution mapping for
a parametric vector equilibrium problem.

Motivated by the work reported in [17-19], in this paper we aim to establish efficient
conditions for the lower semicontinuity of an approximate solution mapping for a para-
metric generalized vector equilibrium problem involving set-valued mappings. By using
a scalarization method, we obtain the lower semicontinuity of an approximate solution
mapping for such a problem without the assumptions of monotonicity and compactness.

2 Preliminaries
Throughout this paper, let X and Y be real Hausdorff topological vector spaces, and let Z
be areal topological space. We also assume that C is a pointed closed convex cone in Y with
its interior int C # §. Let Y™ be the topological dual space of Y. Let C*:={£ € Y*: (£,y) >
0,Vy € C} be the dual cone of C, where (£, y) denotes the value of £ at y. Since int C # J, the
dual cone C* of C has a weak* compact base. Let e € int C. Then B} := {£ € C*: (§,¢) =1}
is a weak™ compact base of C*.

Suppose that K is a nonempty subset of X and F : K x K — 2Y\{} is a set-valued map-
ping. We consider the following generalized vector equilibrium problem (GVEP) of find-
ing xo € K such that

F(x,y) CY\ —intC, VyeK. (2.1)

When the set K and the mapping F are perturbed by a parameter y which varies over a
set M of Z, we consider the following parametric generalized vector equilibrium problem
(PGVEP) of finding xo € K(u) such that

F(xo,y,u) CY\—intC, VyeK(u), (2.2)

where K : M — 2X\{@} is a set-valued mapping, F: B x Bx M C X x X x Z — 2¥\{#}
is a set-valued mapping with K(M) = UueM K(u) C B. For each ¢ >0 and u € M, the
approximate solution set of (PGVEP) is defined by

:§(8,M) = {x e K(u):Flx,y,u) +ee C Y\ —intC,Vy EI((M)},

where e € intC. For each & € B} and (¢, u) € R* x M, by §g (e, ) we denote the &-ap-
proximate solution set of (PGVEP), i.e.,

gg(S,M)Z= {xe[((u): inf )E(z)+szO,VyeK(M) .
zeF(xy

eF(x,y,1

Definition 2.1 Let D be a nonempty convex subset of X. A set-valued mapping G : X —
2¥ is said to be:

(i) C-convex on D if, for any x1,x, € D and for any ¢ € [0,1], we have

tG(x1) + (1 - )G(x2) € G(tx1 + (1 — B)x2) + C.
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(ii) C-concave on D if, for any x1,x, € D and for any ¢ € [0, 1], we have
G(tx1 +(1- t)xz) CtG(x) + (1 -1)G(xy) + C.

Definition 2.2 [17] Let M and M; be topological vector spaces. Let D be a nonempty
subset of M. A set-valued mapping G : M — 2M1 is said to be uniformly continuous on D
if, for any neighborhood V' of 0 € M, there exists a neighborhood U, of 0 € M such that
G(x1) € G(x2) + V for any x1, x5 € D with x; — x, € U.

Definition 2.3 [20] Let M and M; be topological vector spaces. A set-valued mapping
G : M — 2Mi js said to be:
(i) Hausdorff upper semicontinuous (H-u.s.c.) at ug € M if, for any neighborhood V' of
0 € M, there exists a neighborhood U (uo) of 1y such that

G(u) € G(ug) + V  for every u € U(uo).

(i) Lower semicontinuous (l.s.c.) at ug € M if, for any x € G(up) and any neighborhood

V of «, there exists a neighborhood U (o) of ug such that
Gu)NV #P forevery u € U(uy).

The following lemma plays an important role in the proof of the lower semicontinuity

of the solution mapping S(,).

Lemma 2.4 [21, Theorem 2] TheunionT =
', from a topological space X into a topological space Y is also an l.s.c. set-valued mapping

I'; of a family of .s.c. set-valued mappings

iel
from X into Y, where I is an index set.

3 Lower semicontinuity of the approximate solution mapping for (PGVEP)
In this section, we establish the lower semicontinuity of the approximate solution mapping
for (PGVEP) at the considered point (&g, itg) € R* x M with g > 0.

Firstly, using the same argument as in the proof given in [22, Lemma 3.1], we can prove

the following useful result.

Lemma 3.1 Foreache >0, u €M, if for each x € K(u), F(x, K(), u) + C is a convex set,
then

3:(8’/"«) = U §§(8,,LL) = U :§E(8’ /’L)'

geC*\{0} £eB;

Proof Foranyx € Uéec*\m] :§g (&, ), there exists &’ € C*\{0} such that x € §5/(8, ). Thus,
we can obtain that x € K(u) and inf,ep(yy,.) §'(z) + € > 0, Vy € K(11). Then, for each y €
K(u) and z € F(x,y, 1), &§'(z) + € = 0, which arrives at z ¢ —int C. It then follows that, for
each z € F(x,y, 1),

F(x,y,u) +ee C Y\ —intC, VyeK(w),
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which gives that x € S(e, ). Hence, Usec*\w} gg (&, 1) C S, ). Conversely, let x € S(e, 1)
be arbitrary. Then x € K(u) and F(x,y, 1) + ee € Y\ —intC, Vy € K(u). Thus, we have

F(x, K(u), ,u) N(-intC) = @,
and hence
(F(x K (1), 1) + C) N (=intC) = 4.

Because F(x, K(u), ) + C is a convex set, by the well-known Edidelheit separation theorem
(see [23], Theorem 3.16), there exist a continuous linear functional & € Y*\{0} and a real
number y such that

E@Q <y <&(z+0)

for all z € F(x,K(u), 1), c € C and ¢ € —int C. Since C is a cone, we have &£(c) < 0 for all
¢ € —intC. Thus, £(¢) > 0 for all ¢ € C, that is, § € C*. Moreover, it follows from ¢ € C,
¢ € —intC and the continuity of & that £(z) + ¢ > 0 for all z € F(x, K(u), u). Thus, for all
y € K(1), we have inf ey, E(2) +€ >0, e, x € §g (e,m) C Usec*\{O} S:g (&, ). a

Theorem 3.2 We assume that for any given & € B}, there exists § > 0 such that the &-ap-
proximate solution set§g (-,-) exists in [g9,8) x N (o), where N (o) is a neighborhood of .
Assume further that the following conditions are satisfied:
(i) K(wo) is nonempty convex;

(if) K is H-u.s.c. at jo and l.s.c. at [io;

(iii) for anyy € K(1o), F(-, 9, o) is C-concave on K(uo);

(iv) F(-,-,-) is uniformly continuous on K(M) x K(M) x N(io).
Then the & -approximate solution mapping gg : [£0,8) X N(po) = 2¥X is Ls.c. at (g9, ito).

Proof Suppose to the contrary that gs(-, -) is not Ls.c. at (&g, (o), then there exist x €
:§§ (€0, o) and a neighborhood W, of 0x € X. For any neighborhoods J(go) and U(o) of
€0 and 1, respectively, there exist ¢’ € J(g9) N [g0,8) and u’ € U (o) such that (xg + Wp) N
:§E (&, ') = @. In particular, there exist sequences {¢,,} | &9 and {u,} — 1o such that

(%0 + Wo) N Se (e 1) =B, VmeN. 3.1)
For the above Wy, there exists a neighborhood W} of Oy € X such that

Wi+ W1 € Wh. (3.2)
We define a &-set-valued mapping H; : [0,8) — 2X by

He(e) = {x € K(pp): inf  &(z)+e+¢& >0,y eI((uo)}, ¢ €[0,98).
zeF(x,,10)

Notice that H;(0) = S:g;- (€0, o) # V. Next, we claim that H; is Ls.c. at 0. Suppose to the
contrary that H; is not Ls.c. at 0, then there exist x € H¢(0) and a neighborhood Oy of
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Ox € X. For any neighborhood U of 0, there exists ¢ € U such that (x + Og) N Hg(e) = @. In
particular, there exists a nonnegative sequence {¢/,} | 0 such that

(x+Oo) NH(e,) =0, VneN. (3.3)

Since H¢(0) # ¥, we choose x™ € H¢(0). Since &, — 0, there exists ¢, such that

’ /

& & £
0/ X+ ——x" =X+ ——(x" —X) € x + Oy. (3.4)
go+&,  Eoten €0 + &
We claim that - vy X+ - x* € Hg (e, ). In fact, since ¥ € He(0) and x* € He(0), for any
y € K(uo), we have 1nft€p Gaio) & () + 80 = 0 and infrerr y,u0) £ (K) + €0 = 0. Then, for any
u € F(x,y, 1o),
2 gu)r —2 >0, (3.5)
€0+ &, €0 + &,
and for any v € F(x*,y, 1Lo),
gl el
— g+ —2 gy >0. (3.6)

€0+ &, €0+ &,

By the C-concavity of F(-,y, (o), we have that

£o . g 8/
F B X + 10 ,J’,Mo ’ F(x’yHuO)"' F(x*’y’uo)+c'
go+e,,  EotE a +& €0 + &)
£0+£’ x ,y,uo) there exist z € F(x,y, o), z* €
F(x*,y,10) and ¢’ € C such that w= zZ+ z* + ¢. It follows from the linearity
€0 ano 80+Fn

Ofé that §(w) — —1—&(2) -

£0+en,

E(z*) =&(c’) = 0, which gives that &(w) > +8;1 £(2) +

6+€ &

”0 £(z%). Forallw e F(

x+ —9—x*,%, ko), by (3.5) and (3.6), we have

80+8 €0 +en
& g, €
0 n 0

E(w) > - —gg— ——g0 = — — (&, +€0) = = (&7, +€0)-
&0 +8n0 &0 +‘9no €0+€n0
& - &y
This implies that inf . o &(2) + &, + €0 > 0, thatis, —2—x+ —0—x" €
zeF(—0— 3+ —0— x*y,110) £0%+eng £0%+eng

coren T egrel )
He(e,,)- By (3.4), we get t(f)1at On X+ 80832210 x* € (x + Op) N Hg (e, ), which contra-
dicts (3.3). Therefore, H is l.s.c. at 0. Since H is Ls.c. at 0, for above x¢ € Sz (g9, o) =
H;(0) and for above W, there exists a balanced neighborhood Vj of 0 such that (x +
Wh) N He(e) # 0, Ve € V. In particular, from {e,} | &9, there exits Ny € N such that
(xo + W1) N He(en, — €0) #9. Let x’ € (xo + W1) N He (en, — €0).

For any ¢ > 0, since e € int C, there exists §y > 0 such that

SoBy +ee C C. (3.7)
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Since F(-,-,) is uniformly continuous on K(M) x K(M) x N(uo), for above §oBy, there
exists a neighborhood V; of 0 € B, a neighborhood U/ of 0 € B and a neighborhood N; of
0 € M, for any (x1, y1, i1), (%2, y2, i12) € K(M) x K(M) x N (o) withxy —x, € Vi, y1-y2 € Uy
and w1 — wy € Np, we have

F(x1,y1, 1) S 80By + F(x2,y2, 142). (3.8)
Since K is H-u.s.c. at g, for above U, there exists a neighborhood U (119) of 14 such that

K(p) € K(po) +th, V€ Ui(po). (3.9)

We see that x” € K(u0). Since K is Ls.c. at ug, for V3 N W, there exists a neighborhood
U, (o) of o such that

(¥ +Vin W) NK(w) #9, Vi € Us(uo). (3.10)

It follows from p, — o that there exists a positive integer N) > N, such that uNy €
Ui (o) N Uz (o) N U(ro) N (o + N1). Noting that (3.9) and (3.10), we obtain

K(pny) € K(po) + Uh (3.11)
and

@ +vinwy)n K(pny) #9. (3.12)
By (3.12), we choose

&' e (¥ +Vinwy) N K (uny)- (3.13)
Next, we prove thatx” € 3‘} (aN(/), N ).Foranyy e K(,uN(/)), by (3.11), there exists yo € K(io)
such that y' — yo € Uj. It follows from (3.13) that x” — " € V. Noting that 1Ny € U(uo) N
(1o + Np) and (3.8), we have

F(x".y, ,LLN(/)) C 80By + F(x', 50, 110)-
By (3.7), we have

F(x”,y/, MN(’)) CC-cge+ F(x/,yo, /Lo). (3.14)

Hence, for any y € 1((/,LN(/)) and 2"’ € F(x",y/, ,LLN(/)), there exist ¢’ € C and 2z’ € F(x',y, to)
such that

Z'=c -ge+7.

It follows from the linearity of & that £(z”) +& > &£(2/) forall € > 0. Thisleads to £(z”) > &(2').
Thus

£(z) + Ny = £(2) + eny = £(z)+ (exy —€0) + €0 = 0.
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Hence »” € §§ (sNé, ,uN(/)). Also, since & € (xo + W1) and by (3.2) and (3.13), we have
x”ex’+ VlﬂWl Cxp+ W1+ W1§x0+\/\’/0.

This means that (xo + Wy) N §5(8N6, /LN(/)) # (, which contradicts (3.1). This completes the
proof. d

Theorem 3.3 We assume that for any given & € B, there exists § > 0 such that the ap-
proximate solution set gg(', -) exists in [g9,8) X N(wo). Suppose that conditions (i)-(iv) as
in Theorem 3.2 are satisfied. Assume further that for each x € K(1o), F(x, K(o), to) + C
is a convex set. Then the approximate solution mapping?: [e0,8) X N(ug) — 2% is Ls.c. at

(0 H0).

Proof Since F(x, K(i0), o) + C is a convex set for each x € K(u), by virtue of Lemma 3.1,
it holds that S(so, o) = US B §g (g0, o). It follows from Theorem 3.2 that for each & €
B, ES(., -) is Ls.c. at (&g, o). Thus, in view of Lemma 2.4, we obtain that §(., -) is Ls.c. at

(20, to)- O
The following example illustrates all of the assumptions in Theorem 3.3.

Example 3.4 Let Y = R?, C =R? := {(x1,x) € R? : %1 > 0,5, > 0} and Z = X = R. Let
B(0, %) be the closed ball of radius 1/2 in R%. Let B = [-2,2], M = [-1,1] and the set-valued
mapping F : B x B x M — 2¥ be defined by

F(x:y: M) = (W(xty: M), V(x;y, M)) +B(0,1/2),

where w(x,y, 1) := y*(2* = 1) + x(y —x + 1) = 3y + 2 and v(x, y, i) := y*(2* — 1) —x2 + 2xy + 3.
Define a set-valued mapping K : M — 2 for all u € M, by K(u) := [-2 + @, 2 + u] N [-2,2].
We choose e = (1,1) € intC, g9 = 2.5, 1o = 0 and & = (1,0). We can see that By =
{(x1,%2) 1 %1 + x5 = 1,x1,%0 > 0} and 1 € S(1,0)(g9,0). Further, for any p € (-1,1), there ex-
ists ¢ € [2.5,4.5) such that 1 g(l,o)(s,u). Hence, §(1,0)(', -) exists in [2.5,4.5) x [-1,1]. It
is easy to observe that for any y € K(0), F(-,5,0) is C-concave on K(0). Clearly, condi-
tion (ii) is true. It is obvious that K(M) = [-2,2]. Let N(uo) = [-1,1], we can see that F(-, -, -)
is uniformly continuous on K(M) x K(M) x N(uo). Finally, we can check that for each
x € [-2,2], F(x,[-2,2],0) + C is a convex set. Applying Theorem 3.3, we obtain that Sis
Ls.c. at (2.5,0).

The following example illustrates that the concavity of F cannot be dropped.

Example 3.5 Let Y =R?, C=R? and Z = X = R. Let B = [-2,2], M = [-1,1] and the set-
valued mapping F: B x B x M — 2¥ be defined by

F(x,y, 0) = [ux(x -y - 0.5,2] X {x(x -y - 0.5}.

Define a set-valued mapping K : M — 2% for all u € M, by K(u) := [0,1]. We choose
e=(1,1) €intC, g = 0.5, ug = 0. Then, all the assumptions of Theorem 3.3 are satisfied
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except (iii). Indeed, taking y =1, x; = 0, x, = 1 and ¢ = 0.5, we have

(-2.5,-0.25) = (=0.5,-0.75) — 0.5(2,-0.5) — 0.5(2, -0.5)
€ [-0.5,2] x {-0.75} = 0.5([-0.5,2] x {-0.5})
-0.5([-0.5,2] x {~0.5})
€ F(0.5(0) +0.5(1),1,0) — 0.5F(0,1,0) - 0.5F(1,1,0)
= F(0.5,1,0) - 0.5F(0,1,0) — 0.5F(1,1,0),

but (-2.5,-0.25) ¢ C. The direct computation shows that

Clearly, we see that S(-,-) is even not Ls.c. at (g9, ito) since F(-,9, to) is not C-concave on

{0,1} ifpe(0,1],

S(eo,) = 1[0,1] ifu=0, (3.15)

{0} ifpel-1,0).

K(uo).
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WELL-POSEDNESS BY PERTURBATIONS FOR
THE HEMIVARIATIONAL INEQUALITY GOVERNED
BY A MULTI-VALUED MAP PERTURBED WITH
A NONLINEAR TERM

PANU YIMMUANG* AND RABIAN WANGKEEREE'

Abstract: In this paper, we introduce the notion of well-posedness by perturbations to the hemivariational
inequality governed by a multi-valued map perturbed with a nonlinear term (HVIMN) in Banach spaces.
Under very suitable conditions, we establish some metric characterizations for the well-posed (HVIMN).
In the setting of finite-dimensional spaces, the strongly generalized well-posedness by perturbations for
(HVIMN) are established. Our results are new and improve recent existing ones in the literature.

Key words: well-posedness by perturbations, hemivariational inequality, multi-valued map, Banace space

Mathematics Subject Classification: /9J40, 49K40, 90C31

Introduction

It is well known that the well-posedness is very important for both optimization theory
and numerical methods of optimization problems, which guarantees that, for approximating
solution sequences, there is a subsequence which converges to a solution. The study of
well-posedness originates from Tikhonov [36], which means the existence and uniqueness of
the solution and convergence of each minimizing sequence to the solution. Levitin-Polyak
[21] introduced a new notion of well-posedness that strengthened Tykhonov’s concept as it
required the convergence to the optimal solution of each sequence belonging to a larger set
of minimizing sequences.

Another important notion of well-posedness for a minimization problem is the well-
posedness by perturbations or extended well-posedness due to Zolezzi [41, 42]. The notion
of well-posedness by perturbations establishes a form of continuous dependence of the so-
lutions upon a parameter. There are many other notions of well-posedness in optimization
problems. For more details, see, e.g., [41, 42, 2, 6, 11, 15, 18, 27, 32, 37, 39]. Meanwhile, the
concept of well-posedness has been generalized to other varia- tional problems such as varia-
tional inequalities [5, 10, 12, 13, 24, 25, 26, 27|, saddle point problems [3], Nash equilibrium
problems [26, 28, 29, 30, 31, 33], equilibrium problems [14], inclusion problems [22, 23] jand
fixed point problems [22, 23, 40]

*TThe authors were partially supported by the Thailand Research Fund, Grant No.PHD/ 0035/2552,
Grant No.RSA5780003 and Naresuan university.
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Lucchetti and Patrone [27] introduced the notion of well-posedness for variational in-
equalities and proved some related results by means of Ekeland ' s variational principle.
From then on, many papers have been devoted to the extensions of well-posedness of mini-
mization problems to various variational inequalities. Lignola and Morgan [25] generalized
the notion of well-posedness by perturbations to a variational inequality and established
the equivalence between the well-posedness by perturbations of a variational inequality and
the well-posedness by perturbations of the corresponding minimization problem. Lignola
and Morgan [26] investigated the concepts of a-well-posedness for variational inequalities.
Del Prete et al. [10] further proved that the a-well-posedness of variational inequalities
is closely related to the well-posedness of minimization problems. Recently, Fang et al.
[16] generalized the notions of well-posedness and a-well-posedness to a mixed variational
inequality. In the setting of Hilbert spaces, Fang et al. [16] proved that under suitable
conditions the well-posedness of a mixed variational inequality is equivalent to the exis-
tence and uniqueness of its solution. They also showed that the well-posedness of a mixed
variational inequality has close links with the well-posedness of the corresponding inclusion
problem and corresponding fixed point problem in the setting of Hilbert spaces. Very re-
cently, Fang et al. [15] generalized the notion of well-posedness by perturbations to a mixed
variational inequality in Banach spaces. In the setting of Banach spaces, they established
some metric characterizations, and showed that the well-posedness by perturbations of a
mixed variational inequality is closely related to the well-posedness by perturbations of the
corresponding inclusion problem and corresponding fixed point problem. They also derived
some conditions under which the well-posedness by perturbations of the mixed variational
inequality is equivalent to the existence and uniqueness of its solution.

On the other hand, the notion of hemivariational inequality was introduced by Pana-
giotopoulos [34, 35] at the beginning of the 1980s as a variational formulation for several
classes of mechanical problems with nonsmooth and nonconvex energy super-potentials. In
the case of convex super-potentials, hemivariational inequalities reduce to variational in-
equalities which were studied earlier by many authors (see e.g. Fichera [17] or Hartman and
Stampacchia [19]). Wangkeeree and Preechasilp [38] also introduced and studied some exis-
tence results for the hemivariational inequality governed by a multi-valued map perturbed
with a nonlinear term in reflexive Banach spaces. Recently Ceng et al. [4] considered an
extension of the notion of well-posedness by perturbations, introduced by Zolezzi for a min-
imization problem, to a class of variational-hemivariational inequalities with perturbations
in Banach spaces. Under very mild conditions, they established some metric characteri-
zations for the well-posed variational-hemivariational inequality, and proved that the well-
posedness by perturbations of a variational hemivariational inequality is closely related to
the well-posedness by perturbations of the corresponding inclusion problem. Furthermore,
in the setting of finite-dimensional spaces they also derived some conditions under which
the variational-hemivariational inequality is strongly generalized well-posed-like by pertur-
bations.

The aim of this paper is to introduce the new notion of well-posedness by perturbations
to the hemivariational inequality governed by a multi-valued map perturbed with a nonlinear
term (HVIMN) in Banach spaces. Under very suitable conditions, we establish some metric
characterizations for the well-posed (HVIMN). In the setting of finite-dimensional spaces,
the strongly generalized well-posedness by perturbations for (HVIMN) are established. The
example illustrating main results is established. Our results are new and improve recent
existing ones in the literature.
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Preliminaries

Let K be a nonempty, closed and convex subset of a real reflexive Banach space F with
its dual E*, F : K = 2F" a multivalued mapping. Let © be a bounded open set in RN,
T : E — L(Q;R¥) alinear continuous mapping, where 1 < g < oo, k > land j : QxR* — R
a function. We shall denote @ := T'u, j°(z, y; h) denotes the Clarke’s generalized directional
derivative of a locally Lipschitz mapping j(z, -) at the point € R¥ with respect to direction
h € R*, where z € Q.

For the given bifunction f : K x K — [—oc0,+00] imposed the condition that the set
Di(f) ={uv € K : f(u,v) # —oco, Yv € K} is nonempty, Wangkeeree and Preechasilp
[38] introduced and studied the existence of a solution for the following hemivariational
inequality governed by a multi-valued map perturbed with a nonlinear term

Find v € D1 (f) and v* € F(u) such that
(HVIMN) ¢ (u*,v —u) + f(u,v) + [, j°(x, @(x); (x) — @(x))dx > 0, (2.1)
Vv € K.

Now, let us consider some special cases of the problem (2.1). If f(u,v) = ¢(v) — ¢(u),
where ¢ : X — R U {400} is a proper, convex and lower semicontinuous function such that
Ky = K Ndom¢ # 0, then D (f) = Ky and (2.1) is reduced to the following variational-
hemivariational inequality problem: Find u € Ky such that

(u*, v —u) + ¢(v) — d(u) + /Qj(x,ﬁ(x); O(x) — a(x))dx >0, Vve K. (2.2)

The problem (2.2) was studied by Costea and Lupu [8] by assuming that F' is monotone and
lower hemicontinuous and several existence results were obtained. Furthermore, if /' = 0
and f(u,v) = A(u,v) — (g*,v —u), where A : K x K — R and g* € X*, then (2.1) reduces
to the problem: Find uw € K such that

Au,v) + /Qj(:p,a(:c); O(x) — a(x))dr > (g%, v —u), Yve K. (2.3)

The problem (2.3) was studied by Costea and Radulescu [9] and it was called nonlinear
hemivariational inequality (see also Andrei and Costea [1] for some applications of nonlinear
hemivariational inequalities to Nonsmooth Mechanics).

Now, suppose that L is a parametric normed space, P C L is a closed ball with positive
radius p* € P is a fixed point. Let F : P x K — 2F" be multivalued mapping. Let
T:PxE — LP(Q;R*) be a linear continuous mapping, where 1 < p < oo,k > 1 and
j: PxQxRF - R a function. We denote 5;(w,y;h) denotes the Clarke’s generalized
directional derivative of a locally Lipschitz mapping j(p,x, -) at the point y € R* with
respect to direction h € RF. For the given bifunction f : P x K x K — [—oc0, +00], we
assume the condition

D1 (f) = {u € K|f(p",u,v) # —o0,Vv € K} # 0.
The perturbed problem of the HVIMN (2.1) is given by
Find u € D, (f) and u* € F(p*, u) such that

(HVIMN,-) < (u*,v —u) + f(p*,u,v) + Jo ;;’* (z,a(x); 0(x) — a(x))dx > 0, (2.4)
Vv € K.



122 P. YIMMUANG AND R. WANGKEEREE

Let 95 : E — 2P\ {0} denote the Clarke ’ s generalized gradient of locally Lipschitz
functional j (see [7]). That is

9j(z) = {€ € B* : (£,v) < j°(z,y),Vy € E}.
The following useful results can be found in [7].

Proposition 2.1. Let X be a Banach space, x,y € X and J be a locally Lipschitz functional
defined on X. Then

(i) The function y — j°(x,y) is finite, positively homogeneous, subadditive and then con-
vexr on X;

(ii) j°(=z,y) is upper semicontinuous as a function of (x,y), as a function of y alone, is
Lipschitz continuous on X;
(i) j°(@, —y) = (=9)° (2, y);
(iv) 0j(x) is a nonempty, convex, bounded, weak*-compact subset of X*;
(v) For every y € X, one has
3°(z,y) = max{(§,y) : & € 9j(x)}.
Definition 2.2. The set-valued map F' is said to be

(i) upper semicontinuous (usc) at x € dom F if for any open set U satisfying F'(x) C U,
there exists a 6 > 0 such that F(y) C U, for every y € B(z,9);

(ii) lower semicontinuous (Isc) at x € dom F' if for any open set U satisfying F'(z)NU # 0,
there exists a § > 0 such that F(y) NU # 0, for every y € B(x,d);

(iii) closed at z € dom F if for each sequence {x,} in X converging to =z and {y,} in Y
converging to y such that y,, € F(z,), we have y € F(x).

If S C X, then F is said to be usc (Isc, closed respectively) on the set S if F' is usc (Isc,
closed respectively) at every x € dom F N S.

Remark 2.3. An equivalent formulation of Definition 2.2(ii) is as follows: F' is said to be
Isc at € dom F' if for each sequence {x,,} in dom F converging to x and for any y € F(x),
there exists a sequence {y, } in F'(z,,) converging to y.

Definition 2.4 (see [20]). Let S be a nonempty subset of X. The measure, say p, of
noncompactness for the set S is defined by

u(S) :=inf{e > 0:5 Cc UL,S;, diam|S;| <e,i=1,2,...,n, for some integer n > 1},
where diam|S;| means the diameter of set S;.

Definition 2.5 (see[20]). Let A, B be nonempty subsets of X. The Hausdorff metric H(-, )
between A and B is defined by
H(A, B) = max{e(A, B),e(B, A)},
where e(A, B) := sup,c 4 d(a, B) with d(a, B) = infyep ||a — b]|.
Let {A, } be a sequence of nonempty subsets of X. We say that A,, converges to A in the
sense of Hausdorff metric if H(A,,,A) — 0. It is easy to see that e(A4,,A) — 0 if and only

if d(an, A) — 0 for all section a,, € A,. For more details on this topic, we refer the readers
to [20].
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Well-Posedness by Perturbations and Metric Characterizations

In this section, we generalize the concepts of well-posedness by perturbations to the varia-
tionalhemivariational inequality and establish their metric characterizations. In the sequel
we always denote by — and — the strong convergence and weak convergence, respectively.
Let o > 0 be a fixed number.

Definition 3.1. Let {p,} C P be such that p,, — p*. A sequence {u,} C FE is called an
a-approximating sequence corresponding to {p,,} for HVIMN (2.1) if there exist a sequence
{en} of nonnegative numbers with ¢,, — 0, u} € F(p,,u,) such that u,, € D1(f), and

@t = i) + F(Pray thny ) + / 30 (@) B () 0(z) — Bn(2))dz
Q
> —%Hv —up|? —en, WveEK.

for each n > 1. Whenever o = 0, we say that {u,,} is an approximating sequence correspond-
ing to {p,} for HVIMN (2.1). Clearly, every as—approximating sequence corresponding to
{pn} is a1 —approximating sequence corresponding to {p,} whenever a; > as > 0.

Definition 3.2. We say that HVIMN (2.1) is strongly (resp., weakly) a—well-posed by
perturbations if

(i) HVIMN (2.1) has a unique solution

(ii) for any {p,} C P with p, — p*, every a—approximating sequence corresponding to
{pn} converges strongly (resp., weakly) to the unique solution.

In the sequel, strong (resp., weak) O—well-posedness by perturbations is always called as
strong (resp., weak) well-posedness by perturbations. If oy > as > 0, then strong (resp.,
weak) a; —well-posedness by perturbations implies strong (resp., weak) as—well-posedness
by perturbations.

Definition 3.3. We say that HVIMN (2.1) is strongly (resp., weakly) generalized av—well-
posed by perturbations if

(i) HVIMN (2.1) has a nonempty solution set .S

(ii) for any {p,} C P with p,, — p*, every a—approximating sequence corresponding to
{pn} has some subsequence which converges strongly (resp., weakly) to some point of

S

In the sequel, strong (resp., weak) generalized 0—well-posedness by perturbations is
always called as strong (resp., weak) generalized well-posedness by perturbations.

If @y > g > 0, then strong (resp., weak) generalized «; —well-posedness by perturbations
implies strong (resp., weak) generalized as—well-posedness by perturbations.

To derive the metric characterizations of a-well-posedness by perturbations, we consider
the following approximating solution set of HVIMN (2.1):

) = J {weDi(fu € Fp,w): (w,v—u)+ f(p,u,0)
pEB(p*,e)

+/ng(z,a(x);@(x) — a(z))dz > —%Hv —u|? —e, Vv € K.}
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when B(p*, £) denotes the closed ball centered at p* with radius €. In this section, we assume
that @ is a fixed solution of HVIMN (2.1). Define

0(e) = sup{|lu — ul| : uw € Qu(e)}, Ve > 0.

It is easy to see that 6(g) is the radius of the smallest closed ball centered at @ containing
Q. (e). Now, we give a metric characterization of strong a-well-posedness by perturbations
by considering the behavior of (g) when £ — 0.

Theorem 3.4. HVIMN (2.1) is strongly a—well-posed by perturbations if and only if 6(g) —
0 ase— 0.

Proof. Assume that HVIMN (2.1) is strongly a—well-posed by perturbations. Then o € E
is the unique solution of HVIMN (2.1). Suppose to the contrary that 6(g) 4 0 as e — 0.
There exist 6 > 0 and 0 < &, — 0 such that

O(en) >0 > 0.
By the definition of 6, there exists u,, € Q,(g,) such that
|w, — al| > 0. (3.1)

Since u, € Q4 (e,), there exist p, € B(p*,e,),ul € F(pn, uy) such that
* r3 ~o ~ - ~ @
(w0 = ) + T, 0) + [ 55, (@00 (2): @) — n(@))dx =~ o = wn? — &,
Q

for all v € K and n > 1. Since p, € B(p*,e,), we have p, — p*. Then {u,} is an «
approximating sequence corresponding to {p,} for HVIMN (2.1). Since HVIMN (2.1) is
strongly a—well-posed by perturbations, we can get that ||u,, — @] — 0, which leads to a
contradiction with (3.1).

Conversely, suppose that 8(¢) — 0 as e — 0. Then @ € F is the unique solution of HVIMN
(2.1). Indeed, if @ is another solution of HVIMN (2.1) with @ # @, then by definition,

0(e) > |lu—al|| >0, Ve >0,

a contradiction. Let p,, € P be such that p,, — p* and let {u,} be an a—approximating
sequence corresponding to {p,} for HVIMN (2.1). Then there exist 0 < g, — 0,u;, €
F(pn,up) such that w,, € Dy(f) and

* r3 ~o ~ ~ ~ [
(up, v — Un) + f(Pn; Un, v) + /Q I (@, Gn(x); 0(z) — dn(z))dz > *EHU - Un||2 —En,

for all v € K and n > 1. Take 6,, = ||p, — p*|| and &, = max{d,,e,}. It is easy to verify
that u, € Q,(g},) with €/, — 0. Put

tn = [lun — 1|,
by definition of 6, we can get that
0(en) = tn = llun — 4.

Since 6(gl,) — 0, we have ||u, —u|| — 0 as n — co. So, HVIMN (2.1) is strongly a—well-posed
by perturbations. |
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Now, we give an example to illustrate Theorem 3.4.

Example 3.5. Let £ = R,P = [-1,1],K = R,p* = 0, = 2, F(p,u) = {2u},j =
~ 2 2
0, f(p,u,v) = (1 — w)u2 for all p € P,u,v € K. Clearly u = 0 is a solution of HVIMN
(2.1). For any € > 0, it follows that
~ . - 2 1 2
QP (e) = {u € Di(f),u* € F(p): (u*, v —u) +u® — %UQ >—(w—u?—¢ Wwe K}
2 1 2
(p Z ) w2
2 1 2
%Lﬂ >—-(w—u)?—¢ Wwe ]R}
(»* +1)?
4

:{UER:Zu(U—u)+u2— > —(v—u)? —s¢, VUGR}

:{UER:—U2—|—2UU—

Z{UER:U2—(U—U)2— u? > —(v—u)? —e¢, VUER}

2 1 2
= {u cR: —v? + %uz < +4e, Yve€E R}
(-2 2
S Lop2+1p2 41l
Therefore,
Q)= |J e = [— 2\/5,2\@,

peB(0,e)

for sufficiently small € > 0. By trivial computation, we have
0(e) =sup{u —u* :u € Qu(e)} =2 — 0 as e — 0.
By Theorem 3.4, HVIMN (2.1) is 2-well-posed by perturbations

To derive a characterization of strong generalized a—well-posedness by perturbations,
we need another function g which is defined by

4(e) = e(Qu(e), S), V= >0,
where S is the solution set of HVIMN (2.1) and e is defined as in definition 2.5.

Theorem 3.6. HVIMN (2.1) is strongly generalized a—well-posed by perturbations if and
only if S is nonempty compact and () — 0 as € — 0.

Proof. Assume that HVIMN (2.1) is strongly generalized a—well-posed by perturbations.
Clearly, S is nonempty. Let {u,} be any sequence in S and {p,} C P be such that p,, = p*.
Then {u,} is an a-approximating sequence corresponding to {p,} for HVIMN (2.1). Since
HVIMN (2.1) is strongly generalized a—well-posed by perturbations, we have {u,} has a
subsequence which converges strongly to some point of S. Thus S is compact. Next, we
suppose that g(e) /4 0 as € — 0, then there exist [ > 0,0 < g, — 0 and u,, € Q4(g,) such
that

up, € S+ B(0,1), Yn > 1. (3.2)

Since u,, € Q4(g,), there exist p, € B(p*,e),ul, € F‘(pn, u,,) such that u,, € D, (f) and

= ~o R R R «
(U 0 = un) + f(Pn, tn,v) + /QJ,,,L (@, i (2); (%) = Gn (2))dz = = [0 = unl|* =,
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for all v € K and n > 1. Since p,, € B(p*,e,), we have p, — p*. Then {u,} is an «
approximating sequence corresponding to {p,} for HVIMN (2.1). Since HVIMN (2.1) is
strongly generalized a—well-posed by perturbations, there exists a subsequence {u,, } of
{un} converging strongly to some point of S, which leads to a contradiction with (3.2) and
so q(e) > 0ase— 0.

Conversely, we assume that S is nonempty compact and ¢(g) — 0 ase — 0. Let {p,,} C P
be such that p,, — p* and let {u,,} be an a—approximating sequence corresponding to {p, }.
Take e, = max{e,, ||[pn — p*||}. Thus e, — 0 and z,, € Q,(g},). It follows that

d(un, S) = e(Qaley), S) = q(e,) — 0.
Since S is compact, there exists @, € S such that
||y, — @ || = d(zy, S) — 0.

Again from the compactness of S, {@,,} has a subsequence {,, } which converges to @. Thus
HVIMN (2.1) is strongly generalized a—well-posed by perturbations. O

The following example is shown for illustrating the metric characterizations in The-
orem 3.6.

Example 3.7. Let £ = R,P = [-1,1],K = R,p* = 0,a = Q,F(p,u) = {Qu},j =

0, f(p,u,v) = (1 — Mﬁﬂ for all p € P,u,v € K. It is easy to see that u = 0 is a
solution of HVIMN (2.1). Repeating the same argument as in Example 3.5, we obtain that

e = U 9% =-2v52v],
peB(0,e)
for sufficiently small € > 0. By trivial computation, we have

q(e) = e(Qu(€),S) = sup d(u(e),S) — 0 ase— 0.
u(e)ENq (€)

By Theorem 3.6, HVIMN (2.1) is strongly generalized a—well-posed by perturbations.

The strong generalized a-well-posedness by perturbations can be also characterized by
the behavior of the noncompactness measure (Q2,/(€)).

Theorem 3.8. Let L be finite-dimenstonal, 3; (x,y) be upper semicontinuous as a functional

of (p,x,y) € Px E X E and [ is convex. Let F is closed on P x K and f be continuous
on P x K x K. Then HVIMN (2.1) is strongly generalized av—well-posed by perturbations if
and only if Qo (g) # 0,Ve > 0 and (N (g)) — 0 as e — 0.

Proof. First, we will prove that Q. () is closed for all € > 0. Let {u, } C Qq(c) with u,, — 4.
Then there exist p,, € B(p*,e),u’ € F(pn,u,) such that u,, € Di(f) and

- ~ R R R «
(up, v = un) + f(Pn, un, v) + / T (@1 (2); 0(2) = i (2))da > =S |lv = un||* =&, (3.3)
Q
for all v € K and n > 1. Without loss of generality, we may assume that p,, — p € B(p*,¢)

because L is finite dimensional. Since jp(x,y) is upper semicontinuous as a functional of
(p,z,y) € P x E x E. Hence it follows from (3.3) and the continuity of f that

(u*, v —a) + f(p,a,v) + /Qj;(x,ﬁn(x), v(x) — iy (x))dx
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> limsup(u),,v — uy,) + f(pn, Up, V) + / j;n (z, Gy (x); 0(x) — tp(x))dx
Q

n—> 00

> limsup—gHU — UnH2 -5
n—ro0 2
« —112

— _EHU—UH —& Vv e K.

Thus @ € Q,(g). Hence Q,(¢) is closed.
Next, we show that

S = Qale). (3.4)

e>0

It is easy to see that S C M.~ (€). Thus, we show that N~ () € S. Let & € Ne>0Qa(e).
Let {,,} be a sequence of positive real numbers such that &,, — 0. Thus

€ Qq(en)
and so there exist p,, € B(p*,e,) and u* € l*:’(pn,ﬂ) such that @ € D, (f) and
r ~o A ~ A~ « _
(u*, v —a) + f(pn,u,v) + / Jom (z,u(x); 0(x) — u(x))dx > —5”'1) — uH2 — G (3.5)
Q

for all v € K and n > 1. It is easy to verify that p,, — p*. Taking limit as n — oo, we can
get that

(w* v — ) + f(@,v) + / Pl B 6l) — ()
JQ
= (w0 — @) + FO", T 0) + /Q 7. (, (x); (x) — i(x))da

—%Ilv —al?, YwwekK (3.6)

Y,

Since F is closed on P x K, we have u* € F(@) and for any z € K and t € (0,1), letting
v=1u+t(z —u) in (3.6), we can get from 7' is linear, f is convex and definition of j° that

t{u*,z —u) +tf(a,z)+ ./Q 3% (z, u(x); o(z) — u(z))dz

> tu*,z —u) + f(a,a+t(z —u)) + /S;jo(x,ﬁ(ac); 2(x) — u(z))dx

at? .
> "z — a2
> -2 q

This implies that
(w*,z —a) +tf(a,z)+ /Qjo(x,ﬁ(x);f)(a:) —a(x))dr > —%tHz —a|]® Vz e K.
As t — 0 in the last inequality, we get
(w*,z —a) +tf(u,z) + /Qjo(x,ﬂ(a:);{)(x) —a(z))dr >0 Vz € K.

Hence u € S and thus (3.4) is proved. Next, we suppose that HVIMN (2.1) is strongly
generalized a—well-posed by perturbations. By Theorem 3.6, we can get that S is nonempty
compact and g(e) — 0. Since S C Q4(¢) for all € > 0, we have

Qa(e) #0, Ve >0.
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‘We observe that for each € > 0,
H(Qu(2),S) = max{e(Qa(e),S),e(S, ()} = e(Qal(e),S).
By the compactness of S, we have
1(Qa(e)) < 2H(Qa(e), S) = 2q(e) — 0.

Conversely, we suppose that Qq () # 0, Ve > 0 and u(Q,(g)) = 0 as e — 0. Since Q,(+),
by the Kuratowski theorem, we can get from (3.4) that

q(e) = H(Q4(),S) -0 as € =0

and S is nonempty compact. Hence HVIMN (2.1) is strongly generalized a—well-posed by
perturbations by Theorem 3.6. |

The following example is given for illustrating the measure in Theorem 3.8.

Example 3.9. Let E = R,P = [-1,1],K = R,p* = 0, = 2, F(p,u) = {2u},j =
~ 2 2

0, f(p,u,v) = (1 — (p+1))u2 for all p € P,u,v € K. It is easy to see that v = 0 is a

solution of HVIMN (2.1). Repeating the same argument as in Example 3.5, we obtain that

2@ = U %@ =-2v52v5

pEB(0,e)

We will show that p(€2,(e)) = 0 for each € > 0. Let € > 0. Consider
n
1w(Qa(e)) = inf{\ > 0: [-2V€,2€] C U lak, br], with diam[ay,br] < A\,Vi=1,...,n,3n € N}.
k=1

For every A > 0, we can find n € N with a; = —24/€, b,, = 2\/€ such that

n

[—2V/€,2V/€] C U [ag,br] and diam[ag,br] < A.
k=1

This implies that (Q4(e)) = 0 for each ¢ > 0. Then HVIMN (2.1) is strongly generalized
a—well-posed by perturbations.

Remark 3.10. Any solution of HVIMN (2.1) is a solution of the a problem: find v € D1 (f)
and u* € F(u) such that

(w'o—u) + S o)+ [ 0 a@);0(@) - ale))ds =~y - all®, Yo K,
Q
but the converse is not true in general. To show this, let K = R,

F(u) = {u}, f(u,v) =2u?> —v and j = 0,

for all u,v € K. It is easy to see that the solution set of HVIMN (2.1) is empty and «* = u =0
is the unique solution of the corresponding « problem with a = 2.
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Abstract

This paper is mainly concerned with the upper semicontinuity, closedness, and the
lower semicontinuity of the set-valued solution mapping for a parametric
lexicographic equilibrium problem where both two constraint maps and the
objective bifunction depend on both the decision variable and the parameters. The
sufficient conditions for the upper semicontinuity, closedness, and the lower
semicontinuity of the solution map are established. Many examples are provided to
ensure the essentialness of the imposed assumptions.

Keywords: parametric generalized lexicographic quasiequilibrium problem; upper
semicontinuity; closedness and lower semicontinuity

1 Introduction

Equilibrium problems first considered by Blum and Oettli [1] have been playing an impor-
tant role in optimization theory with many striking applications particularly in transporta-
tion, mechanics, economics, etc. Equilibrium models incorporate many other important
problems such as: optimization problems, variational inequalities, complementarity prob-
lems, saddlepoint/minimax problems, and fixed points. Equilibrium problems with scalar
and vector objective functions have been widely studied. The crucial issue of solvability
(the existence of solutions) has attracted most considerable attention of researchers; see,
e.g., [2-5].

With regard to vector equilibrium problems, most of the existing results correspond to
the case when the order is induced by a closed convex cone in a vector space. Thus, they
cannot be applied to lexicographic cones, which are neither closed nor open. These cones
have been extensively investigated in the framework of vector optimization; see, e.g., [6—
13]. For instance, Konnov and Ali [12] studied sequential problems, especially exploiting its
relation with regularization methods. Bianchi ez al. in [7] analyzed lexicographic equilib-
rium problems on a topological Hausdorff vector space, and their relationship with some
other vector equilibrium problems. They obtained the existence results for the tangled
lexicographic problem via the study of a related sequential problem.

As a unified model of vector optimization problems, vector variational inequality prob-
lems, variational inclusion problems and vector complementarity problems, vector equi-

librium problems have been intensively studied. The stability analysis of the solution map-

© 2016 Wangkeeree et al. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.
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ping for these problems is an important topic in vector optimization theory. Recently,
a great deal of research has been devoted to the semicontinuity of the solution mapping
for a parametric vector equilibrium problem. Based on the assumption of the (strong) C-
inclusion property of a function, Anh and Khanh [14] obtained the upper and lower semi-
continuity of the solution set map of parametric multivalued (strong) vector quasiequilib-
rium problems. Anh and Khanh [15] obtained the semicontinuity of a class of parametric
quasiequilibrium problems by a generalized concavity assumption and a closedness of the
level set of functions. Wangkeeree et al. [16] established the continuity of the efficient
solution mappings to a parametric generalized strong vector equilibrium problem involv-
ing a set-valued mapping under the Holder relation assumption. Recently, Wangkeeree et
al. [17] obtained the sufficient conditions for the lower semicontinuity of an approximate
solution mapping for a parametric generalized vector equilibrium problem involving set-
valued mappings. By using a scalarization method, they obtained the lower semicontinuity
of an approximate solution mapping for such a problem without the assumptions of mono-
tonicity and compactness. For other qualitative stability results on parametric generalized
vector equilibrium problems, see [14—20] and the references therein.

It is well known that partial order plays an important role in vector optimization theory.
The vector optimization problems in the previous references are studied in the partial or-
der induced by a closed or open cone. But in some situations, the cone is neither open nor
closed, such as the lexicographic cone. On the other hand, since the lexicographic order
induced by the lexicographic cone is a total order, it can refine the optimal solution points
to make it smaller in the theory of vector optimization. Thus, it is valuable to investigate
the vector optimization problems in the lexicographic order. To the best of our knowledge,
the first lower stability results of the solution set map based on the density of the solution
set mapping for a parametric lexicographic vector equilibrium problem have been estab-
lished by Shi-miao et al. [21]. Recently, Anh et al. [22] established the sufficient conditions
for the upper semicontinuity, closedness, and continuity of the solution maps for a para-
metric lexicographic equilibrium problem. However, to the best of our knowledge, there is
no work to study the stability analysis for a parametric lexicographic equilibrium problem
where both two constraint maps and the objective bifunction depend on both the decision
variable and the parameters. We observe that quasiequilibrium models are the important
general models including as special cases quasivariational inequalities, complementarity
problems, vector minimization problems, Nash equilibria, fixed-point and coincidence-
point problems, traffic networks, etc. A quasioptimization problem is more general than
an optimization one as constraint sets depend on the decision variable as well.

Motivated by the mentioned works, this paper is devoted to the study of closedness up-
per and lower of the solution map for a parametric lexicographic equilibrium problem
where both two constraint maps and the objective bifunction depend on both the deci-
sion variable and the parameters. The sufficient conditions for the upper semicontinuity,
closedness, and the lower semicontinuity of the solution map are established. Many ex-
amples are provided to ensure the essentialness of the imposed assumptions.

The paper is organized as follows. In Section 2, we first introduce the parametric lexico-
graphic equilibrium problem where both two constraint maps and the objective bifunction
depend on both the decision variable and the parameters, and we recall some basic defini-
tions on semicontinuity of set-valued maps. Section 3 establishes the sufficient conditions
for the upper semicontinuity and closedness of the solution map. Many examples are pro-
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vided to ensure the essentialness of the imposed assumptions. Section 4 establishes the
sufficient conditions for the lower semicontinuity of the solution map. Furthermore, we

give also many examples ensuring the essentialness of the imposed assumptions.

2 Preliminaries

Throughout this paper, if not otherwise specified, let X and A be Hausdorff topological
vector spaces. Let A C X be nonempty. Let K1, K, : A x A — 2% be two multivalued con-
straint maps and f := (i, f2,...,fu) : A X A x A — R" a vector-valued function where, for
eachiel,:={1,2,...,n},fi: A x A x A — Ris areal valued function. We assume that, for
every x € X and i € I, fi(x,x,A) = 0, i.e., f; is an equilibrium function. Set R = (—00, +00),
R, = [0,+00), R_ = —R, and R := R U {+00}. For a subset A of X, int4, cl A and bd A stand
for the interior, closure, and boundary of A, respectively. For any given o € R, the upper

a-level set and the lower a-level set of the function f : X — R are denoted, respectively, by
levse f = {x € X|f(x) > a}

and
lev, f := {x e X|f(x) < a}.

Recall that the lexicographic cone of R”, denoted by C;, is defined as
Cp:={0}U {x eR"Fiel,:x>0,Vj<ix= 0}.

We observe that it is neither closed nor open. Indeed, when comparing with the cone
Ci := {x € R"|x; > 0}, we have

int Cy - C - Ci, intC; =intC; and clC; =Cj.

However, it is worth noticing that the lexicographic cone is convex, pointed, and total
(‘total’ means that C; U (—Cy) = R”). The lexicographic order, >, in C; is defined by

x>y <<— x-ye(Cp.

This is a total (called also linear) order, i.e., any pair of elements is comparable. In [23],
it was shown that, for a fixed orthogonal base, the lexicographic order is the unique total
order. We will see later that this causes difficulties in studies of many topics related to
ordering cones.

Next, we shall introduce and study a problem where both the two constraint maps and
the bifunction depend on parameters. For a given A € A, the parametric generalized lexi-

cographic quasiequilibrium problem, denoted by GLQEP,, is

finding x € Kj(x, 1) such that, for all y € Ky (%, A),

(GLQEPY 83,20 =, 0.
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Remark 2.1 When K; = K; := K : A — 2%, the (GLQEP;) collapses to the lexicographic
vector quasiequilibrium problem (LEP; ): for each A € A,

finding x € K()) such that

(LEPy) {  _
f(&,4) > 0,Vy € K(1).

The stability analysis of the set-valued solution mapping for (LEP;) are studied in Anh et
al. [6] and Shi-miao et al. [21].

Let the set-valued mappings E: A — 2% and Sj; : A — 2% be defined by
E() ={xeA:xeKix\)}
and
Sp(A) = {x € E(\) 1 filx,3,1) = 0,Vy € Ky (x, 1) }.
Furthermore, let a mapping Z : S5 (1) x A — 2% be given by
Z(x, 1) = {y € Ko(%, 1) | fi(x, 3, 1) = 0}.

For the sake of simplicity, we consider the case n = 2, since the general case is similar. Then
GLQEDP, collapses to: find x € Kj(x, 1) such that

A&y, 4) >0, VyeK(xA),
f(®z,1) >0, VzeZx).

Thus, GLQEP, can be rewritten as
find ¥ € S5, (1) such that f5(x,y,A) > 0, for all y € Z(x, 1). (2.1)

The solution mapping for GLQEP, is denoted by Sy. We denote the whole family of prob-
lems, say of GLQEP,, for A € A, by (GLQEP,),ca. We first observe some basic facts
about lexicographic equilibrium problems. The lexicographic cone C; contains clearly all
pointed closed and convex cones C included in the closed half space {x € R” : x; > 0}.
Then, for an ordering cone C, we consider some kinds of parametric equilibrium prob-
lems: the parametric generalized quasiequilibrium problem [23], denoted by GQEP;, is

finding x € Ki(x, 1) such that, for all y € Ky(x, A),

(GQEP,) F& 1) € C.

The solution mapping for GQEP, is denoted by Sgqep. Therefore, for any pointed closed
and convex cones C included in the closed half space {x € R” : x; > 0}, we can get the
following fact: Sgoep € Ci. Hence, the existence results of solutions for GLQEP can be
obtained by the nonemptiness of Sgoep. Next, we need to recall some well-known defini-

tions.
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Definition 2.2 [24] Let {A,} be a sequence of subsets of X. Then
(i) the upper limit or outer limit of the sequence {A,} is a subset of X given by

limsup A, = {x € X| liminfdist(x,4,) = 0}
n— 00

n—00

(ii) the lower limit or inner limit of the sequence {4,} is a subset of X given by

liminfA, = {x € X| lim dist(x,4,) = o};

n— 00 n—0o0

(ili) if limsup,,_, ., A, =liminf,_, A,, then we say that the limit of {A,} exist and

lim A, =limsupA, =liminfA,,.

n—00 11— 00 n—00
Consequently, we have the following result.

Proposition 2.3 Let {A,} be a sequence of subsets of X. Then
() limsup,_, A, ={x € Alxy, €Ay 1%y — x};
(if) liminf, A, ={x€Alx, €A, :x, — x}.

Definition 2.4 [25] Let X and Y be Hausdorff topological vector spaces and S : X — 2¥
a given set-valued map.
(i) S is said to be upper semicontinuous (usc, for short) at xy € X iff for any open set
V C Y, where S(xo) C V, there exists a neighborhood U C X of x, such that

Sxk)cV, Vxel.

The map S(-) is said to be u.s.c. on X if it is u.s.c. at every x € X.
(ii) Sis said to be lower semicontinuous (Isc, for short) at xy € X iff for any open set
V C Y such that S(x¢) NV #, there exists a neighborhood U C X of x( such that

Sx)NV £, Vxel.

The map S(-) is said to be Ls.c. on X if S(-) is Ls.c. at every x € X.

(ili) S is said to be closed at xy if from (x,, y,,) in the graph
erS:={(x,y) € X x Y|y e Sx)} of S and tends to (xo,yo) it follows that
(x0,0) € grS.

We will often use the well-known fact: if S(x) is compact, then S is usc at x if and only if
for any sequence {x,} in X converging to x and y, € Q(x,), there is a subsequence of {y,}
converging to a point y € Q(x). Next we give equivalent forms of the lower semicontinuity
of S.

For a set-valued map Q: X — 2¥ between two linear spaces, Q is called concave [15] on
a convex subset A C X if, for each x1,x, € A and £ € [0,1],

Q((1 - )y + tx2) S tQ(x1) + (1 - 1)Qlx2).
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Lemma 2.5 Let S: X — 2Y be a given set-valued map. The following are equivalent:
(i) Sisiscatxo;

(il) if {x,} is any sequence such that x, — xo and V C Y an open subset such that
S(xo) NV £, then

IN>1:Sx,)NV#B, VYn>N;

(ili) if {x,} is a sequence such that x, — xo and yo € S(xo) arbitrary, then there is a
sequence {y,} with y, € S(x,) such that y, — yo as n — oo.

From Proposition 2.3 and Lemma 2.5 we can obtain the following lemma immediately.

Lemma 2.6 Let S: X — 2¥ be a given set-valued map. Then S is Isc at x, iff for any se-
quence {x,} C X converging to x,

S(xp) C liminf S(x,).
n—0oQ

The following relaxed continuity properties are also needed and can be found in [26].

Definition 2.7 ([26]) Let X be a topological space and g : X — R be a function on X.
(i) gissaid to be (sequentially) upper pseudocontinuous at x, € X if for any sequence
{x,} in X converging to xo and for each x € X such that g(x) > g(xo),

g(x) > limsup g(x,,).

n—00

(ii) g is called (sequentially) lower pseudocontinuous at xo € X if for any sequence {x,}

in X converging to xy and for each x € X such that g(x) < g(xo),

g(x) < liminfg(x,).

n— 00

(ili) g is pseudocontinuous at xy € X if it is both lower and upper pseudocontinuous at
this point.

The class of the pseudocontinuous functions strictly contains that of the semicontinuous
functions as shown by the following.

Example 2.8 The function g: R — R defined by

2, ifx>0,
glx)=30, ifx=0,
-2, ifx<0,

is pseudocontinuous, but neither upper nor lower semicontinuous at 0.

Lemma 2.9 ([16]) Let X be a topological space. Then g : X — R is pseudocontinuous in X

if and only if, for all sequences {x,} and {y,} in X such that x, — x and y, — y as n — 0o
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and g(y) < g(x),

limsupg(y,) < liminfg(x,,).
n— 00

n—00

The following important definition can be found in [15].

Definition 2.10 Let g: X x Z — R and A C R, where int A # . g is called generalized
A-concave in a convex set A C Z, if for each x € X and 2, z; € A satisfying g(x,z;) € A and
g(x,20) € int A, it follows that, for all £ € (0,1),

g% 0 -tz +tz) €int A,

3 The upper semicontinuouity and closedness of S¢

In this section, we discuss the upper semicontinuity and closedness of the solution map-
ping S;. Since there have been a number of contributions to existence issues, focusing
on stability we always assume that Sg; (1) and Sy() are nonempty for all A in a neighbor-
hood of the considered point A. First of all, we shall establish the upper semicontinuity
and closedness of the solution mapping S

Lemma 3.1 For (GLQEP, )scp assume that
(i) E is usc at » and E(X) is compact;
(i) Ky isilscin Ki(A, A) x {A);
(ili) levsofi(-,-, A) is closed in Ky (A, A) x Ky(A, A) x {A} fori=1,2.
Then the solution map Sy, is both usc and closed at .

Proof We first prove that the solution map Sy is usc at X. Suppose on the contrary that
there exists an open set I 2 Sy, () such that for any neighborhood N (&) of %, there exists
A € N(X) such that S (A) € U. In particular, for each n € N, there exist sequences {1,} C A
converging to A and {x,} € Sp (An) € E(A,) with x, ¢ U. By the upper semicontinuity of £
and the compactness of E(1), one can assume that x,, — x, for some xy € E(1). Next, we
claim that xo € Sp; (A). Again suppose on the contrary that there exists y, € K(xo, 1) such
that fi (xo, y0, A) < 0. The lower semicontinuity of K; at (xo, ), by Lemma 2.5, implies that
there exists a sequence {y,} in Ky(x,, A,) such that y, — y¢ as n — co. For each n € N,
since x,, € Sy, (1), we have

J1@s Vs An) = 0.

It follows from the closedness of levs fi(-, -, A) that fi (xo, y0,A) > 0, which leads to a con-
tradiction. Therefore, xo € Sy, (i) C U, again a contradiction, since x,, ¢ U for all #n. Thus,
Sp isusc at A

Next, we prove that S is closed at 1. We suppose on the contrary that Sy is not closed
at 1, i.e., there a sequence {A,} converging to A and {x,} C Sp (M) with x, — xo but xo ¢
Sh (A). The same argument as above ensures that x € Sk (1), which gives a contradiction.
Therefore, we can conclude that S, is closed at A O

Now, we are in the position to discuss the upper semicontinuity and closedness of the
solution mapping Sy.
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Theorem 3.2 For (GLQEP, )scp assume that
(i) E is usc at . and E(X) is compact;
(i) K, islscin Ki(A, A) x {A};
(ili) levsofi(-,-, A) is closed in Ky (A, A) x Ky(A, A) x {1} fori=1,2;
(iv) Zislscin Sfl(x.) x {A}.
Then the solution map Sy is both usc and closed at .

Proof We first claim that the solution map Sy is usc at X. Suppose there exist an open set
uo Sf(i), {A,} = A, and {x,} Sr(X,) such that x, ¢ U for all n. By the upper semicon-
tinuity of Sy, at A and the compactness of S; (1), without loss of generality we can assume
that x,, — %o as # — oo for some xy € Sp; (X). If g ¢ Sf(;.), there exists yp € Z(xo, 1) such
that f5(xo, y0,A) < 0. The lower semicontinuity of Z in turn yields y, € Z(x,,,) tending
to yo. Notice that for each n € N, fo(x,, ¥4, 1) > 0. This together with the closedness of
levsofo(- - A) in Ki(A, A) x Ky(A, A) x {1} implies that f;(xo, yo, ») > 0, which gives a con-
tradiction. If xy € Sf()_\) C U, one has another contradiction, since x, ¢ U for all n. Thus,
Sr is usc at .

Now we prove that S is closed at . Suppose on the contrary that there exists a se-
quence {(A,,x,)} converging to (%,x) with x,, € Sp(hy) but xg ¢ Sf()_»). Then £ (%0, ¥, 1) < 0
for some y € Z(x9,A). Due to the lower semicontinuity of Z, there is y,, € Z(x,, A,,) such
that y, — yo. Since x,, € S¢(A,), fo(%Yn,An) = 0. By the closedness of the set lev.gf,
(%0, 0,A) > 0, which is impossible since f3(xo, o, A) < 0. Therefore, Sy is closed at x O

Corollary 3.3 For GLQED, suppose that the conditions (i), (ii), and (iv) given in Theo-
rem 3.2 are satisfied. Further, for each i = 1,2, assume that f; is upper pseudocontinuous
in Ky(A, A) x Ky(A, A) x {A}. Then the solution map Sy is both usc and closed at X

Proof 1t is suffice to derive the condition (iii) that given in Theorem 3.2. For i = 1,2,
suppose {(%,, ¥, 1)} is any sequence in levsofi(-,-, A) such that (x,,y,,A,) — (%,%,A) as
n — o0o. Assume that on the contrary that (%,%,1) ¢ lev=ofi(-,-, A), which implies that
fi(%,%, 1) < 0 = £;(%,%, ). The upper pseudocontinuity of f; at (¥, y,A) implies that

0 = fi(%,x, 1) > limsup f;(x,,, ¥, Ay) > 0,

n—00

which gives a contradiction. Hence, we can conclude that (%,7,1) € levsqfi(-,-, A). Now,
the closedness of lev-o f;(-, -, ) is proved. Applying Theorem 3.2, we get the desired result.
O

The following examples show that all assumptions imposed in Theorem 3.2 are very
essential and cannot be relaxed.

Example 3.4 (The upper semicontinuity and compactness in (i) are crucial) Let A = X =
R, A = [0,1], A = 0. Define the mappings Kj, K,, and f by

Ki(x,2)=(,1+XA] and Ky(x,A)=(0,1]
and

Sy ) = (x(x = 9)> (1 + 1), 2"V x(x - p)).
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Then we have
E(0)=(0,1 and EX)=(A,1+A], VAe(0,1].

Hence, E(0) is not compact and E is not usc. Indeed, we choose an open set U := (0,3/2) 2
E(0) = (0,1]. We observe that, for any ¢ > 0, we can choose ' = —¢/2 € N(0, ¢) such that

E(\) = (-¢/2,e/2] ¢ U.
Clearly, the conditions (ii) and (iii) are all satisfied. Easy calculations yield

(0,1], ifA=0,

Sp(A) =
(L1424, ifA 0,

and Z(x, A) = {x}. Hence, assumption (iv) is satisfied. Direct computations give

(0,1], ifA=0,
Sr(A) =
L1+, ifA#0.

It is evident that S; is neither usc nor closed at A = 0. This is caused by the fact that E is
neither upper semicontinuous nor compact-valued at A = 0.

Example 3.5 (The lower semicontinuity of K in K3 (4, A) x {X}isessential) LetA=X =R,
A =[0,1], = 0. Define the mappings K;, K3, and f by

[-1,0], ifAa=0,
Ki(x, 1) = Ky(x, 1) =
[-L10], ifro0,

and

fl,y,4) = ((1 +A)(y —x), 2’\3’()/ - x)).
Then we have

[-1,0], ifa=0,

E(\) = 1
[-1,01, ifr+0,

which shows that E is usc at 0 and E(0) is compact, that is, (i) is satisfied. Clearly, the
condition (iii) in Theorem 3.2 is satisfied. Furthermore, easy calculations yield

(-1}, ifr=0,

Sk (1) =
A -1}, ifA#0,

and Z(x, A) = {x}, which is Isc in Sp; (L) x {A}. Direct calculation gives

(-1}, ifr=0,
Sr(A) = .
-1}, ifa #0.
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It is evident that Sf is neither usc nor closed at X = 0. This is caused by the fact that K; is
not Isc at 1 = 0. Indeed, we observe that (0,0) € K;(4, A) x {0} and {(%, %)} — (0,0). We
choose y := -1 € K3(0,0) = [-1,0] such that there is not any sequence {y,} in [(2(%, %) =
[—%, 0] converging to y.

Example 3.6 (The lower semicontinuity of Z in Sy (1) x {1} are crucial) Let A =X =R,
A =[0,1], A = 0. Define the mappings Kj, K, and f by

Ki(x,A) = Ky(x,A) =[0,1]
and
fp,1) = (Mx—9),27 (y — ).

Hence Conditions (i), (ii), and (iii) clearly hold. By direct calculations, we can get

[0,1], ifA=0,
Sfl()‘) = .
{1}, if L #0,
[0,1], ifA=0,
Z(x’)‘-) =
{x}, if L #0.

Hence Z is not Isc in [0,1] x {0}. Further

{0}, ifr=0,

Sr() = .
1), ifr#0.

It is evident that S; is neither usc nor closed at A=0.

4 The lower semicontinuouity of S¢

For investigation the lower semicontinuity of the solution mapping Sy, as an auxiliary
problem we consider, for a given A € A, an auxiliary parametric generalized lexicographic
quasiequilibrium problem, denoted by AGLQEP; :

finding x € Kj(x, 1) such that
fil®y,1) >0, forall y € Kx(x, ).

(AGLQEP,)
Let the set-valued mappings E: A — 2% and Sagqep : A — 2% be defined by
EM) ={xeA:xeKix M)},
and the solution mapping for AGLQEP; is denoted by Sagrqoep(2), i.e.

Sacer() = {x € EQL) : fi(x,3,1) > 0,¥y € Kz (x, 1) }.

First, we establish the lower semicontinuity of the solution mapping Sacqep-
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Lemma 4.1 For AGLQEDP, assume that the following conditions are satisfied:
() EisliscatA;
(i) Ky is usc and compact-valued in Ki(A, A) x {A};
(iii) lev<ofi(-,-, 1) is closed in Ky (A, A) x Ky(A, A) x {A}.

Then the solution map Sacoep is Isc at X

Proof Suppose to the contrary that Sygqep is not Isc at 4, i.e., there a sequence {A,} € A
with A,, — A and there exists ¥ € SAGQEP()_L) C E()) such that,

for all sequence {y,} C Sagoer(An) € E(Ayn),  ¥u = X. (4.1)

Since E is Isc at A, there exists a sequence {x,} in E(A,) with x,, — ¥ as n — oo. It follows
from (4.1) that there exists {x,,} of {x,} such that x,, ¢ Sicoep,(As,) for all k € N. This
implies that there y,, € Ky(%y,,A,,) satisfying

Si@ups Y hny) <0, foreach ke N.
As K; is usc at (%, 1) and K, (%, 1) is compact, there exists j € K»(%, 1) such that
Ym — ¥ as k— oo (taking a subsequence if necessary).

It follows from the closedness of lev—o fi (-, -, A) that fi(%,7, 1) < 0, which is impossible since

X € Sagqep(). The proof is completed. O
Now, we establish the lower semicontinuity of the solution mapping S;.

Theorem 4.2 For (GLQEP) let the following conditions be satisfied:
() E isIsc at & and E(X) is convex;
(i) Ka(-,A) is usc and compact-valued in Ki(A, A) x {1}; Ky (-, 1) is concave in E(L);
(iii) lev<ofi(-,-, 1) is closed in Ky (A, A) x Ky(A, A) x {A};
(iv) fi(-- A) is generalized R, -concave in E(L) x Ky(A, A).
Then the solution map Sy is lsc at .

Proof First, we notice that Sf(i) CclS AGLQEP()_»). Indeed, let x € Sf():) be arbitrary. For any
X4 € SAGLQEP()_») and t € (0,1), define x; = (1 — £)X + tx4. Clearly, x, — x as ¢ |, 0 and by the
virtue of the convexity of E(A), x; € Ki(x;,1). Further, for all y € K5(x;, 1), the concavity
of K,(-, 1) implies that there exist y € Ky(%,A) and y4 € Ky(%4,1) such that y = (1 — £)y +
ty,. It is clear thatfl(a_c,j/,):) >0 andﬁ(kA,le,i) > 0. It follows from the generalized R, -
concavity of f; (-, -, A) that fi (x;, 5, ) > 0, i.e., x; € Sagoer(A). Therefore, we conclude that x €
clS AGQEP(X), which shows that Sf(;.) Ccl SAgQEp()_»). Next, for any sequence {1, } satisfying

Ay — Aasu— 00, by the lower semicontinuity of Sygqep at A given in Lemma 4.1, we have
Sf(i) - cl SAgQEp()_L) - cllim iIlfSAgQEp()xn) - cllim lnfo(An),
n—0oQ n—oQ

which gives the lower semicontinuity of Sy at A since Lemma 2.6. The proof is com-
pleted. O
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Corollary 4.3 For GLQEP, suppose that the conditions (i), (ii), and (iv) given in Theo-
rem 4.2 are satisfied. Further, assume that f, is lower pseudocontinuous in Ki(A, A) x
Ky (A, A) x {A}. Then the solution map Sy is Isc at X

Proof ltissuffice to derive the condition (iii) that imposed in Theorem 4.2. Let {(x,,, y,,, A,,)}
be any sequence in levq fi(-, -, A) such that (x,,, ., A,) = (%, %, A) as n — 00. Assume that on
the contrary that (x,7, A) ¢ lev<q fi, which implies that £;(x,7, ) > 0 = f;(x, X, 1). It follows
from the lower pseudocontinuity of f; at (%, , A) that

0 =f1(5c,5c,):) < liminffi (x,, yu, 2n) <0,
n—0o0

which gives a contradiction. Hence, we can conclude that (%,7,4) € lev<fi. Now, the
closedness of lev<qfi(-,-,A) is proved. Applying Theorem 4.2 we obtain the desired re-
sult. O

The following example illustrates that the lower semicontinuity assumption for the set
E cannot be relaxed in Theorem 4.2.

Example 4.4 (The lower semicontinuity of E at A is crucial) Let A = X = R, A = [0,1],
A = 0. Define the mappings Ki, K3, and f by

[_lr 1]) lf)\‘ = 0,
Ki(x, ) = Ky(x, 1) =[-1,0],

and

fl,y,A) = ((l +A)(x—y), 2M(x — 2y)).

Hence conditions (ii)-(iv) clearly hold. However, E is not Isc at A = 0. Indeed, we choose
a sequence {1/n} C A such that 1/n — 0 and 1/2 € E(0) = [-1,1]. We can see that, for all
sequences {y,} € E(1/n) := [-1,0] U {1}, y, - 1/2 as n — oo. By direct calculations, we can
get

(0,1, ifr=0,

S A)=Sr(A) =
acQer(A) = Sy(A) W iAo,

1
n

Hence Sy is not Isc at % = 0, indeed, we choose A, = £ — 0 and % € S¢(0) but we cannot

find a sequence in Sf(%) which converges to %

The next example indicates the essential role of the upper semicontinuity assumption
for the set K, in Theorem 4.2.

Example 4.5 (The upper semicontinuity of K is crucial) Let A =X =R, A =[0,1], A = 0.
Define the mappings K, K, and f by

{-11ufo,1], ifr=o0,
I<1(x))") = [0) 1]» I<2(x1)") = 9
3

[-%72], if 2 #0,
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and

Sy 0) =(x+y,x-7y).

It is clear that the upper semicontinuity of K; is not satisfied. Indeed, for each n € N, we

choose
11 2
(% M) = <_1 _) and Yn=—73 € Ko (%5 M)
nn 3

It is obvious that there is not any subsequence of {y,} converging to an element in {—%} U
[0,1] := K(0,0). However, all conditions (i), (iii)-(v) of Theorem 4.2 are satisfied. By direct
calculations, we have

(3.1, ifr=0,

Sacoer(A) = S¢(A) =
! 2,1], ifa#o0.

Hence S is not Isc at X = 0. The cause is that (ii) is not fulfilled.

5 Conclusion

We presented the upper semicontinuity, closedness, and the lower semicontinuity of the
set-valued solution mapping for a parametric lexicographic equilibrium problem where
both two constraint maps and the objective bifunction depend on both the decision vari-
able and the parameters. The sufficient conditions for the upper semicontinuity, closed-
ness, and the lower semicontinuity of the solution map are established. Many examples
are provided to ensure the essentialness of the imposed assumptions.

Competing interests
The authors declare that they have no competing interests.

Authors’ contributions
The authors read and approved the final manuscript.

Acknowledgements

The authors were partially supported by the Thailand Research Fund, Grant No. No. PHD/0035/2553, Grant No.
RSA5780003 and Naresuan University. The authors would like to thank the referees for their remarks and suggestions,
which helped to improve the paper.

Received: 2 September 2015 Accepted: 18 January 2016 Published online: 05 February 2016

References

1. Blum, E, Oettli, W: From optimization and variational inequalities to equilibrium problems. Math. Stud. 63, 123-145
(1994)

2. Djafari Rouhani, B, Tarafdar, E, Watson, PJ: Existence of solutions to some equilibrium problems. J. Optim. Theory Appl.
126,97-107 (2005)

3. Flores-Bazan, F: Existence theorems for generalized noncoercive equilibrium problems: the quasi-convex case. SIAM
J.Optim. 11, 675-690 (2001)

4. Hai, NX, Khanh, PQ: Existence of solutions to general quasiequilibrium problems and applications. J. Optim. Theory
Appl. 133,317-327 (2007)

5. Sadeqj, |, Alizadeh, CG: Existence of solutions of generalized vector equilibrium problems in reflexive Banach spaces.
Nonlinear Anal. 74, 2226-2234 (2011)

6. Anh, LQ, Duy, TQ, Kruger, AY, Thao, NH: Well-posedness for Lexicographic Vector Equilibrium Problems. Optimization
online (2013)

7. Bianchi, M, Konnov, IV, Pini, R: Lexicographic variational inequalities with applications. Optimization 56, 355-367
(2007)

8. Bianchi, M, Konnov, IV, Pini, R: Lexicographic and sequential equilibrium problems. J. Glob. Optim. 46(4), 551-560
(2010)



Wangkeeree et al. Journal of Inequalities and Applications (2016) 2016:44 Page 14 of 14

9. Carlson, E: Generalized extensive measurement for lexicographic orders. J. Math. Psychol. 54, 345-351 (2010)

10. Emelichev, VA, Gurevsky, EE, Kuzmin, KG: On stability of some lexicographic integer optimization problem. Control
Cybern. 39, 811-826 (2010)

11. Freuder, EC, Heffernan, R, Wallace, RJ, Wilson, N: Lexicographically-ordered constraint satisfaction problems.
Constraints 15, 1-28 (2010)

12. Konnov, IV, Ali, MSS: Descent methods for monotone equilibrium problems in Banach spaces. J. Comput. Appl. Math.
188, 165-179 (2006)

13. Kiguk, M, Soyertem, M, Kiictk, Y: On constructing total orders and solving vector optimization problems with total
orders. J. Glob. Optim. 50, 235-247 (2011)

14. Anh, LQ, Khanh, PQ: Semicontinuity of the solution set of parametric multivalued vector quasiequilibrium problems.
J. Math. Anal. Appl. 294, 699-711 (2004)

15. Anh, LQ, Khanh, PQ: Continuity of solution maps of parametric quasiequilibrium problems. J. Glob. Optim. 46,
247-259 (2010)

16. Wangkeeree, R, Boonman, P, Prechasilp, P: Lower semicontinuity of approximate solution mappings for parametric
generalized vector equilibrium problems. J. Inequal. Appl. 2014, 421 (2014)

17. Wangkeeree, R, Wangkeeree, R, Preechasilp, P: Continuity of the solution mappings to parametric generalized vector
equilibrium problems. Appl. Math. Lett. 29, 42-45 (2014)

18. Wangkeeree, R, Bantaojai, T, Yimmuang, P: Well-posedness for lexicographic vector quasiequilibrium problems with
lexicographic equilibrium constraints. J. Inequal. Appl. 2015, 163 (2015)

19. Giuli, M: Closedness of the solution map in quasivariational inequalities of Ky Fan type. J. Optim. Theory Appl. 158,
130-144 (2013)

20. Li, SJ, Liu, HM, Zhang, Y, Fang, ZM: Continuity of the solution mappings to parametric generalized strong vector
equilibrium problems. J. Glob. Optim. 55, 597-610 (2013)

21. Shi-miao, F, Yu, Z, Tao, C: Lower semicontinuity to parametric lexicographic vector equilibrium problems. J. East China
Norm. Univ. Natur. Sci. Ed. 2, 1000-5641 (2013)

22. Anh, LQ, Duy, TQ, Khanh, PQ: Continuity properties of solution maps of parametric lexicographic equilibrium
problems. Positivity (2015). doi:10.1007/511117-015-0341-9

23. Khanh, PQ, Luc, DT: Stability of solutions in parametric variational relation problems. Set-Valued Anal. 16, 1015-1035
(2008)

24. Rockafellar, RT, Wets, RJ-B: Variational Analysis. Springer, Berlin (1998)

25. Aubin, JP, Frankowska, H: Set-Valued Analysis. Birkhauser, Boston (1990)

26. Morgan, J, Scalzo, V: Pseudocontinuity in optimization and nonzero sum games. J. Optim. Theory Appl. 120, 181-197
(2004)

Submit your manuscript to a SpringerOpen®
journal and benefit from:

» Convenient online submission

» Rigorous peer review

» Immediate publication on acceptance

» Open access: articles freely available online
» High visibility within the field

» Retaining the copyright to your article

Submit your next manuscript at » springeropen.com




Available online at www.tjnsa.com
J. Nonlinear Sci. Appl. 6 (2016), ........

Research Article

ncar Sciences
% s Asomcasens

L&ELy Journal of Nonlinear Science and Applications
aq=) 2

Print: ISSN 2008-1898 Online: ISSN 2008-1901

Levitin-Polyak Well-posedness for Lexicographic
Vector Equilibrium Problems

a,b,*

Rabian Wangkeeree®®*, Thanatporn Bantaojai®

?Department of Mathematics, Faculty of Science, Naresuan University, Phitsanulok 65000, Thailand

bResearch center for Academic Excellence in Mathematics, Naresuan University

Abstract

We introduce the notions of Levitin-Polyak(LP) well-posedness and LP well-posedness in the generalized
sense for the Lexicographic vector equilibrium problems. Then, we establish some sufficient conditions
for Lexicographic vector equilibrium problems to be LP well-posedness at the reference point. Numerous
examples are provided to explain that all the assumptions we impose are very relaxed and cannot be dropped.
The results in this paper unify, generalize and extend some known results in the literature.
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1. Introduction and Preliminaries

Equilibrium problems first considered by Blum and Oettli [8] have been playing an important role in
optimization theory with many striking applications particularly in transportation, mechanics, economics,
etc. Equilibrium models incorporate many other important problems such as: optimization problems,
variational inequalities, complementarity problems, saddlepoint/minimax problems, and fixed points. Equi-
librium problems with scalar and vector objective functions have been widely studied. The crucial issue of
solvability (the existence of solutions) has attracted the most considerable attention of researchers, see, e.g.,
[14, 18, 21, 40].

On the other hand, well-posedness plays an important role in the stability analysis and numerical meth-
ods for optimization theory and applications. Since any algorithm can generate only an approximating
solution sequence which is meaningful only if the problem is well-posed under consideration. The first and
oldest well-posedness is Hadamard well-posedness [20], which means existence, uniqueness and continuous
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dependence of the optimal solution and optimal value from perturbed data. The second is Tikhonov well-
posedness [41], which means the existence and uniqueness of the solution and convergence of each minimizing
sequence to the solution. Well-posedness properties have been intensively studied and the two classical well-
posedness notions have been extended and blended. For parametric problems, well-posedness is closely
related to stability. Up to now, there have been many works dealing with well-posedness of optimization-
related problems as mathematical programming [39, 22|, constrained minimization [12, 44, 43, 17| variational
inequalities [12, 10, 16, 30, 42], Nash equilibria [42, 34], and equilibrium problems [17, 2, 24]. A fundamental
requirement in Tykhonov well-posedness is that every minimizing sequence is from within the feasible re-
gion. However, in several numerical methods such as exterior penalty methods and augmented Lagrangian
methods, the minimizing sequence generated may not be feasible. Taking this into account, Levitin and
Polyak [28] introduced another notion of well-posedness which does not necessarily require the feasibility of
the minimizing sequence. However, it requires the distance of the minimizing sequence from the feasible set
to approach to zero eventually. Since then, many authors investigated the well-posedness and well-posedness
in the gener- alized sense for optimization, variational inequalities and equilibrium problems. The study
of Levitin-Polyak type well-posedness for scalar convex optimization probiems with functional constraints
was initiated by Konsulova and Revalski [26]. In 1981, Lucchetti and Patrone [33] introduced and studied
the well-posedness for variational inequalities, which is a generalization of the Tykhonov well-posedness of
minimization problems. Long et al. [31] introduced and studied four types of Levitin-Polyak well-posedness
of equilibrium problems with abstract set constraints and functional constraints. Li and Li [29] introduced
and researched two types of Levitin-Polyak well-posedness of vector equilibrium problems with abstract set
constraints. Peng et al. [36] introduced and studied four types of Levitin-Polyak well-posedness of vector
equilibrium problems with abstract set constraints and functional constraints. Peng, Wu and Wang [37] in-
troduced several types of Levitin-Polyak well-posedness for a generalized vector quasi-equilibrium problem
with functional constraints and abstract set constraints. Chen, Wan and Cho [11] studied the Levitin-Polyak
well-posedness by perturbations for a class of general systems of set-valued vector quasi-equilibrium problems
in Hausdorff topological vector spaces. Very recently Lalitha and Bhatia [27] studied the LP well-posedness
for a parametric quasivariational inequality problem of the Minty type.

With regard to vector equilibrium problems, most of existing results correspond to the case when the
order is induced by a closed convex cone in a vector space. Thus, they cannot be applied to lexicographic
cones, which are neither closed nor open. These cones have been extensively investigated in the framework of
vector optimization, see, e.g., [3, 6, 7, 9, 15, 19, 25, 23|. For instance, Konnov and Ali [25] studied sequential
problems, especially exploiting its relation with regularization methods. Bianchi et al. in [6] analyzed
lexicographic equilibrium problems on a topological Hausdorff vector space, and their relationship with
some other vector equilibrium problems. They obtained the existence results for the tangled lexicographic
problem via the study of a related sequential problem. However, for equilibrium problems, the main emphasis
has been on the issue of solvability/existence. To the best of the knowledge, very recently, Anh et al. in
[3] studied the Tikhonov well-posedness for lexicographic vector equilibrium problems in metric spaces and
gave the sufficient conditions for a family of such problems to be well-posed and uniquely well-posed at
the considered point. Furthermore, they derived several results on well-posedness for a class of variational
inequalities.

In this paper, we first introduce the new notions of Levitin-Polyak(LP) well-posedness and LP well-
posedness in the generalized sense for the Lexicographic vector equilibrium problems. Then, we establish
some sufficient conditions for this problems to be LP well-posedness at the reference point. Furthermore,
we give numerous examples to explain that all the imposed assumptions are very relaxed and cannot be
dropped.

The layout of the paper is as follows. In Sect. 2, we introduce the notions of LP well-posedness and
LP well-posedness in the generalized sense for the Lexicographic vector equilibrium problems. In Sect. 3,
we establish some sufficient conditions for this problems to be LP well-posedness at the reference point.
Section 4 is devoted to LP well-posedness in the generalized sense for the Lexicographic vector equilibrium
problems. Some concluding remarks are included in the end of this paper.
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We first recall the concept of lexicographic cone in finite dimensional spaces and models of equilibrium
problems with the order induced by such a cone. The lexicographic cone of R", denoted Cj , is the collection
of zero and all vectors in R™ with the first nonzero coordinate being positive, i.e.,

Cr={0tu{zr eR"Fie{l,2,...,n}:2; >0and z; =0, Vj <i}.
This cone is convex and pointed, and induces the total order as follow:
r>2yex—ye ).

We also observe that it is neither closed nor open. Indeed, when comparing with the cone C; := {x €
R™z1 > 0}, we see that intCy; C C; € C1, while

intC; = intC; and clC; = C4.

Throughout this paper, if not other specified, X be a metric space and A denote the metric space. Let
Xo C X be nonempty and closed sets . Let f := (f1, fo,..., fn) : X x X X A — R™ be vector-valued function
and K : A — 2% being a closed valued map. The lexicographic vector quasiequilibrium problem consists of,
for each \ € A,

(LEP),) finding z € K()) such that

f(jvyvA) >0 0 aVy € K()‘)

Instead of writing {(LEP,)|A € A} for the family of lexicographic vector equilibrium problem, i.e., the
lexicographic parametric problem, we will simply write (LEP) in the sequel. Let S : A — 2% be the solution
map of (LEP); that is, for each A € A,

S(A) = {z € KOV)|f(z,y,\) 10, Vy € KV} (1.1)

Following the lines of investigating e-solutions to vector optimization problems initiated by Loridan [32], we
consider, for each A € A and each ¢ € [0, 00), the following approximate problem:
( LEP,,) find z € K(\) such that

d(3, K(\) < e and f(z,y,\) + ¢ >0, Wy € K(N),

where e := (0,0, ...,0,1) € R™. The solution set of (LEP) ) is denoted by S(, ¢); that is the set valued-map
———

n—1

S: A xR — 2% is defined by

S(\e) ={x € X|d(z, K(\)) < eand f(z,y,\) +ece >0, Vy € K(\)}, (1.2)

for all (\,e) € A x R.
Now we introduce the concept of LP well-posedness for LEP. For this purpose, we require the the
following notions of an LP approximating sequence.

Definition 1.1. Let {\,} be a sequence in A such that A\, — \. A sequence {x,} is said to be an LP
approximating sequence for LEP with respect to {\,} if there is a sequence {e,} in (0,00) satisfying €, — 0
as n — 0o, such that

(i) d(zp, K(A\n)) < €n, forall neN;
(i) f(Tn,Yns An) + €ne >0, Yy, € K(Ay).

Definition 1.2. The problem (LEP) is LP well-posed at ) if

(i) there exists a unique solution Z of LEP;
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(ii) for any sequence {\,} converging to A, every LP approximating sequence {x,} with respect to {\,}
converges to I.

Definition 1.3. [4] Let Q : X =2 Y be a set-valued mapping between metric spaces

(i) @ is upper semicontinuous (usc) at T if for any open set U O Q(Z), there is a neighborhood N of
such that Q(N) C U.

(i) Q is lower semicontinuous (lsc) at T if for any open subset U of Y with Q(Z) NU # 0, there is a
neighborhood N of T such that Q(x) NU # 0 for all z € N.

(iii) @ is closed at T if for any sequences x — T and yr — § with yi, € Q(xr), it holds y € Q(Z).
Lemma 1.4. [4]

(i) If Q is usc at T and Q(Z) is compact, then for any sequence x, — T, every sequence {y,} with
Yn € Q(x,) has a subsequence converging to some point in Q(Z). If, in addition, Q(Z) = {y} is a
singleton, then such a sequence {y,} must converge to .

(i) @ s lsc at T if and only if for any sequence x,, — T and any point y € Q(T), there is a sequence {y,}
with y, € Q(x,) converging to y.

Definition 1.5. [3, 1] Let g be an extended real-valued function on a metric space X and e be a real
number.

(i) g is upper e-level closed at T € X if for any sequence x,, — T,
[9(xn) > €, Vn] = [g(Z) > €.

(ii) g is strongly upper e-level closed at T € X if for any sequences =z, — & and {v,} C [0,00)
converging to 0,
[9(zn) + vy > €, Vn] = [g(T) > €].

Let A, B be two subsets of metric space X. The Hausdorff distance between A and B is defined as follows
H(A,B) =max{H*(A,B),H*(B,A)},

where H*(A, B) = supyec 4 d(a, B), and d(z, A) = inf ca d(x,y).

2. LP well-posedness for Lexicographic vector Equilibrium Problems

In this section, we shall give some neccessary and /or sufficient conditions for (LEP) to be LP well-posed
at the reference point A € A. To simplify the presentation, in the sequel, the results will be formulated

for the case n = 2. For any two positive numbers «, €, the solution set of approximation solutions for the
problem (LEP) ) is denoted by

L'\ a,€) = U {z € X|d(z, K(\)) <eand f(z,y,\) +ee>,0, Yy € K(\)}, (2.1)
AEB(X\,a)NA

where B(), a) denote the closed ball centered at A with radius a. The set-valued mapping Z : A x X — 2%
next defined will play an important role our analysis

[ {ze KW\)|fi(z,z,\) =0} if (\,z) € gr Zy;
Z(Az) = { X otherwise,
where Z; : A — 2% denotes the solution mapping of the scalar equilibrium problem determined by the
real-valued function fi :
Z1(N) ={x € K\)|fi(z,y,\) >0, Yy € K(\)}.
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Then (2.1) is equivalent to -
'\« ¢€)

= U {zeXld@EN)<e filz.y.)) >0,y € K(\) and fo(z,2,A) + € > 0,¥z € Z(, z)}
AEB(X\,a)NA

= J S,
AEB(\,a)NA
where S is the solution map for (LEP) ) defined by (1.2). For the solution map S : A — 2% of (LEP), in
general, we observe that

I'(A,0,0) = S(A) and S(\) CT(A, a,€), Vo, e > 0,

and hence

SN C () T\ ase).

a,e>0

Next, we provide the sufficient conditions for the two sets to coincide.

Proposition 2.1. Suppose that the following conditions are satisfied :

(i) K is closed and lsc on A;
(ii) Z is lsc on A x X
(iii) f1 s upper 0-level closed on X x X x A;
(iv) fa2 is strongly upper 0-level closed on X x X X A,

then

() T\ a,e) = S(N).

a,e>0

Proof. Let € ﬂa’ >0 I'(\, @, €), then without loss of generality, there exist sequences oy, > 0,¢, > 0 with
an — 0,6, — 0, such that Z € T'(\, o, €,). Hence, it follows that there exists a sequence A, € B(\, ) NA,
such that, for all n € N,

d(ja K()\n)) < €n, (2.2)

and
f1(@,y, ) 20, Vy € K(\,) and fao(T, 2, \n) + €4 >0, V2 € Z(\y, T). (2.3)

Since K ()) is a closed set in X, it follows from (2.2) that we can choose z,, € K(\;), such that
d(Z,xy) < €,, Vn € N. (2.4)

Thus z,, = = as n — co. Clearly A\, — A as n — oo and also as K is closed at A, it follows that 7 € K ().
As K is Isc at A and A\, — A for any y € K(A) there exists y, € K(\,) such that y,, — y. Also Z is Isc at
(A, Z) and (An, x5) = (A, ), it is clear that for any z € Z(\, 7) there exists a sequence 2, € Z(An, xy) such

that 2z, — 2. This implies by assumption (iii),(iv), and (2.3) that f1(Z,y,A) > 0, f2(Z,z,A) > 0 and hence,
z e SON). O O

Theorem 2.2. Suppose that the conditions (i)-(iv) in Proposition 2.1 are satisfied. Then (LEP) is LP
well-posed at X € A if and only if T(\, a,€) # 0,Ya,e > 0 and diam I'(\, o, €) — 0 as (a, €) — (0,0).
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Proof. Suppose that the problem (LEP) is LP well-posed. Hence, it has a unique solution € S(\) and
hence T'(\, a, €) # (), Va,e > 0 as S(A) € T'(\, i, €). Suppose on the contrary that diam I'(\,a,€) - 0 as
(c,€) — (0,0). Then there are positive numbers r,m and sequences {ay,}, {€,} in (0,00) with (ay,€,) —
(0,0) and @, 7!, € T(\, i, €,) such that

d(zp, ) > 7, ¥n > m. (2.5)
By @, 2], € T(\, an, €,), there exist Ay, A, € B(\, a,) N A such that
d(l'n, K()\n)) < €n,

f1(@n,y, An) >0, Yy € K(\,) and fo(zp, 2, \n) + 0 >0, Vz € Z(\, 20) (2.6)

and
d(2y, K(A,)) < én,

fl( n7y7 ) Z 07 vy € K()"/n)7f2(x'/nazaA;L) +€n Z 07 VZ S Z()"/naxn) (27)

The sequence {z,,} and {z/ } are LP approximating sequences for (LEP) corresponding to sequences A, — A
and A, — X, respectively. Since (LEP) is LP well-posed, we have that {z,,} and {x/,} converse to the unique
solution z, which arrives a contradiction to (2.5). Hence, diam I'(\,a,¢€) — 0 as (a,€) — (0,0).

Conversely, let {\,} be a sequence in A converging to A and {x,} be a LP approximating sequence with
respect to {\,}. Then there exists a sequence {¢,} in (0, 00) with €, — 0 as n — oo such that

d(zpn, K(A\n)) < €n,

filxn,y, A\n) >0, Yy € K(\,) and fo(zp, 2, \n) +en >0, Vz € Z(N\p, xp). (2.8)

If we choose oy, = d(\n, A), then oy, — 0 and z,, € T'(\, o, €,). Since diam I'(\, a, €,) — 0 as n — oo, it
follows that {z,} is a Cauchy sequence in X and hence it converges to = € X. For each positive integer n,
K (\y) is compact. Thus, there exists x], € K(),) such that

d(zn, 7)) < €, for all n € N,

which implies that 2/, — z. Since K is closed at ), it follows that # € K(\). Suppose on the contrary
T ¢ S()\), that is, there exist § € K(\) and z € Z(\, ) such that

fi(z,5,A) <0 or fo(Z,2,\) +e<0. (2.9)

Since K is Isc at A and A\, — ), it is clear that for any y € K()) there exists a sequence y, € K(\,) such

that y, — 7. Again, since Z is Isc at (\,Z) and (An,z,) — (), ) there exists a sequence z, € Z(\n,Tn)
such that z, — z. Hence, we obtain by assumption (iv), (v) and (2.8) that,

fi(2,9,2) 20 and fo(z,2,A) > 0.

This yields a contradiction to (2.9). Hence, we conclude that z € S()). )
Finally, we will show that Z is the only solution of (LEP). Let * be another point in S(\) (z* # Z). It
is clear that they both belong to I'(\, a, €) for any a, e > 0. Then, it follows that

0 < d(z,2*) < diam I'(\, o, €) L 0 as (a,€) | (0,0).
This is impossible and, therefore, we are done. The proof is completed. O O

The following examples show that none of the assumptions in Theorem 2.2 can be dropped.
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Example 2.3. (Lower semicontinuity of K) Let X = A =[0,2] and K and f be defined by

0,1 if A 5 0;
KM):{[,] if A =0,

f(xyu ) (x_ya )
One can check that K is closed but not lsc at A = 0 and

{2} ifA=0,
Z(\x) ={z}, Y\, z) € gr Z.

Thus, assumption (iii)-(v) hold true. However, (LEP) is not LP well-posed at A. Indeed, let A, := L and
Zn =1+ 5 for all n € N. Then, {z,,} is an LP approximating sequence of (LEPj) correspondlng to {\n}
with €, := <, while z,, — 1 ¢ 5(0).

Example 2.4. (Closedness of K) Let X = A = [-2,2], K(\) = (0,1] (continuous), and a function
f:=(f1,f2) : X x X x A — R? be defined by, for all z,y € X and X € A,

sw=zm={ 5} 1170

fayn) =@ 5 -,

22
It can be calculated that
{1} ifax=1;
Z\z)=¢ 0 if z € (5,1];
X otherwise.

Then, we can conclude that
11
L'\ a,e) = [5, 3 + min{e, g}}

and
diam T'(\, a,e) — 0 as (a,e) — (0,0).

s01= {3}

We observe that (LEP) is not LP well-posed. Indeed, put A, := =, x,, := 1+ £ for all n € N. Then, {z,}
is an LP approximating sequence of (LEPy) corresponding to {)\n} with €, := -, while z, — 1 & S(X).

One can check that,

Example 2.5. (Lower semicontinuity of Z) Let X = A = [0,1], K(\) = [0, 1] (continuous and closed),
A=0and f(x,y,\) = (\z(z — y),y — x). One can check that

[ [0,1] i A=0;
ZMM__{{Ql} if A 0.

and, for each (\,z) € gr 71,

V{01 ifA=00ra=0;
A2 =0} ifA£0andz#£0.

Z is not lsc at (0,1). Indeed, taking A, := % and x, =1 +% for all n € N, we have (\,,z,) — (0,1)
and Z(An,x,) = {1} for all n, while Z(0,1) = [0,1]. Assumption (iv) and (v) are obviously satisfied. By

calculating the solution mapping S explicitly as follows:

({0} ifa=o;
S“V‘{{Ql} it A0

We observe that (LEP) is not LP well-posed at A. Indeed, let A, := 5~ and z,, := 1+ 1 for all n € N. Then,
{z,,} is an approximating sequence of (LEPj) corresponding to {),} with €, := 2, while z,, — 1 ¢ 5(0).
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Example 2.6. (Upper 0-level closedness of fi) Let X = A = [0,1], K(\) = [0,1] (continuous and

closed), A = 0 and
=y, A) HA=0;
f(x’y’”_{ (y—z,\) if A0

One can check that

sv=20={ {1z

Z(\x)={z}, Y(\,x)€ gr 7.

Hence, all the assumption except number (iv) hold true. However, (LEP) is not LP well-posed at A. Indeed,
take sequences \, := n%rl and z,, := 0 for all n € N. Then, {x,} is an LP approximating sequence of (LEP5)
corresponding to {\,} with €, := L, while z, — 0 ¢ S(0).

Finally, we show that assumption 4 is not satisfied. Indeed, take {x, } and {\,} as above and {y,, := 1},
we have (Tn, Yn, A\n) — (0,1,0) and fi(zp, yYn, \n) = 1 > 0 for all n, while f1(0,1,0) = -1 < 0.

Example 2.7. (Strongly upper 0-level closedness of f3) Let X, A, K be as in Example 2.6 and

[ (0,2 —y) if A=0;
f(“””’m)—{ (O,2(z—y)) ifA£0.

One can check that
Z1(N) = Z(\ ) = [0,1], ¥, € [0, 1],

({1} ifa=o;
S(A)—{{o,u if A £ 0.

Thus, all the assumptions of Theorem 2.2 except (v) are satisfied. However, (LEP) is not LP well-posed
at A. Indeed, take sequences )\, := n%rl and z, := 0 for all n € N. Then, {z,} is an LP approximating
sequence of (LEPy) corresponding to {\,}, while z,, — 0 ¢ S(0). Finally, we show that assumption (iv)
is not satisfied. Indeed, take sequences z,, := 0,y, = 1, A, := %H and ¢, := % for all n € N, we have

(Tny Yny Ay €n) — (0,1,0,0) and fo(zn, Yn, An) + €5, > 0 for all n, while f2(0,1,0).

Corollary 2.8. If the conditions of the previous theorem hold then (LEP) is LP well-posed if and only if
S(A) # 0 and )
diam I'(\, o, €) = 0 as (a,€) = (0,0).

Then (LEP) is LP well-posed if and only if T'(\, a, €) # 0, Vo, e > 0 and diam T'(\, o, €) — 0 as (o, €) —
(0,0).

Theorem 2.9. Suppose that the conditions (i)-(iv) in Proposition 2.1 are satisfied. Then (LEP) is LP
well-posed if and only if it has a unique solution.

Proof. By the definition, we know that LP well-posedness for (LEP) implies it has a unique solution. For the
converse, suppose that the problem (LEP) has a unique solution z’. Let {\,,} be a sequence in A converging
to A and {z,} an LP approximating sequence with respect to {\,}. Then, there exists a sequence {e,} in
(0, 00) with €, — 0, as n — oo, such that

d(xn, K(A\p)) < €, for all n € N, (2.10)

and
Fil@n 1, An) > 0, ¥y € K(Aa), foln, 2, An) + €0 > 0, V2 € Z(An, 20). (2.11)

By (2.10) and the closedness of K(\,) in X, for each positive integer n, we can choose z, € K(\,) such
that
d(zn,T,) < €. (2.12)
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Since X is a compact set, the sequence {z7,} has a subsequence {7, } which converges to a point = € X.
Using (2.12), we conclude that the corresponding subsequence {zy, } of {x,} converges to Z. Again as K is
closed at ), it follows that Z € K()). Proceeding along the lines of converse part in the proof of Theorem
2.2, we can show that z € S(\). Consequently, Z coincides with 2/(Z = 2’). Again, by the uniqueness of
the solution, it is obvious that every possible subsequence converges to the unique solution 2’ and hence the
whole sequence {z,} converges to x’, thus yielding the LP well-posedness of (LEP). (] O

To weaken the assumption of LP well-posednes in Theorem 2.2, we are going to use the notions of
measures of noncompactness in a metric space X.

Definition 2.10. Let M be a nonempty subset of a metric space X.
(i) The Kuratowski measure of M is

n
(M) :inf{€>0|M§ UMk and diam My <e k=1,...,n, EnGN}.
k=1

(ii) The Hausdorff measure of M is
n(M):inf{€>O]M U (xg,€),x € X, for someneN}.

(iii) The Istratescu measure of M is
t(M) = inf {5 > 0| M have no infinite € — discrete subset }

Danes [13] obtained the following inequalities:

n(M) < u(M) < p(M) < 2n(M). (2.13)

The measures pu,n and ¢ share many common properties and we will use v in the sequel to denote either one
of them. ~ is a regular measure (see [5, 38]), i.e., it enjoys the following properties.

Lemma 2.11. Let M be a nonempty subset of a metric space X.

(i) v(M) = +o0 if and only if the set M is unbounded;

(i) (M) = y(cIM);

(i) from v(M) = 0 it follows that M is totally bounded set;

(iv) if X is a complete space and if {An} is a sequence of closed subsets of X such that A,4+1 C A,
for each n € N and limy, 1 7(An) = 0, then K := (),cnAn is a nonempty compact set and
limy,— 400 H(An, K) =0, where H is the Hausdorff metric;

(v) from M C N it follows that v(M) < ~v(N).

In terms of a measure v € {u,n,t} of noncompactness, we have the following result.

Theorem 2.12. Let X and A be metric spaces.

(i) If LEP is LP well-posed at )\, then y(I'(\,a,€)) 1 0 as (o, €) { (0,0) .
(ii) Conversely, suppose that S(\) has a unique point and y(L'(\,a,€)) | 0 as (a,e) | (0,0), and the
following conditions hold
(a) X is complete and A is compact or a finite dimensional normed space;
(b) K is continuous, closed and compact-valued on A;
(¢) Z islsc on A x X;
(d) f1 is upper 0-level closed on X x X x A;
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(e) fo is upper b-level closed on X x X x A for every negative b close to zero.
Then LEP is LP well-posed at \.

Proof. By the relationship (2.13) the proof is similar for the three mentioned measures of noncompactness.
We discuss only the case v = u, the Kuratowski measure.

(i) Suppose that (LEP) be LP-well posed at .

Applying Proposition 3.2, we can conclude that S()) is compact, and hence p(S()\)) = 0. Let € > 0 and
assume that

S(A) € | My with diamM; < e forall k=1,...,n.
k=1
We set B B
Ny ={y € Xl|d(y, My) < H(I'(A, v, €), S(A)) }

and want to show that T'(\, o, €) C |Jp_; Ni. For any x € I'(\, a, €), we have

d(z,S(A\)) < H(T(\, o, €), S(N)).

Due to S(A) € Up_; My, one has
d(e, | M) < HIG ,6), S(V).
k=1

Then, there exists k € {1,2,...,n} such that

d(x, M) < H(T(\, a,€), S(N)),

i.e., z € Nj. Thus, T'(A, o, €) € UP_; Ng. Because p(S()\)) = 0 and

diamNy, = diamMj, + 2H (T (A, a, €), S(N)) < e +2H(T(\, a, €), S(N)),

it holds B B B
W\, a,€)) <2H(T(N\ ay€), S(N)).

Note that !—I(F(j\,a,_e),S(;\)) = H*(T'(\, a,€), S(N)) since S(\) C T'()\, a,¢) for all a, e > 0. Now, we claim
that H(I'(A, a,€),S(A)) L 0 as a,e | 0 and . Indeed, if otherwise, we can assume that there exist 7 > 0 and
sequences ay, €, | 0, and {z,} with x,, € I'(\, ay, €,,) such that

d(xpn, S(Z)) >r, Vn. (2.14)

Since {z,} is an approximating sequence of (LEPy) corresponding to some {\,} with A, € B (A, ) NA, it
has a subsequence {zn, } converging to some z € S(A), which gives a contradiction with (2.14). Therefore,
we conclude that p(T'(A\, a,€)) as £ [ 0 and € ] 0.

(i) Suppose that u(I'(\, o, €)) — 0 as (a,¢) — (0,0) First, we show that F(S\,a,g) is closed for any
a,e > 0. Let {z,} CT'(\, o, €), with x,, — Z. Then for each n € N, there exists \,, € B(\,a) N A such that

d(zn, K(A\p)) <e€

and
fi(zn,y, A\n) >0, Yy e K(\,) and fo(zp,2,\p) +€>0, Vz e Z(A\y,zy), for all n € N.

By the assumption of A, this implies that B (A, @) is compact. We can assume {)\,} converges to some
A € B(A\,a) NA. First, we claim that d(Z, K(\)) < e. Since K(\,,) is compact, there exists =/, € K(\,,) such



W. Rabian, B. Thanatporn, J. Nonlinear Sci. Appl. 6 (2016), ........ 162

that d(zy, z),) < € for all n € N. By the upper continuity and compactness of K, there exists a subsequence
{z}, } of {«],} such that z], — 2’ € K()\). Consequently,
J J

d(z, K(\)) <d(z,2') = lim d(xp,z),) <e. (2.15)

n—o0

For each y € K(A), the lower semicontinuity of K at A, there exists a sequence {y,} C K(\,) such that
yn — y. It follows from the upper 0-level closedness of f; that

fl('faya)‘> > Oa
that is
fi(@,y,A) >0, Yy € K(\). (2.16)
Next, we show that
fo(Z,2,\) +€>0, Vz e Z(\ ). (2.17)

Suppose to the contrary that there exists z € Z(\, z) such that
fo(Z,z2,\) + € <.

Since Z is lower semicontinuous at (A, z), we have for all n, there is z, € Z(\,,zy) such that z, — Z as
n — oo. It follows from the upper (—¢)-level closedness fy at (Z, z, A) that

fZ(xn; Zn, /\n> < —€

when n is sufficiently large which leads to a contradiction. By (2.15), (2.16) and (2.17), we can conclude
that £ € S(\,€), and so T € T'(\, «, €). Therefore I'(\, a, €) is closed for any «, e > 0. Now we show that

a,e>0

It is clear that, S(\) C Na.c>o (), a, €). Next, we first check that, for each ¢ > 0,

(NT(A a€) € S(Xe).

a>0

For any z € (), (A, a,€). Then for each {a,} | 0, there exists a sequence {\,} with A, € B(A,a,) N A
such that 2 € S(\,, €) for all n € N, which gives that

dz, K(A\y)) <,

filz,y,A\n) >0, Vy € K(\,), and fa(z,2,\n) +€ >0, Vz € Z(Ay, z).

Since K () is compact , we can choose z,, € K(\,) such that
d(z,z,) <€ VneN.

By the upper continuity and compactness of K, there exists a subsequence {z,} of {x,} such that z,, —
a2’ € K()\), which arrives that

d(z, K(\) <d(z,z') = lim d(z,z,) <e. (2.18)

n—00

By assumptions on K and f; again, we have = € Z;(\); that is

fi(z,y,A) = 0. (2.19)
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Next, for each z € Z(\,x), there exists z, € Z(\n,x) such that z, — z since Z is Isc at (A, z). As
x € S(Ap,€), it holds
f2<xvzna)\n) +e>0, VneN.

Since fo is upper -e-level closed at (z, z, \), we have

fo(@,2,A) +€ > 0. (2.20)

From (2.18)-(2.20), we get that z € S(\ €). We obtain that Naso DA, o €) € S(A€) for every e > 0.
Consequently,

[ T a,e) €[ S(Ae) = SN).

a,e>0 e>0
Therefore, we obtain that S(\) = Neaes0 I'(\, a,¢€). Further, since u(T'(\, o, ¢)) — 0 as (a,€) — (0,0).
Applying Lemma 2.11 (iv), we get that S()\) is compact and H(I'()\, o, €), S(A)) — 0 as (a, €) — (0,0).

Finally, we prove that LEP is LP well-posedness. Indeed, let {z,} be an LP-approximating sequence

of (LEPy) corresponding to some )\, — A. Then there exists a sequence {e,} in (0,00) with €, — 0 as

n — oo such that
d(xn) K(An)) < ep,

filxn,y, A\n) >0, Yy € K(N\,) and fo(zp, 2, \n) +en >0, Vz € Z(\, ). (2.21)

If we choose a;, = d(Ap, A), then o, — 0 and z,, € T'(A, o, €,). We see that

d(xn, S(N)) < H(T(A, sy €), S(A)) — 0 as n — oo.

Hence, there exist a sequence {7, } in S(A) such that d(xy,, Z,) — 0 as n — oc. By the compactness of S()),

there is a subsequence {Z,,} of {Z,} converging to a point # in S(A). Consequently, the corresponding
subsequence {z,;} of {x,} converses to Z. Hence, LEP is LP well-posedness. The proof is completed. [

3. LP well-posedness in the generalized sense

In many practical situations, the problem (LEP) may not always possess a unique solution. Hence, in
this section, we introduce a generalization of LP well-posedness for (LEP).

Definition 3.1. The problem (LEP) is said to be LP well-posed in the generalized sense at X if

(i) the solution set S(A) is nonempty;
(ii) for any sequence {)\,} converging to A, every LP approximating sequence {x,} with respect to {\,}

has a subsequence converging to some point of S(\).

Proposition 3.2. If (LEP) is LP well-posed in the generalized sense at X, then its solution set S(\) is a
nonempty compact set.

Proof. Let {x,} be any sequence in S(A). Then, of course, it is an LP approximating sequence with respect
to sequences A\, := X\ and ¢, := %, for every n € N. The generalized LP well-posedness of (LEP) ensures

the existence of a subsequence {z, } of {z,} converging to a point of in S(A). Therefore, we conclude that
S(A) is a nonempty compact set. The proof is completed. O O

Next, we present a metric characterization for the generalized LP well-posedness of (LEP) in terms of
the upper semicontinuity of the approximate solution set.

Theorem 3.3. (LEP) is LP well-posed in the generalized sense if and only if S(A\) is a nonempty, compact

set and T'(A, -, -) is usc at (o, €) := (0,0).
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Proof. Suppose that (LEP) is LP well-posed in the generalized sense. Therefore, S(\) # () and further on
using Proposition 3.2, we have S()) is compact. Next, we assume, on the contrary, that I'(A, , €) is not usc
at (0,0). Consequently, there exist an open set U containing I'(\,0,0) = S()\) and positive sequences {a,}
and {e,} satisfying o, — 0 and ¢, — 0 such that

I'(\, an,€,) C U, for all n € N.

Thus, there exists a sequence {x,,} in T'(\, an, €,)\S(A). Therefore, of course, {z,,} is an LP approximating

sequence for (LEP), such that none of its subsequence converges to a point of S(\), which is a contradiction.

Conversely, let {\,} be a sequence in A converging to A and {z,} be an LP approximating sequence
with respect to {\,}. If we choose a sequence a,, = d(\,,A) then o, — 0 and z, € T'(\, an,€,). As
['(X, ,€) is usc at (o, €) = (0,0) and S(X\) # 0, it follows that for every § > 0,T(X, 0, €,) C S(A) + B(0,9)

for n sufficiently large. Thus z,, € S(\) + B(0,0), for n sufficiently large and hence there exists a sequence

Zn, € S(A), such that
d(xn, Tpn) < 0. (3.1)

Since S(\) is compact, there exists a subsequence {Z,, } of {Z,} converging to z € S(\). Using (3.1), we

conclude that the corresponding subsequence {z,, } of {x,} converges to z € S(X). O O

The following result illustrates the fact that LP well-posedness in the generalized sense of LEP ensures
the stability, in terms of the upper semi-continuity of the solution set S.

Theorem 3.4. If (LEP) is LP well-posed in the generalized sense, then the solution mapping S is usc at .

Proof. Suppose on the contrary, S is not usc at A\. Then there exists an open set U containning S (2\) such
that for every sequence \,, — A, there exists z;,, € S(\,,) such that x,, ¢ U, for every n. Since A\, — A, {z,,}

is an LP approximating sequence for (LEP) and none of its subsequnces converge to a point of S(\), hence
we have a contradiction to the fact that (LEP) is LP well-posed in the generalized sence. O O
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