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ABSTRACT
Knowledge, Experience and Farmers' Seemingly Irrational Behavior

This study proposes that rational farmers can concentrate the production on traditional,
familiar crops. Farmers are risk averse and Bayesian. They use the predictive densities they
develop on their own to form the expectations and make decisions. From their perspectives,
familiar crops are less risky. So, the risk-averse farmers concentrate on the less-risky, familiar
crops and avoid the more-risky, unfamiliar crops.

The impact of the government's farmers assistance programs are examined. Training
seems to be the most efficient because it can improve the prior knowledge and reduce return
volatility so that farmers practice more diversification. The mean-enhancement programs must
be administered with the volatility-reduction programs to achieve the true optima.

Finally, we demonstrate that forced diversification constraints can be useful even though
they are wrong ones. The constraints help to lessen concentration on the familiar crops that
results from the improper predictive densities. The findings enable us to understand the

success of certain production plans, such as the "New Theory", being introduced to farmers.

@1van Irrational Behavior, the "New Theory", Risk Aversion
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ABSTRACT
An Information-Theoretic Approach for Identifying Utility Functional Form
With An Application in Describing Risk Behavior of Thai Farmers

Previous studies rely on revealed economic behavior for identifying the exact utility
functions for farmers. The approach is not practical because the data are difficult to obtain or
are inexistent. This study proposes an application of the information-theoretic test as an
alternative for the identification purpose. It is convenient, quick and inexpensive because the
test employs the data readily available from the popular Ramsey interview. The study
demonstrates its application, using the interview data of ten small Thai farmers. It is found that
the test can discriminate the competing utility functions and successfully identify the dominant
ones.

In recent years, the "New Theory" of H.M. the King is regarded as being a more
profitable, less risky production strategy for small farmers. The sample farmers participate in a
free-irrigation-pond program, which applies the Theory in a smaller-scale production. It is
interesting to find that almost all the sample farmers possess log utility, implying their myopic
behavior. This finding helps to explain in part the reason why the "New Theory" is not so well
accepted among farmers before they receive free ponds. The Theory leads to higher and less
risky returns in a long run, while farmers with a log utility consider only the returns in the
current period. The study suggests "forced" acceptance or behavior-modification program for

widespread adoption of the Theory.

fwan: Utility Function Estimation, Farmer’'s Economic Behavior
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ABSTRACT
Determinants of Farmers' Decision to Adopt Multi-Crop Production
The study attempts to identify the determinants of farmers' decision to switch from a mono-crop
production to a multi-crop production. The determinants are tested for significance, using survey
data from farmers in Nakorn Nayok Province. The study finds that significant factors include

land ownership, convenient transportation, and experiences.
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ABSTRACT
MAXIMUM FEASIBLE FARM CREDITS: CASES FOR THAILAND

We show how banks can use the information on statistical distributions of crop returns
to set limits for farm loans so that borrowing farmers are able to repay their loans by the crop
income with an accepted default probability. We then apply the technique proposed by Ramirez
(1997, 2000) to estimate the return distribution. Its resulting credit limits are tested against the
ones under the normality assumption. The Ramirez limits can pass the in-sample and out-of-
sample tests. And, they outperform the normality limits. We apply the resulting limits to evaluate
the limits set by the Bank of Agriculture and Agricultural Co-operatives--Thailand's largest
provider of farm loans. Those limits can be justified by the revealed behavior of the crop

returns.

fnman: Default Probability, Maximum Farm Credits, Revealed Behavior
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ABSTRACT
MEASURING RISK WITH STOCHASTIC JUMPS
We propose a trimodal distribution of returns which combines normal distribution and
stochastic jumps, where both the positive and negative jumps are allowed for the presence of
asymmetry. We apply the proposed distribution in a Value at Risk (VaR) analysis. The model is
compared with the four competing models including the normal distribution, the student’s t
distribution, the extreme value theory, and the bimodal distribution. Using daily returns on
S&P500 index, we find that the trimodal distribution gives a better VaR forecast in all

performance measures.

fman: Risk management, Stochastic jumps, Trimodal distribution, Value at Risk
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Abstract

Measuring Risk with Stochastic Jumps and Conditional Heteroskedasticity

We extend previously proposed trimodal model which combines normal distribution
and stochastic jump process where both the positive and negative jumps are allowed for the
presence of asymmetry to incorporate the conditional heteroskedasticity. Both the GARCH
and the asymmetric EGARCH processes are considered. We propose the conditional
trimodal distribution for the returns on S&P500 index and apply it with the estimation of the
Value at Risk (VaR). The model is compared with the three competing models including the
conditional normal distribution, the conditional student’s t distribution, and the conditional
bimodal distribution. The issue of the unconditional and conditional models is still
inconclusive since the more complicated conditional models do not grant better performance

in some cases.

@nman: Conditional heteroskedasticity; Risk management; Stochastic jumps; Trimodal

distribution; Value at Risk
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ABSTRACT
Improving VaR Forecasts, Using Information in Derivatives Prices

A VaR forecast is developed in a Bayesian framework to improve the performance over
that of traditional ones. As opposed to the traditional forecasts, which assume risk manager
knows the return distribution and that distribution is the same for the realized returns and next
period's return, our return distribution is predictive and is derived for the next period's return in
particular. Moreover, we are able to incorporate information in the volatilities implied by option
prices, in addition to that in the return samples, into the estimation of the predictive distribution.
We demonstrate its out-of-sample performance in the risk measurement of daily baht/dollar
exchange rate from December 24, 2001 to January 15, 2003. Our Bayesian VaR forecast can

outperform those from the traditional ones, which rely on historical or implied volatilities alone.

fman: Bayesian VaR Forecast, Option Prices, Predictive Distribution
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ABSTRACT
Outside Directors, Audit Committee Structure, and Firm Performance:
Evidence from Thailand

We examine the relationship of the firm's performance with the independence structure
of audit committee and other corporate governance mechanisms of Thai firms listed on the
Stock Exchange of Thailand in the year 2000. We apply the simultaneous-equations approach
to acknowledge the possible endogeneity relationship among the variables in order to avoid
inconsistency problems. We test for exogeneity and endogeneity of the firm's performance and
governance mechanisms, so that the relationship is interpreted correctly. This test has never
been conducted by any other study and we consider it as our contribution.

We find that the independence structure of audit committee and the level of debt
financing are determined simultaneously with the firm's performance. As opposed to previous
studies, we find that the firm's performance, debt financing and audit committee independence

are exogenous to and are determinants of certain corporate governance mechanisms.

#nman: Audit committee, Corporate governance, Firm performance, Outside directors
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Abstract
Did Families Lose or Gain Control?: Thai Firms after the East Asian Financial Crisis

This paper investigates the ownership and control of Thai public firms in the period after
the East Asian financial crisis, compared to those in the pre-crisis period. Using the
comprehensive unique database of ownership and board structures, we find that the ownership
and control appear to be more concentrated in the hands of controlling shareholders
subsequent to the crisis. Interestingly, even though families remain the most prevalent owners
of Thai firms and are still actively involved in the management after the financial crisis, their role
as the controlling shareholder becomes less significant. In addition, our results show that direct
shareholdings are most frequently used as a means of control in both periods. Pyramids and

cross-shareholdings, however, are employed to the lesser extent following the crisis.

fnan: Ownership; Controlling Shareholder; Corporate Governance; East Asian Financial

Crisis; Thailand
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Abstract
No, the U.S. Market is not the World Factor
Returns in national stock markets exhibit strong interdependence. Among these
markets, the U.S. market has ability to explain and predict the movement of other markets. In
this study, we examine the mechanism that constitutes this ability. We propose two competing
hypotheses. Under the first hypothesis, the U.S. return is a common or world factor that drives
returns in all national markets. Hence, all the national market returns must be explained by the
U.S. return by the construction. The predictive ability results from the delayed reaction of
markets to the U.S. returns on earlier dates. Under the second hypothesis, the U.S. return and
other national market returns are driven by a common factor and by the idiosyncratic factors of
their own. The explanatory ability is from the common factor that moves all the returns together;
the predictive ability is from the delayed reaction of markets to the common factor, which has

already acknowledged by the U.S. market on earlier dates.

We use daily return data on the U.S., Canadian, U.K., German and Japanese markets
from January 5, 1987 to December 22, 2000 (2,646 observations) for the tests. Our results

support the second hypothesis. The U.S. market is not the world factor.

@1%an: Common factor, Kalman filter, Stock returns, Market efficiency
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ABSTRACT
The Quality of Life in Thai Patients
with Chronic Liver Diseases

Health-related quality of life (HRQOL) is a concept that incorporates many aspects of
life beyond “health”. HRQOL is important for measuring the impact of chronic disease on
patients. The research for QOL in chronic liver disease (CLD) has hardly been received
attention in Southeast Asian countries. We compare the QOL in Thai patients having CLD with
that in normal people and to investigate for factors relating to the QOL. We find that the CLDQ,
a western originated questionnaire, is valid and applicable in Thai patients with CLD. Generic
and liver disease-specific health measurement reveals that QOL in these patients is lower than
that in normal people. QOL is more impaired in advanced stage of CLD. Other factors, such as
age, sex, education level, career, financial problem and etiology of liver disease may

individually influence HRQOL in Thais with CLD.

fnan: Quality of life, chronic hepatitis, cirrhosis, chronic liver diseases
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ABSTRACT
Empirical Evidence on Equity Valuation of Thai Firms

This study aims at providing empirical evidence on a comparison of two equity valuation
models: (1) the dividend discount model (DDM) and (2) the residual income model (RIM), in
estimating equity values of Thai firms during 1995-2004. Results suggest that DDM and RIM
underestimate equity values of Thai firms and that RIM outperforms DDM in predicting cross-
sectional stock prices. Results on regression of cross-sectional stock prices on the
decomposed DDM and RIM equity values indicate that book value of equity provides the
greatest incremental explanatory power, relative to other components in DDM and RIM terminal
values, suggesting that book value distortions resulting from accounting procedures and choices
are less severe than forecast and measurement errors in discount rates and growth rates.

We also document that the incremental explanatory power of book value of equity
during 1998-2004, representing the information environment under Thai Accounting Standards
reformed after the 1997 economic crisis to conform to International Accounting Standards, is
significantly greater than that during 1995-1996, representing the information environment under
the pre-reformed Thai Accounting Standards. This implies that the book value distortions are
less severe under the 1997 Reformed Thai Accounting Standards than the pre-reformed Thai

Accounting Standards.

@1wan: Dividend Discount Model, Residual Income Model, Thai Stock Market
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ABSTRACT
World and Regional Factors in Stock Market Returns

This paper aims to test the hypothesis that the national stock market returns are driven
by a world factor, regional factors and idiosyncratic factors, and to measure the importance of
each factor. The state-space model is applied to describe the sample returns and estimate a
world factor, regional factors and idiosyncratic factors by Kalman filtering. Weekly and daily
returns calculated from MSCI country indexes from January 1988 to December 2004 of 11
national stock markets in four regions, i.e. North America (the USA and Canada), South
America (Brazil, Mexico and Chile), Europe (the UK, Germany and France), and Asia (Japan,
Hong Kong, and Singapore) are used. The results support the hypothesis that national market
returns are driven by a world factor, regional factors and idiosyncratic factors. National markets
do not always respond mainly to the world factor; regional factors and idiosyncratic factors play

important roles as well. They also respond to world news at a slower rate than regional news.

@nman: Stock Markets, Stock Returns, World Economy, Factor Analysis
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ABSTRACT
The Influence of Viral Hepatitis C Infection on Quality of Life
Aim: Chronic liver disease creates a reduction in health-related quality of life (HRQL). Disease
severity, demographic, alcohol and comorbidity can affect HRQL. A reducing HRQL in chronic
hepatitis C may be associated with comorbid medical iliness, response to antiviral treatment,
psychogenic disorder and diagnosis awareness. The influence of chronic hepatitis B on HRQL
is not known. We aimed to compare HRQL in chronic hepatitis B and C, and to study for

factors that affected the HRQL in Thai patients with chronic viral hepatitis.

Materials and methods: Normal subjects, subjects with chronic hepatitis B and C performed
HRQL questionnaires: the Short-Form (SF) 36 and the Chronic Liver Disease Questionnaire
(CLDQ), and the Hospital Anxiety Depression Scale (HADS) questionnaire. Demographic,
socioeconomic and clinical data were collected. One-way ANOVA was used to compare mean
differences among groups. Stepwise multiple regression analysis was used to assess the
independent influence of variables on HRQL. P-value <0.05 was considered statistically

significant.

Results: Up to now, 146 subjects were enrolled. Mean ages (range) were 42.8 (20-73) years.
The number (%) of male to female ratio was 85: 61 (58.2%: 41.8%). There were 50, 59 and 37
subjects in normal, in chronic hepatitis B and in chronic hepatitis C groups. The greatest
number of anxiety disorder was seen in chronic hepatitis C group. Hepatitis C viral infection
impaired emotional function and worry subscales of the CLDQ significantly. Female, single
status, low socioeconomic factor, viral load, anxiety and depressive disorders, but not the type

of viral hepatitis, caused a reduction in HRQL.

Conclusions: HRQL in chronic viral hepatitis are affected by anxiety, depression, female
gender, single status, socioeconomic factors and viral load. We do not have enough evidence
to conclude that HBV and HCV infection affect HRQL in Thai patients, or if there is any

difference of HRQL in chronic hepatitis B and C.

@Nnan: Health-related Quality of life, chronic hepatitis B, chronic hepatitis C, SF-36, CLDQ
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ABSTRACT

Knowledge, Experience and Farmers' Seemingly Irrational Behavior

This study proposes that rational farmers can concentrate the production on
traditional, familiar crops. Farmers are risk averse and Bayesian. They use the
predictive densities they develop on their own to form the expectations and make
decisions. From their perspectives, familiar crops are less risky. So, the risk-averse
farmers concentrate on the less-risky, familiar crops and avoid the more-risky, unfamiliar

crops.

The impact of the government's farmers assistance programs are examined.
Training seems to be the most efficient because it can improve the prior knowledge and
reduce return volatility so that farmers practice more diversification. The mean-
enhancement programs must be administered with the volatility-reduction programs to

achieve the true optima.

Finally, we demonstrate that forced diversification constraints can be useful even
though they are wrong ones. The constraints help to lessen concentration on the
familiar crops that results from the improper predictive densities. The findings enable us
to understand the success of certain production plans, such as the "New Theory", being

introduced to farmers.
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I. Introduction

Agricultural diversification has now been recognized as an important alternative
to improve farm incomes for most countries at farm, regional and national levels. Its
success comes from increased land and labor utilization, crop complement, and
reduced risk. Despite the proven success of diversification theoretically and empirically,
individual farmers tend to specialize in a single crop--their traditional and familiar ones.
For Thailand, Siamwalla et al. (1992) reports that only half of Thai farmers grow more
than one crop. And, Wang et al. (1975) admits that Taiwanese farmers do not diversify

their production very well.

Factors that prohibit individual farmers from diversification have been proposed
in the literature. Wang and Yu (1975) summarize that the factors include soil quality,
weather, irrigation, production factors, crop choices, technological progress, and culture.
Poapongsakorn et al. (1995) add that the availability of non-farm employment, which
offers higher and more stable wages, induces farmers to concentrate on less labor-
intensive crops such as rice and cassava and that certain commodity prices are
positively correlated, hence limiting the benefits of a multiple crop production. Timmer
(1998) and the World Bank (1990) point out that government policies may discriminate
against the crops with high but volatile prices in favor of the ones with more stable
prices, thereby resulting in farmers' concentration in the latter crops. Finally, Petit and
Barghouti (1992) summarize that on-farm constraints, extension services, contract
farming, and possible assistance or promotion programs can also drive farmers toward

concentration.

Today, the influences of these prohibiting factors are lower and less relevant.
Crops are engineered to withstand harsh weather and poor soil quality. Irrigation
improves. Farmers have increasing opportunities to access credits, technologies, and
markets. Yet, concentration on a single, traditional and familiar crop continues. If these

factors are not important, does concentration reflect irrational behavior of the farmers?

In this paper, we propose that even if these factors are irrelevant, rational
farmers can concentrate on their traditional, familiar crops. As in Ellis (1988), we
assume that the farmer is risk-averse and maximize the expected utility of future farm

income. Diversification can be interpreted as the case in which the farmer considers to



add a new crop to the next period's production. In this setting, the farmer tends to avoid

new crops as he does the new technology in Ellis (1988).

In our model, the farmer has two crops--traditional, familiar crop and unfamiliar
crop, in the menu. We classify the crops in a natural way, where the traditional, familiar
crop is the one the farmer knows very well and has long experience in growing it. The
unfamiliar crop is the one new to him. So, he knows little about it and has never grown
it. We examine the farmer's production decision in a Bayesian framework. The risk
behavior of crop returns is described by their joint distribution. The farmer knows only
the form of the distribution, but he does not know the governing parameters. So, he
must choose the optimal production of the crops, using the Bayesian predictive
distribution. This distribution is not the true distribution. It is derived from the form of the
true distribution, the prior knowledge the farmer has about the return on familiar and
unfamiliar crops, and the realized returns the farmer has the experience in these crops

over the years.

It is this resulting predictive return distribution that drives concentration on the
traditional, familiar crop. In our model, the unfamiliar crop is risky because the farmer
has limited knowledge and experience about it. So, it is avoided and concentration

becomes rational.

The finding is important because it helps us to understand the farmers'
seemingly irrational behavior better. The model being proposed can also be used as a
framework to understand the roles of the government's farmers assistance programs
that drive the production toward its optima. Finally, we apply the model to examine how
a force diversification measure, such as the "New Theory" of His Majesty the King of

Thailand, can be useful.

Il. The Model

In our model, it is assumed, as are suggested by the literature (e.g., Young
(1979)), that the farmer maximizes his expected utility of uncertain future income from
crop production. There are N > 1 interesting crops. It is assumed that crops 1 to n are
traditional and familiar to the farmer. He and his ancestor have been growing these

crops for years. The remaining N-n crops from crops n+1 to N are new and unfamiliar.



The farmer has limited knowledge about and little experiences in growing them. Yet, he
considers these crops for possible production diversification, and income and utility

improvements.
1

Let Yru = YZT“ , an (NX1) vector, denote the uncertain future returns from
Yt

1 _2
the familiar crops Y1 and unfamiliar crops Yrt+1 per one unit of land. The farmer's

expected utility maximization problem is

Max Ei{Ui(W'ivT-Hj} (1.1)

subject to

wh = 1.00. (1.2)

w --an (NX1) vector, is the percentage weights of the farmer's land being allocated to
the crops. 1 is an (NX1) vector of ones. Ui(W'YTHJ is the farmer's utility of the next

period's income. Equation (1.2) imposes the constraint on full utilization of the Iand.1

We assume that the true distribution of Y r+1 is mutivariate normal, with a mean

Vi
'

Ky
Rn,
be correlated. Yet, we assume uncorrelated income on the familiar and unfamiliar crops

} and a covariance matrix V:{ } In reality, crop income can

vector p ={

22

for tractability. This assumption will not affect our result very much because we are
interested in the farmer's production concentration on the familiar crops. If the income is

correlated, the farmer's realized production choice will be less diversified.

We assume that the farmer knows only the form of the distribution. But he does

not know the governing parameters {u,,uz,V”,sz}. Hence, the expectation in

equation (1.1) must be formed under the subjective belief about Y41 .

4
Each crop may require different levels of investment money per unit of land. In that more realistic case, we can
assume that the farmer has sufficient fund to grow the most costly crop. The unused money from the decision to

grow less costly crops can be put in the bank and earn interest income for the season.



1.1 A Bayesian Model of the Crop Income

The farmer forms his belief of i(T+1 in a Bayesian framework. In this framework,
familiarity and unfamiliarity of the crops can be modeled quite naturally. To form the
expectations, the farmer applies his prior knowledge about the crops with his
experiences from growing these crops for some time to predict how the crop return will
behave in the next period. Then he makes the production decision w to maximize the

expected utility.

1.2 Description of the Familiar and Unfamiliar Crops

We describe familiar and unfamiliar crops by the extent of the knowledge and
the experiences the farmer possesses about the crops. The familiar crop is the one
crop that the farmer knows about its nature very well and he has the experiences from
growing its for a quite few seasons. The less familiar crop is the one crop that the
farmer knows less well. He has never grown this crop before. So, he has no

experiences.

1.2.1 Knowledge as the Prior Belief
Case 1 A Diffuse Prior

Firstly, we assume that the farmer has no knowledge about either familiar or
unfamiliar crop. Although this assumption is not very realistic, it serves as the
foundation to separate the effects of the prior knowledge and the experience on
diversification. When the farmer knows nothing about the governing parameters, the
prior density becomes vague or diffuse. The invariance theory of Jeffreys dictates that it

is proportional to

5 o (5
plrops, Vi V) oc (VL (2)

Case 2 An Informative Prior

Secondly, however, at the least the farmer has to know some things about the
interesting crops. This knowledge can come from his previous study, training and
observation, weather reports, technology updates, market price and trend, etc. Although
he is uncertain about the exact parameter values {H1allzaV11asz}= he uses the

knowledge to form their prior. We assume the parameters p,, p,, V;;, and V,, are



independent. Furthermore, we assume (u, ,pn,) are distributed normally with means (
n,, n,) and co-variances (¢’ I, ko® I, ), where I_ is the identity matrix of size m
=nand N-n. k=1 and ¢® > 0 are constant. Under this structure, because the farmer
has little knowledge and information about the unfamiliar crop, he is less certain about
the mean of p, than of p,. The uncertainty grows with the proportionality factor k > 1.

We assume vague priors for V,; and V,,. In all, the prior for the parameters is

Pl pss Vi V) oc V| %) e {—%(ul ;) (0°,) —uf)}

N+1

X \Vz;\(zj exp {—%(uz ) koL, ), —ui)} 3)

1.2.2 The Experiences as the Likelihood
The farmer can have experiences from growing the crops and actually earn from

them during the past years. These experiences help the farmer to understand the

nature of these crops better. Let Y} and YS2 be the (TXn) and (SX(N-n)) vectors of
the realized income from the familiar and unfamiliar crops over the past T and S
seasons, respectively. The condition T > S indicates the fact the farmer has more
experiences in growing the familiar crops than the unfamiliar crops. We impose S > n+2
so that the likelihood of YS2 exists and the predictive density is meaningful in the limit.

The likelihood for Y; and Y is

T
AVE V2] . Vi Vi, ) o8 V2 e {-;zr (V) — vy ) (v —lTu;)vls}

S
e {2 w62 - o

11.2.3 The Predictive Distribution

Having the prior and the likelihood as well as the assumption on the distribution
of Ytu, we can write the joint distribution of the unknown parameters

{ul,uz,V“ ,\/22} and the future income Yr.1.

Case 1 A Diffuse Prior

When the prior is diffuse, the joint density becomes



p(YT“l lh,llzaVnasz]P(llnllzansz | Y;aYsz)

= p(YTH llnllz’VszﬂY;aYszj (5.1)

T-(N+1) S—(N+1)

oc ‘V;ll‘ > exp {—%tr A Vlll}x ‘V;;‘ > exp {—%tr szz;} (5.2)

where

1 1

A= (V- ) (V) —lTu1)+(YT—u1J'(YT—u1j
2 2

A= (V2 ) ) (12 —tsu;)+(Ys—u;]'(Ys—u;}-

In making his decision, the farmer is interested in the behavior of the next

period's income Yt . Because he does not know the true parameters

{ul 1y, Vi, \/22}, he has to rely on his prior knowledge and experiences. From
equation (5.2), the behavior p(Ym | Y#,Ysz}conditioned on the prior knowledge and

experience can be obtained by integrating {ul Sy, ,\/22} out of
p(Ym nLn,,V,,V, | Y},Yszj. Following Zellner (1971, p. 233-236), we integrate

out (ul,uz, Vii» sz) to obtain the predictive density as in equation (6).2

2 Equation (2) is a form of the multivariate Student's ¢ distribution. To show, note that

T 1 . (] 1 . ' _( 2 j
H, + T+1 Yo, -1 Yo, —my
S—n-2
S 2 . (] 2 ! ' _( 2 J
H2+ YT+1 -1, YT+1 -1,
S+1
T—(N—n)—ZJ

B PO RV I —pE ’
T+1 T+1 1 1 T+1 1

p(~YT+1 | Y},Y;j oc

X




p(iﬁu | Yy, YSZ]
~ T—(N—n)—2)

~ 1 ~ 1 ~ ~ [ 2
o Y'Y, +YT+]'YT+1—(T+1{[[1 _Flj(lh —pl)‘

7[an—2j
_2 2 - - 2
X |Y3'Ye —f—Ys+1'Ys+1—(S-}-l{],l2 —pzj(pz —pz)'

Case 2 An Informative Prior
If the prior is informative, the information about (p,,p,) must enter into the

prediction equation. The joint density becomes

p[YT+1| llnuzavn’szjp(”puzavnavzz | Y%aYs%)

= p(NYT“ ulauzﬂ\/llﬁ\/v22|Yll“’Y82j (7.1)
T-{Ne1) 1 1 . 9 .
oo | e {2 A e {2 -n) o) b i)
S—(N+1)
X[V | 7 e {—%W A, VQJ} exp {—%(uz 1) ko1, ) o —ui)} (7.2)

We integrate out (pl,pz,\/“,\/'zz) to obtain the predictive density. We perform this
procedure in two steps. In the first step, we Follow Zellner (1971, p. 240) to integrate

out V;, and V,, to obtain

_(S—n—Zj
S 2 ) (R & o 2 ) (Al :
X 1+m Yoo - [Hy | Yo, -,
where H1 = [Y% — ul'j'(Y% — 1 ul'j and H2 = [Ysz — g uz']'(Ys — g pz'j. In addition,

A A

1 1
n, = TlT' ; and 0, = ng'Ysz. The second equation follows the first as in Zellner (1971, p. 236,

footnote 23). It is clear that the second equation is the kernal of a multivariate Student's ¢ distribution for independent
1 2

Y11 and Y41 with T-N and S-N degrees of freedom, respectively.

10



p(YT+1’u19u2| Y] Yzj o

T-(N-n)

21 ~ ~ | 2
Y'Y, +YT+1 YT+1— T+1{p1 R, } TJrl{p1 —ulj(pl —ulj"

R A A ]

S—n
~2 L2 -~ - ~ ~ \| 2
X |YS'YS +YS+1'YS+1—(S+1{ll2 pz'J+(S+1{u2 —uzJ(uz —uzj‘
1 * ), —1 *
X exp {—E(uz—uz)(kczlm) (uz—uz)}, 8.1)
- [ 1 (R Va! ) - [ 1 ' w2 o -
where p,' = ] 'Y +Yra | and p,' = Sl K'Yy + Ysia |. Next define
matrices Q1 and Qz by
S .

Q= YI'Y! +YT+1'YT+1—(T+1{u1 ul'j (8.2)
~2 L2 N

Q,= Y'Y +Ys+1'Ys+1—(S+l{u2 u;} (8.3)

From Zellner (1971, . 240), it can be shown the density
p[~YT+1,H1,H2 | Y},Yzj is approximately proportional to
p[Ym,ul,uzlY%,Yzj oce

expl-Llp —p, | 2, ) —p

94 5 | S T+1)(T—(N—n)—2) | S
1 .l .
exzﬂ{ S ) (o1, i, ul)}
ex l 2, i i
P 2 (S+1)(Sn2) Ho =t
1 .
exp{ Sl ) o1y, ) (uz—uz)} ©.1)

- e {2 v, -, >} e {3 - U RGL V)| @2
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where

Ql

e o) (i) |

Nes!
Il

SRS [(S+ 1)(22— N—z)j_l |

Ql Ql

U, = (Gzln)_l +((T+1)(T— (N—n)—z)j1 (621“)_1“ +((TH)(T— (N—n)—2)]l

-1

Q, Q,

U. = (kGZI(N“))l+((S+1)(S—n—2)]_] (kGZI(N“))Iu;+[(S+1)(S—n—2)J_l e |

The approximation helps so much to simplify the integration of p,and p, from

the density p (YTJA oLl | Y, YSZJ In the second step, we notice that equation (9.2)

is the kernal of a multivariate normal density. Hence, direct integration of p,and p, in

equation (9.2) gives the predictive density

1 1

p(S{myY},Y;] oce |F| 2| . (10.1)

Although the approximation enables us to obtain an analytical solution for the
predictive density as in equation (10.1), it introduces at least two approximation errors.
One, it is interesting to note that the means (uf, p,;) of the prior belief do not enter
into the predictive density (10.1). So, it does not matter at all as to how high the farmer
believes the mean returns are. Only the volatilites 6> and ko~ affect the farmer's

expectations.

Two, it should be noted that in the limiting case, in which 62 — o and the
prior becomes diffuse, the predictive density under an informative prior must converge
to the one under the diffuse prior. A careful examination suggests that this is not the

case. The predictive density in equation (10.1) converges to

12



1
2

1 N -
Y3'Ys + YT+1'YT+1_(T+ 1{”1 _ulj(ul _ul}

p(~YT+1 | Y”}WYSZJ oce

I
2

X . (10.2)

-2 .2 - -
YS'YS + Y5+1'Ys+1—(S+1{u2 —uszuz —sz'

not the correct one in equation (6). It is not clear how large these approximation errors

are.

The farmer will apply the predictive densities in equations (6) and (10.1),
depending on the assumption on the prior belief, to form the expectation and decide
how he will allocate his land for the production of familiar and unfamiliar crops. The

farmer's land allocation problem becomes

(11.1)

. Ui[W'NYTHJp(NYTH | Y;,Yszj
Max Ei{Ui[W'YTHj} = j - dYy,,
jp (YT“ | Y}’ Y82 }YTH

wh = 1.00. (11.2)

subject to

We will use the solution to the farmer's problem (11) to demonstrate that
production concentration in the familiar crop is the farmer's optimum choice, therefore

explaining the seemingly irrational behavior.

lll. Empirical Investigation
lll.1 The Farmer, His Knowledge and Experience, and Crop Returns
We empirically investigate the farmer's behavior under problem (11). We

assume the farmer is risk-averse and has a power utility.

13



where W is the final wealth and 1-Y > 0 is the coefficient of relative risk aversion. We
assume this utility because of two reasons. Firstly, to obtain the solution for a
representative farmer, all the optimum solutions will have to be averaged across
farmers in the group. Power utility ensures that the solution w will not vary with wealth
(Elton and Gruber (1995, p. 218)). Hence, we can consider the average w to be the
solution of the farmers in the group. Secondly, the literature suggests that the power
utility can describe the farmers' behavior quite well. For example, Khanthavit et al.

(2002) reports that most of Thai farmers has log utility, which is a limiting case of the

power utility when Y —> 0.

The farmer considers two crops for production in the next period. The first crop

is familiar and the second crop is unfamiliar. The returns on these two crops are

0.05
distributed bivariate normally with a mean vector p = [0 05} and a covariance matrix

0.157 0 . .
V= 0 0152 | The return structure approximates the maize and soybean

matched-pair samples for Thailand's north-eastern provinces during 1999 to 2003. See
the appendix. If the farmer knows this structure and the parameter values, it is easy to

show that the optimal allocation is 50%.

We examine the farmer's behavior under both the diffuse and the informative
prior assumptions. The information in the preceding paragraph is sufficient to construct

a model under the diffuse prior. For an information-prior specification, the farmer

believes the mean parameter p is distributed normally with a mean vecto{o'os} and a

0.15°
co-variance matrix 35 0152 | The prior for V is diffuse. Because there are
0 k—
35

two interesting crops, we set S =4 and T = S.

We consider the cases in which ¥ = -1.00, -0.50, 0.00, +0.50 and +0.99. The
log- utility farmer has Y = 0.00. ¥ = -1.00 and -0.50 represents a more risk-averse

farmer and Y = 0.50 and 0.99 does a less risk-averse farmer. We consider different
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degrees of prior knowledge for \/E =1, 10, 20, ..., 50 and years of experience for T =
4, 20, 40, 60.

Although the farmers have the same risk aversion (Y), knowledge (k) and
experiences (T, S), their allocation w can differ depending on the individual's
experience of realized Y; and Y. . In order to determine the allocation w for the
average farmer in a group, we consider the average allocation w of 1,000 farmers in
that group. Y} and YS2 --being drawn randomly from the true distribution, identify the
individual farmers. For each farmer i, we evaluate the expected utility and identify his
optimum allocation, using Kloek and van Dijk's (1978) numerical integration with 5,000

simulations.

lll.2 Empirical Results

The simulation results are summarized in Table 1. Turn first to Panel 1.1 for the
log-utility farmer. For the diffuse-prior case, when the farmer has more years of
experience in growing the familiar crop, he tend to allocate more of the production to
that crop. A farmer with 60 years of experience allocates about 80 percent of his land to
grow the familiar crop, as opposed to about 50 percent when he has four years of

experience as he does for the unfamiliar crop.
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TABLE 1

The Optimal Land Allocation Decision of an Average Farmer

The table reports the optimal land allocation of an average farmer in familiar crops. For

the diffuse prior, the expected utility is evaluated, assuming the farmer has no prior

knowledge about the familiar and unfamiliar crops. For the informative prior, the

expected utility is evaluated, assuming the farmer has some information about the

expected returns. The information about the expected return on the unfamiliar crop falls

with the factor k. As k goes to infinity, the prior about the unfamiliar crop becomes

vague. Five thousand simulations are conducted for each farmer and the results are the

average allocation of 1,000 farmers.

Panel 1.1

A Log-Utility Farmer

Experience | Diffuse Informative Prior (w/ k)
(T) Prior 1 10 20 30 40 50
4 50.90 52.02 56.30 57.91 59.01 57.54 59.21
20 79.56 48.89 55.88 58.60 57.80 57.20 57.36
40 81.63 49.28 54.52 57.48 58.94 58.86 59.10
60 82.38 49.82 56.66 57.99 59.74 57.92 58.42
Panel 1.2
A Power-Utility Farmer whose Y = -1.00
Experience | Diffuse Informative Prior (1/ k)
(T) Prior 1 10 20 30 40 50
4 50.41 50.86 56.26 56.98 58.73 57.35 58.19
20 84.25 49.54 54.41 58.43 57.30 58.39 57.91
40 85.63 50.99 55.71 56.66 55.52 57.81 58.07
60 85.53 50.19 54.15 57.19 59.01 57.96 58.27
Panel 1.3
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A Power-Utility Farmer whose ¥ = -0.50

Experience | Diffuse Informative Prior (1/ k)
(T) Prior 1 10 20 30 40 50
4 49.25 50.32 54.91 58.22 58.91 57.81 60.13
20 81.95 49.62 55.92 56.32 56.58 57.38 57.35
40 84.12 49.43 55.85 56.79 55.66 58.03 57.91
60 84.64 48.75 53.23 56.99 58.85 58.22 57.26

Panel 1.4
A Power-Utility Farmer whose Y = 0.50

Experience | Diffuse Informative Prior (1/ k)
(M) Prior 1 10 20 30 40 50
4 50.45 49.25 52.28 56.79 57.56 58.63 58.50
20 75.10 49.56 53.57 55.91 58.49 58.95 57.37
40 71.78 48.64 55.53 55.07 56.81 56.27 56.22
60 74.25 47.15 54.77 51.90 57.91 56.44 58.09

Panel 1.5
A Power-Utility Farmer whose Y = 0.99

Experience | Diffuse Informative Prior (1/ k)
(T) Prior 1 10 20 30 40 50
4 51.36 50.21 52.48 56.10 57.80 54.33 57.27
20 60.43 45.64 55.25 54.53 52.36 53.47 54.24
40 60.92 47.39 52.07 55.79 55.00 56.39 54.77
60 64.56 52.96 52.80 54.70 56.75 56.16 56.01

We describe the familiar crop by the more experience and knowledge the farmer

has for that crop. The relative knowledge about the familiar crop vis-a-vis the unfamiliar

crop grow with factor k. We find that for \/E = 50, when the farmer knows little about

the unfamiliar crop, the farmer chooses to grow the familiar crop about 60% and does

the unfamiliar crop about 40%. The proportion gradually reduces to 50%--the optimal

value, as the farmer knows the unfamiliar crop better and \/E falls to 1.
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As we pointed out earlier, the predictive density under the informative prior is
approximate. It can induce approximation errors. Even though it offers the insightful
results that the farmer is less averse to the unfamiliar crop with a better knowledge as
our intuition suggests, the proportion is not very sensitive with the years of experience
(T). So, we limit the use of the informative-prior predictive density to the examination of

the improved prior knowledge.

Panels 1.2 and 1.3 report the allocation results for more risk-averse farmers,
while panels 1.4 and 1.5 does for the less risk-averse farmers. In each panel, the
results are qualitatively similar to those in Panel 1.1. As the farmer has more years of
experience in the familiar crop, he tends to concentrate on that crop. He grows more of

the unfamiliar crop, when he has more prior knowledge about it.

It is important to note that, for a given experience (T) and a prior knowledge (k),

a more risk-averse farmer (with a smaller ) concentrate even more on the familiar

crop. For example, with a 60-year experience and a diffuse prior, a farmer with a -1.00
Y will have an 85% allocation in the familiar crop, as opposed to a 65% allocation of a

farmer with a 0.99 .

The different levels of production allocation can be explained as follows. From
the farmer's perspective, the familiar crop is less risky than the unfamiliar crop because
the farmer knows more about it from the prior belief and the previous experience. So,
the risk-averse farmer concentrates on the more-familiar, less-risky crop. Concentration
becomes more intense for a more risk-averse farmer. For that farmer, the concentration

can be higher than 85%.

This finding is very important. It helps to explain the seemingly irrational
behavior of the farmers being observed in reality. If the farmers know the true behavior
of crop returns, then a 50-50 diversification is optimal. The observed concentration in
reality and here is irrational. However, it is difficult for the farmer to know the truth. The
expectations must always be formed from the prior knowledge and experience. After all,

the seemingly irrational behavior is perfectly rational in this framework.
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IV. Policy Implications
IV.1 Design of the Government's Farmers Assistance Programs

The methodology developed in this study can be applied in the design of farmer
assistance programs to improve the quality of life of the farmers. From the exercise, we
find that it is rational for the farmers to concentrate his production in the familiar crop.
Although it is rational, this decision is unhealthy. A successful assistance program
should be able to shape the behavior toward the best allocation choice. Over the years,
the principal programs being implemented are training programs, subsidies, insurance

and guarantees.

Training programs can be in many areas. The introduction of new crops enables
the farmers to raise the knowledge and understanding of the unfamiliar crop. It therefore
leads to a falling k factor. As k falls, the results in Table 1 suggest that the farmer will
grow the unfamiliar crop more and diversification improves. The training programs on
how the unfamiliar crop can be marketed reduce the price volatility and those on how it
is cultivated properly reduce the output volatility. Together, these training programs
lower the return volatility 0§ . It seems training programs are the most effective
measures because they can raise the prior knowledge and lessen the return volatility at

the same time.

Certain assistance programs can lower the return volatility 05 directly. For
example, a minimum-price guarantee scheme limits the lowest possible selling price at
the guaranteed price so that the price is less fluctuating. A weather insurance scheme
compensates the farmer for the loss of outputs due to catastrophic weather such as

flood, drought or wild fire.

Other assistance programs raise the mean return. These programs include soft
loans, low priced fertilizer and insecticide, or even direct subsidies. These programs
reduce the effective costs of production. Because the costs are known today, the

programs cannot the return volatility.

Successful assistance must raise the quality of life of the farmers. In the
meantime, it must shape the decision toward the best allocation choice--50% in this

exercise. We use a model with a diffuse prior to investigate the impacts of these
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assistance programs. We vary the distribution of YS2 with respect to that of Y} to

reflect the impacts of the programs on the mean and variance. We set p,=u, (1+m) to
o 2

describe the mean-enhancement programs and set o) = (—lj to describe the
\%

volatility-reduction programs. Our farmer in this experiment has a log utility and a vague

prior. The experience in the unfamiliar crop is set to its minimum level of 4 years. The

results are reported in Table 2.

TABLE 2
Impacts of Farmers Assistance Programs
The table reports the optimal land allocation with respect to the government's farmers
assistance programs. The return-enhancement programs raise the mean return of the

unfamiliar crops to p,=p, (1+m), while the volatility-reduction programs lower the return

2
o
volatility of the unfamiliar crop to cg = (—lj . The farmer has a log utility, a diffuse

\%

prior and four-year experience on the unfamiliar crop.

Panel 2.1

The Farmer has a 20-year Experience in the Familiar Crop.

Volatility-Reduction Return-Enhancement Programs (m)
Programs (v) 0.00 0.50 1.00
1 81.01 77.48 72.31
2 69.25 61.18 53.56
4 61.29 52.99 43.90
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Panel 2.2

The Farmer has a 40-year Experience in the Familiar Crop.

Volatility-Reduction Return-Enhancement Measures (m)
Measures (v) 0.00 0.50 1.00
1 81.64 77.91 75.32
2 71.96 62.72 56.00
4 68.33 53.26 44.50

Panel 2.3
The Farmer has a 60-year Experience in the Familiar Crop.

Volatility-Reduction Return-Enhancement Measures (m)
Measures (v) 0.00 0.50 1.00
1 82.34 76.47 76.48
2 74.46 62.81 59.11
4 69.54 56.43 47.18

Turn first to Panel 2.1, which are the results for a farmer with a 20-year
experience. At the current state, this farmer will choose to grow 81% of the familiar
crop. He turns to the unfamiliar crop more and more when the return-enhancement
programs or volatility reduction programs are administered for the familiar crop. The
best allocation choice can be achieved. But both programs must be administered
together. The results change a little for the farmers with more experience in Panels 2.2
and 2.3. The finding suggests that the programs need not be designed for particular

farmer groups.

IV.2 Forced Diversification

In a perfect world where the farmer knows all the information, he will choose the
true optimal allocation and the utility is maximized ex ante and ex post. Allocation
constraints can never improve his utility. However, when the farmer has limited
information and expectations are formed with errors, certain constraints--such as
maximum and minimum weight constraints to force diversification, can be useful
although they are improper ones. Recently, Jaganathan and Ma (2003) show that

forced diversification constraints can improve portfolio performance by diversifying errors
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in the estimation of a covariance matrix. Khanthavit (2003) show that the same

constraints can reduce the errors in the estimation of mean returns.

The forced diversification constraints have been proposed to improve farm
income. For example, in Thailand the "New Theory" of his majesty the King can be
considered as being, among others, a form of forced diversification. It basically

recommends how farmers allocate their land to attain self-sufficiency.

In this study, we will utilize our model to explore whether and how the forced
diversification constraints are successful in helping the farmers to achieve better
allocation. If it is successful, in our exercise our farmer's choice must be closer to 50%
when the constraint is imposed. Our representative farmer is a log-utility farmer with a
diffuse prior and 4, 20, 40 and 60 years of experience in the familiar crop as opposed to
4 years in the unfamiliar crop. The cases with minimum weight constraints of 10%, 20%
and 30% are examined against the one without constraints. The results are reported in

Table 3.

TABLE 3
Forced Diversification Measures

The table reports the production allocation of the familiar crop, when the constraints w;

> C-i =1, 2, are assumed. The farmer has a log utility and a vague prior knowledge.

Experience Constraint (C)
(T) None 5% 10% 20% 30%
4 49.16 51.02 49.00 50.31 49.59
20 79.48 77.77 74.38 69.11 63.35
40 79.78 78.58 76.98 70.94 64.16
60 81.15 78.95 75.40 70.55 64.32

From the table, when the farmer has more experience in the familiar crop, he
tend to concentrate more in it as the percentage grows from about 50% for a 4-year
experience to about 80% for a 60-year experience. But when the constraint is imposed,
the farmer is less concentrating. The concentration reduces with the level of the
constraint. At a 30% constraint, the percentage is about 64% and apparently closer to

the optimal 50% level than in the unconstrained case.
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This finding leads us to conclude that the forced diversification constraints are
useful in the agricultural production problem as in the financial asset allocation problem.
The success comes from the fact that they help farmers to concentrate less on the

familiar product than what they incorrectly do in an unconstrained case.

V. Conclusion

Agricultural diversification has been accepted as a means of improving farm
income and its stability. Diversification can be at farm, regional and national levels.
Despite its benefits, diversification is practiced less at a farm level. Although factors that
prohibit diversification have been proposed in the literature, these factors are less
influential today. Yet, concentration continues, hence raising a question whether or not

farmers are rational for not practicing diversification.

This study proposes that rational farmers can concentrate the production of
traditional, familiar crops. We show in a Bayesian framework that the farmers have to
use the predictive densities they develop on their own to form the expectations and
make decisions. These densities are not the true one that describes crop returns. From
their perspective, familiar crops are less risky because the farmers knows them better
and have longer years of experience in producing them. So, the risk-averse farmers

concentrate on the less-risky, familiar crops and avoid the more-risky, unfamiliar crops.

We move forward to apply the framework to explore the impact of the
government's farmers assistance programs, including training, price guarantee, crop
insurance and direct as well as indirect subsidies, in shaping the farmers' allocation
toward the true optimal level. We find that training seems to be the most efficient
because it can improve the prior knowledge as well as reduce return volatility. The
mean-enhancement programs must be administered with the volatility-reduction

programs to achieve the true optima.

Finally, we demonstrate that forced diversification constraints can be useful even
though they are wrong ones. The constraints help to lessen concentration in the familiar
crops, resulting in the improper predictive densities. The results enable us to
understand the success of certain production plans, such as the "New Theory", being

introduced to farmers.

23



APPENDIX
Statistics for Sample Crop Production

The farmer's optimum allocation must be determined for particular familiar and
unfamiliar crops. We study the statistics for the production of maize and soybean in the
north-eastern provinces of Thailand. Maize and soybean can be grown successfully in
arid areas. These two crops in that part of the country are similar in terms of production
costs and returns. Table A reports important return statistics for the matched-pair
samples across provinces and seasons from 1999 to 2003. The data are collected from

the Office of Agricultural Economics, Ministry of Agriculture and Agricultural Co-

operatives.
TABLE A
Statistics for Corn and Soybean Production
in Thailand's North-Eastern Provinces
Crop Production
Statistics
Corn Soybean
Average 0.0380 0.0581
Standard Deviation 0.1713 0.1194
Skewness -0.3351 -0.5427
Excess Kurtosis 0.9558 1.0004
Minimum -0.3873 -0.2569
Maximum 0.4476 0.2890
2.8958 4.6302
Normality Test

(0.2351) (0.0988)

Average Investment 1937.38 1858.60

0.0461
Return Correlation
(0.7922)
Matched Observations 35

From the table, in each season both the maize and soybean production costs
about 1,900 baht per rai. The average return for maize is 3.8 percent, while the return
for soybean is 5.8 percent. Their standard deviations are 17.1 and 11.9 percent,

respectively. The tests for normality distribution of the two return series cannot be

24




rejected at any conventional confidence level. We also check for the return correlation.

We find that it is small of 0.05 and is not significant.
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ABSTRACT
An Information-Theoretic Approach for
Identifying Utility Functional Form
With An Application in Describing Risk Behavior of Thai Farmers

Previous studies rely on revealed economic behavior for identifying the exact
utility functions for farmers. The approach is not practical because the data are difficult
to obtain or are inexistent. This study proposes an application of the information-
theoretic test as an alternative for the identification purpose. It is convenient, quick and
inexpensive because the test employs the data readily available from the popular
Ramsey interview. The study demonstrates its application, using the interview data of
ten small Thai farmers. It is found that the test can discriminate the competing utility

functions and successfully identify the dominant ones.

In recent years, the "New Theory" of H.M. the King is regarded as being a more
profitable, less risky production strategy for small farmers. The sample farmers
participate in a free-irrigation-pond program, which applies the Theory in a smaller-
scale production. It is interesting to find that almost all the sample farmers possess log
utility, implying their myopic behavior. This finding helps to explain in part the reason
why the "New Theory" is not so well accepted among farmers before they receive free
ponds. The Theory leads to higher and less risky returns in a long run, while farmers
with a log utility consider only the returns in the current period. The study suggests
"forced" acceptance or behavior-modification program for widespread adoption of the

Theory.
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I. INTRODUCTION

Farmers' attitude toward risk has important implications on the adoption of new
technologies, the success of rural development programs, and the understanding and
designs of their production-consumption plans. According to Young (1979), three
approaches to estimate this risk behavior have been proposed in the literature. The first
approach--the Ramsey approach, is the direct elicitation of utility function. This
approach recovers the relationship of the utility with income or wealth from interview
data. It is prone to biasedness of interviewers. Moreover, answers under hypothetical
situations in a brief interview may not reflect the behavior in reality. However, because it
is straightforward, inexpensive, and less time-consuming, this approach is followed quite

extensively in the literature by, for example, Lin et al (1974) and Zuhair et al (1992).

The second approach is the experimental method, which allows participating
farmers to choose among possible choices and subsequently to receive actual, resulting
financial compensations. This approach is more reflexive of the true behavior because
the experiment is real. But each experiment can be very expensive. Hence, it cannot be

conducted in a large scale.

The third approach recovers the utility from observed economic behavior. This
approach is interesting because the risk behavior is based on the behavior that has
been revealed. Yet, it is quite difficult to obtain the data on revealed behavior.
Moreover, to recover the risk behavior, a restrictive set of assumptions must be made.

This approach is followed, for example, by Moscardi and de Janvry (1977).

Although the second and third approaches can infer risk behavior of sample
farmers, the inference is descriptive. For this matter, the first approach is superior
because it reports data on income levels and corresponding utility, which researchers

can infer their exact functional relationship.

In principle, utility should be increasing with wealth at a decreasing rate.
Moreover, a rational farmer should be risk averse at all levels of wealth. Officer and
Halter (1968) argue that the farmer may be risk-loving or risk-neutral with certain

wealth. This argument is supported by empirical findings such as Lin et al (1974). These



research studies point to competing utility functions for describing the farmer's risk

attitude.

It is important that a utility function is exactly and correctly identified for the
representative farmer because an incorrect identification will lead to a sub-optimal
production-consumption plan (Bied et al (2001)). Previous studies that employ the
Ramsey approach recognize the need for correct identification of utility functional forms.
These studies consider competing utility functions and verify the better utility function by
revealed behavior of farmers in the sample. For example, Lin ef al (1974) considers the
linear, quadratic, and cubic utility functions and identifies the better function by
comparing actual allocation of land with theoretically optimal allocation. Zuhair et al
(1992) considers the quadratic, cubic and exponential functions. That study identifies
the better function by comparing the chosen harvesting strategies with the optimal ones

predicted by the competing utilities.

Although identification of the utility functional forms by revealed economic
behavior is more reflexive of farmers' true risk behavior, the process is time-consuming
and costly because it requires data on revealed behavior which are not readily
available. Moreover, the revealed behavior may be the interesting behavior those

studies try to improve toward the optimum.

This study proposes an alternative approach for identifying the utility functional
forms that can best describe the framer's risk behavior. It notices that the correct utility
function cannot be observed, but it must correspond with wealth. Among the competing
functions, a better function must lie closer to the correct function than does a poorer
one. The test is based on Khanthavit's (1992) information test for non-nested models
because competing utility functional forms are not all nested.1 It compensates the
weaknesses from not using revealed behavior by its quick speed and low cost. And,
most importantly, when the data on reveled behavior are difficult to obtain or when the
behavior is the interesting behavior of the optimization problem, this approach is

probably the only means of identifying the correct utility function.

k A model is defined as nesting its competing model if the competing model can be obtained by restricting certain

parameters of the nesting model.



The study considers an extensive set of competing utility functions--linear,
quadratic, cubic, semi-log, semi-exponential and semi-power functions. The study
examines risk behavior of 10 sample Thai farmers in Sukothai and Prae provinces to

demonstrate the application of the test.

It is found that the information test can differentiate the competing utility
functions successfully. Among the ten farmers, the utility of seven farmers can be best
described by the semi-log utility. This finding has important policy implications on the
promotion of the "New Theory" program. It is well known in the literature, e.g. Ingersoll
(1987, pp. 235-240), that a farmer with a semi-log utility is myopic, meaning that his
expected production-consumption plan will not affect his decision about production and
consumption in the current period. This fact implies that the farmer will not consider the

investment whose payoff is realized beyond the current investment horizon.

The organization of the study is the following. Section Il discusses competing
utility functional forms. Section Il briefly explains how these utility functions can be
inferred from the Ramsey interview data. Section IV discusses the Khanthavit (1992)
information test. Section V describes the ten sample farmers and Section VI reports and

discusses the test results. Section VII concludes.

Il. COMPETING UTILITY FUNCTIONS

Risk behavior of framers can be described by utility functions. In the theory, the
utility must be increasing with wealth or income at a degreasing rate. Officer and Halter
(1968) argue that farmers may be risk-loving, risk-neutral or risk-averse with respect to
their levels of wealth and income. This study considers an extensive set of utility
functions that have been examined in the literature. These functions include the linear,

quadratic, cubic, semi-log, semi-exponential, and semi-power forms.

The linear utility implies that the farmer is risk neutral at all levels of wealth. The
quadratic utility is popular in the literature because its expectation can be conveniently
represented by the mean and variance of the risky returns. The cubic utility nests the
linear and quadratic utility. Hence it is more general and can describe different risk
behavior of the same farmer at different income ranges. The semi-log utility is usually

considered in textbooks but not by applied research studies, because it implies the



farmer's hardly plausible, myopic behavior. The semi-exponential utility is another
popular functional form because its expectation can be written as an expectation of the
moment generating function of random return. If the return assumes a traditional
distribution such as normal or Student's t, this expectation is readily available and is a
function of the return's moments. Finally, the semi-power utility is considered because it
possesses various desirable properties. The competing utility functions are summarized

in Table 1 below.

TABLE 1
COMPETING UTILITY FUNCTIONS
The table describes the forms of competing utility functions and their corresponding
coefficients of absolute risk aversion. U is the utility level, which correspond with the

monetary payoff M. c,, ¢,, ¢3 and c, are the function's governing parameters.

Coefficient of
Function Form
Absolute Risk Aversion
Linear U=c +c,M 0
. 2 _ L
Quadratic U=c +c,M+c,;M o, +2e,M
, , B 2¢, +6c,M
Cubic U=c +c,M+c,M” +c,M ¢, +2e,M + 3¢, M”
Semi-
U=c, —c,e " Cs
Exponential
1
Semi-Logarithm U=c +c,InM I
M c,—1
Semi-Power U=c +c, RS
G

lll. THE DIRECT ELICITATION APPROACH
This study needs the data on income levels and their corresponding utility in
order to infer their functional relationship. To obtain the data, it follows previous

literature, e.g. Lin et al (1974) and Zuhair et al (1992), in applying the direct elicitation




(Ramsey) approach. Although this approach suffers from certain weaknesses, it is easy

to be conducted with relatively low costs and quick speed.

This study asks sample farmers ten successive questions as to which of two
competing crops they would prefer under different payoffs of equal chance. The payoffs
are limited from 15,000 baht to 100,000 baht because this range is the lowest and
highest annual income, reported by the Office of Prime Minister Affairs for the
Program's participating farmers. See Lin et al (1974), for example, for a details.2 The 10
questions allow this study to infer eleven utility-payoff pairs for the farmers. These data
will be used in parameter estimation for competing utility functions by the maximum

likelihood technique.

IV. ESTIMATION AND TEST
This study estimates utility in its semi-functional forms because implied risk
behavior is invariant to the utility's linear transformation. This practice is also consistent

with the interview data, which are in a linear transformation format of the true but

unobserved utility levels. Let UL (MS|CDK) be the utility of functional form k of farmer i at

an income level M. And, letU’ (M) be the utility level being inferred from the interview.
CDK is the vector of governing parameters of the interesting function. The MLE choose
@D, to maximize the likelihood of e} (M) defined by U’ (M) - Ul (My|®D), where ¢} is

normally distributed by the assumption.

If a utility function nests others, one can test for a better performing function by
restricting certain parameters and comparing the values of log likelihood. For example,
one can restrict the coefficient of the cubed income of a cubic utility to zero to yield a
quadratic utility. However, problems arise when competing models are non-nesting. For
example, one cannot restrict the cube utility in any way to obtain an exponential or
power utility. In this case, the classical test is not helpful. In noticing these problems,
this study will apply the information test for non-nested models, proposed by Khanthavit

(1992), to compare the competing utility functions.

z In the first question, the less risky crop pays 90,000 baht in the good state and pays 15,000 baht in the bad state.
The more risky crop pays 100,000 baht in the good state. And, the sample farmers are asked to identify the income

in the bad state so that the two crops are indifferent.



Define ALiS as the difference of the log likelihood of eLl (M;) and e{d (M) for
utility functions k1 and k2. Khanthavit (1992, pp. 107-116) shows that

= 1
z = =NAL. -05=(p1-p0
SZ o - 055 (p1-p0)

s=1

is distributed normally with a zero mean and a O standard deviation if functions k1 and

k2 can describe the risk behavior of farmer i equally well. p1 and pO are numbers for

governing parameters of functions k1 and k2, respectively. O can be estimated by

liAL2
S - is -

This study concludes that function k1 is better (worse) than function k2 if z > 0 (z < 0)

a»
1l

and it is significantly different from zero

V. THE SAMPLE

This study interviewed ten farmers in Sukothai and Prae provinces, who joined
the program devised by the Office of Prime Minister Affairs. These sample farmers are
very interesting. The program they are participating applies His Majesty the King's "New
Theory" to promote the farmer's sufficiency living standard by appropriately allocate his
land under a multiple/simultaneous-cropping strategy. The program gives an irrigation
pond to the participating farmer for free.3 The pond serves two important purposes.
First, it forces the farmer to diversify his production by adding fish cropping to the
production set. Second, because the participating farmer does not have access to an
irrigation canal, the pond enables the farmer to grow certain grains and/or vegetables in
the dry season. The "New Theory" can be considered as being new technology for
small farmers who traditionally practice bullet-cropping strategies. Knowledge about the
exact risk behavior of these farmers in the program will help to explain at least partly

why small farmers do not adopt this seemingly more profitable, less risky strategy.

* The ten ponds delivered to these sample farmers are supported financially by Thailand Research Fund.



These ten farmers are small ones. They work in a small piece of land between
2-5 rais and earn on average less than 100,000 baht per family per year. Among these

sample farmers, eight are male and two are female.

VI. THE RESULTS

Table 2 reports the dominance utility functions for the ten sample farmers,
based on the Khanthavit (1992) information test.4 The reported utility functions are the
ones that perform significantly better than their competing functions. Farmer 6 is an
exception, however. For farmer 6, his linear utility gives the highest likelihood value.

The likelihood is significantly higher than those of the others, except for the log utility.

TABLE 2
EXACT UTILITY FUNCTIONS
IDENTIFIED BY THE INFORMATION-THEORETIC TEST
The table reports the utility functions that are identified by the information-
theoretic test as best describing the farmers' risk behavior. The test uses the data from

the Ramsey interviews. The range of the payoffs is from 15,000 baht and 100,000 baht.

Farmer Utility Farmer Utility
1 Log 6 Linear/Log
2 Log 7 Log
3 Linear 8 Log
4 Log 9 Linear
5 Log 10 Log

Unlike the tests in previous literature that rely on revealed economic behavior,
the test applied by this study is convenient, inexpensive, and quick. It employs the data
that readily available from the interview. This finding suggests that the test is powerful
enough to discriminate the competing utility functions, although the number of
observations for each farmer is quite small of only eleven. Once the exact utility function

is identified, it can be applied immediately in its corresponding research study.

¢ Interesting readers may obtain details of the tests and the estimated parameters for the competing functions directly

from the corresponding author.
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Table 2 reports that almost all of the sample farmers have log utility. This finding
has at least two important policy implications. First, it helps us to better understand at
least in part why the "New Theory" is not so widely accepted as it should be, despite its
seemingly profitable results and government agencies' full supports and promotion. A
log utility indicates that the farmer is myopic. His current production-consumption plan
depends on the risk and return behavior of the assets in his investment set in the
present. His expectations of future events are irrelevant. Suppose an investment project
requires more than one period for the realization of the return. This project will be
interpreted as being money-losing in the current period and it will be refused, although it
can give a large gain in the future. The "New Theory" and its applied versions are long-
termed because farmers must dig irrigation ponds and grow orchards, whose payoffs
are several years away. Hence, they are hardly accepted by the farmers who share this
type of utility. Second, for the Theory to be accepted, one has two approaches--not
necessarily mutually exclusive. The first approach is to "force" the acceptance. The free-
irrigation-pond program is a very good example. This program effectively forces the
participating farmers to hold the ponds in their land. So, a part of the land is converted
for fish farming. The program also promotes fruit orchard areas and/or herb, spice and
vegetable gardens around the ponds. This approach gives immediate results. But it can
be very expensive because only free ponds from the government can do. These

farmers will not invest.

The second approach is to change the risk behavior. This approach is much
less expensive from the government's perspective. But it will take a much longer time.

And, its success is very difficult to measure.

VI. CONCLUSION

This study proposes an application the Khanthavit (1992) information test in
identifying the exact utility function of a farmer. This test is an alternative to the ones
proposed in previous studies, which must rely on the farmer's revealed economic
behavior. The test is quick, inexpensive and employs the data readily available from the
interview. The identified utility can be used immediately in its corresponding research
study. To demonstrate the application, the study interviews ten farmers in Sukothai and

Prae provinces, who participate in the Office of Prime Minister Affairs' free-irrigation-
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pond program. This program aims at promoting the application of H.M. the King's "New

Theory" by small farmers.

It is found that the test can discriminate the performance of competing utility
functions for the sample farmers, using data obtained from the popular Ramsey
interview. It is interesting to find that almost all of the sample farmers have log utility,
implying their myopic behavior. This finding helps to explain why the "New Theory" is
not so widely accepted as it should be. The benefit from applying the "New Theory" is
long-termed, while farmers with log utility disregard the outcome of more than one
period hence. This interpretation has important policy implications in that the
acceptance of the Theory must be "forced" or that the acceptance is from the

modification of farmers' risk behavior.
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ABSTRACT

Determinants of Farmers' Decision to Adopt Multi-Crop Production

The study attempts to identify the determinants of farmers' decision to switch from a mono-
crop production to a multi-crop production. The determinants are tested for significance,
using survey data from farmers in Nakorn Nayok Province. The study finds that significant

factors include land ownership, convenient transportation, and experiences.
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ABSTRACT
MAXIMUM FEASIBLE FARM CREDITS:
CASES FOR THAILAND

We show how banks can use the information on statistical distributions of crop
returns to set limits for farm loans so that borrowing farmers are able to repay their loans
by the crop income with an accepted default probability. We then apply the technique
proposed by Ramirez (1997, 2000) to estimate the return distribution. Its resulting credit
limits are tested against the ones under the normality assumption. The Ramirez limits can
pass the in-sample and out-of-sample tests. And, they outperform the normality limits. We
apply the resulting limits to evaluate the limits set by the Bank of Agriculture and
Agricultural Co-operatives--Thailand's largest provider of farm loans. Those limits can be

justified by the revealed behavior of the crop returns.
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Maximum Feasible Farm Credits:

Cases for Thailand

I. INTRODUCTION

Farm loans contribute to the success of farm production. The loans help farmers
with satisfying the liquidity needs and with financing the investment the farmers cannot
afford by their equity. While more loans can lessen business risk, they raise financial risk
to borrowing farmers. Future income from farm production can vary so much with volatile
market prices and uncertain outputs. In certain years, income can be so low that farmers
are unable to repay loans, thereby resulting in bankruptcy. As Fetherstone et al. (1988)
pointed out, the probability of bankruptcy rises with the size of the loans. Davies (1996)
noted further that, because farms are family businesses, bankruptcy makes those farmers
to lose their home, their farms and their way of life. Hence, how much credit should be
offered to finance farm production is not only an important economic question but also an

important social question.

Agricultural economists have studied the problem of farm debt burdens from
theoretical and empirical perspectives. For example, Featherstone et al. (1988) studied
the optimum leverage level chosen by farmers in an expected utility maximization
framework. Assuming normality, farmers choose the optimum leverage level to balance
the default probability with the expected income. While the study helps us to understand
the farmers' choice for leverage, it does not relate the choice with the ability to repay

loans. So, it is difficult for banks to apply this study to design the limits for farm loans.

Hanson and Thompson (1980) identified the maximum farm debt burdens, using
the data simulated from the returns on farms in Southern Minnesota from 1966 to 1975.
This approach is very practical. The resulting maximum farm debt burdens can be
adopted as maximum credit limits if the return sample is sufficiently large. But if the
sample is small--which is usually the case in the studies using farm returns, Kupiec
(1995) reports that simulation results can be biased upward. The resulting credit limit will

be too high. Banks that adopt this limit will incur loan failure too frequently.



Recent studies, e.g. Ramirez (1997, 2000) and Richardson et al. (2000), on
distributions of farm returns suggest that the information can be used by banks to set
credit limits. These studies estimated the distributions for certain crop returns, but they
did not actually apply the results to make any recommendations on credit limits. In this
study we adopt the approach that applies the information on return distributions to identify
farm credit limits. We explain in detail how banks can use the information. We then
estimate the distributions of certain crop returns in Thailand and use that information to
recommend the credit limits for these particular crops. These recommendations are tested
for the validity, using in-sample and out-of-sample data. Finally, we use our findings to
evaluate the policies on farm credit set by Thailand's Bank for Agriculture and Agricultural

Co-operatives (BAAC).

We use the approach proposed by Ramirez (1997, 2000) to estimate the
distributions of the percentage returns on Thailand's major produces. We find that
maximum credits vary with crops, production areas, and seasons. The Ramirez credit
limits can pass the in-sample validity tests for all of the sample crops and pass the out-of-
sample tests for most of the crops. In terms of the rejection rates, they outperform the
limits set under the normality assumption--which is usually made in most studies. Finally,
we find that the credit limits set by the BAAC are can be justified by the revealed
behavior of farm returns, if the bank chooses a 5% default probability and sets its

expectations of farm income with respect to the average farm returns.

Il. METHODOLOGY
1.1 DETERMINING THE MAXIMUM CREDIT LIMIT

Practicing the classic 4 C's principle, banks evaluate farmers' capacity, character,
collateral and covenant before they decide whether and how much loans are offered.
Although at times borrowing farmers use non-farm income for loan repayment, the source
of cash flows is dominantly farm income. Hence, the maximum credits should not be

greater than the ability to repay based on that income.

It should be noted that the investment on farm production is made today with
known costs. It can be financed by equity and debt. If farmers choose loans to finance a

part of the investment, income must at least cover the contractual loan repayment.



Let Y be the farm income and D be the loan size. To avoid the loan failure, it

must be that

Moreover, let C be the production cost, the condition (1) implies

D-C E
> - = = =, 2
y C C (2)

where y = is the rate of return on farm production in percentage of the cost C. E

is the equity financing. C = E + D by the fact that the production cost is financed by debt
and equity. Equation (2) states that farmers are solvent as long as the loss is absorbed
by the equity. Because y is a random variable--whose minimum value is 100% amounting

to a total loss, default is possible for any case in which D > 0. Given the distribution of y

E
and the level of equity financing E default probability can be identified by the percentile

E
at the point _E of the distribution.

Banks must accept that defaults are possible when they offer loans. But the

default probability must not be too high. Suppose banks set it as a policy to accept the
maximum default probability of OL. Banks can use the information on the distribution of y
and require the equity financing of at least -y at the Otth percentile so that the default

probability of OL is achieved. Hence, the maximum credit limit is 1+ y,.

1.2 ESTIMATION OF THE RETURN DISTRIBUTION

The distribution of the rate of farm return y is key to identify the maximum farm
credit. But the distribution cannot be observed. It must be estimated. Due to its simplicity,
normality is generally assumed to describe farm returns. However, researchers--e.g. Just
and Weninger (1999) and Ramirez (1997, 2000), have found that returns on certain crops
are not normally distributed but skewed. So, for those crops the credit limits set under the

normality assumption can be too low or too high.



A more appropriate distribution is the one that can sufficiently describe possible
skewness and fat-tailedness found for the return. In addition, the estimation technique
must give accurate estimates in small samples, because it is difficult to find a long time-
series or a broad cross-sectional return data set on any crop. Recently, Ramirez (1997,
2000) proposed an inverse hyperbolic sine transformation method to transform the
unknown distribution of the farm return to a normal distribution, estimate its parameters,
and use the estimates to recover the unobserved distribution by simulation. It is found
that the resulting distribution can describe the farm return very well even when the

sample size is small.

Let y; be the ith observation of the farm return. It is assumed that the distribution
of y; be fixed for all the observations in the estimation sample. The inverse hyperbolic

sine transformation V; of y; can be defined by

sinh ' {y, -y} = v (3)

Where

y is the mean of y; and 0 is the transformation parameter. V,is obtained from y;
being transformed bysinh”{. }--the inverse hyperbolic sine function. Ramirez (1997,
2000) showed that V;is distributed normally with mean LL and variance 62. For the return
samples Yi-1, Yi=
L.

Yi-n, the parameter estimates maximize the following likelihood function

n

L= Yl 0y k] @

i=1 i=1

Where



G FO.n)
i ] E
s1gn(u)c(l +R; )

H, =07 InR, + (1+R?)" |—p,

R, =M{( i __)+M} " and
sign(u)o 0

050 | 0 0
F(G, p)z (e Xe; —< H). sign(LL) denotes the sign of LL.

Once we have the parameter estimates, we can simulate the normal variable V4

infinitely many times. The simulated samples V¢ correspond with the return samples y; via

sign(i)o sinh(0V, ) +5 ——Sig“e(“)c . (5)

Ys = N\
F(,6)0

Hence, we can simulate the returns samples y; infinitely many times too. These
samples possess the same statistical properties as the original return samples y; do. In

this study, we will simulate 10,000 return samples. These returns will be ranked in a
descending order. For the accepted default probability U, the maximum credit limit (1+y)

is constructed from the return at the 100000(th position.

1.3 THE COMPETING DISTRIBUTION

The normal distribution is usually assumed for agricultural returns due to its
familiarity and simplicity. For this reason, in this study we will use the normal distribution
as the competing distribution for the benchmark so that the performance of the Ramirez
model can be compared. The credit limit set under the normal distribution is 1+y)

where



zy is the inverse cumulative probability density function of a standard normal variable,

evaluated at QL. [l and O are the mean and standard deviation of the sample return.

I.4 VALIDITY TESTS

If the credit limit of 1+y is appropriate, banks must find that farm income cannot

cover loan repayment in only 100QU times out of 100 loans. We apply this empirical
regularity to test for the validity of the models. We consider two test procedures--the

three-zone approach and the likelihood approach.

11.4.1 The Three-Zone Approach

The three-zone approach, proposed by the Bank for International Settlements or
BIS (1996), is a supervisory approach adopted by most banks and central banks in all
countries. The three zones--green, yellow and red, are identified by the probability (B) of
making a type-l error from the model rejection. The red zone corresponds with B <
0.0001, the yellow zone corresponds with 0.0001=> B > 0.05, and the green zone

corresponds with B > 0.05. The model is rejected if it falls into the red zone. The model
is accepted if it falls into the green zone. The BIS (1996, p. 9) recommends the model be

adjusted if it falls into the yellow zone.

Let n be the number of exceptions in which the income cannot cover the credit
limit set by the model. Given the Ol default probability and the N independent loans, the

probability B of type-l error is

B = Zbi (7.1)

where b; is the binomial probability of exactly i exceptions out of N loans.



N N!
and | | |=——.
(1} /(N —1)!

The BIS approach is conservative. By its construction, models that recommend
smaller credit limits are less likely to fall into the red zone. Although banks are safer from

fewer defaults, they may lose valuable businesses with respect to the accepted default

probability (OL).

11.4.2 The Likelihood Approach

The likelihood approach proposed by Kupiec (1995) is considered because it is
commonly applied in the literature on distribution tests. It does not have the weakness

found for the BIS approach. The Kupiec approach is based on the binomial probability of

n
the model's exceptions. If the model is accurate, the exception ratio (ﬁj should be close

to QL.

Kupiec (1995) relies on this observation to show that the following likelihood ratio
(LR) statistic for an accurate model must be distributed as a chi-squared variable with

one degree of freedom. However, the LR statistic cannot be computed when n = 0.

R = —2mfi-a) o f+2 ln{(l - %}N [%j } @

11.4.3 Test Samples

We will conduct both in-sample and out-of-sample tests for validity of the models
for the sample crops. In the in-sample test, we estimate the models' parameters from the
full sample, use the estimates to set the credit limit, and then apply that same sample set
to check for the number of exceptions. The test is not very realistic because in reality the
credit limit set from the available data is used for the next production season. However,

the test is necessary and can be considered preliminary. Our relatively small sample sets



do not allow us to use a part of the sample for the estimation and leave enough

observations for a reliable out-of-sample test.

We recognize the need for out-of-sample tests for model validity. But the tests
need a large data set. In order to proceed with the test, we bootstrap 1,250 observations
from the original sample set of each crop.1 This technique is recommended by Sobehart
et al. (2000). We use the first 250 observations to estimate the models' parameters and
set the credit limits. Then we test these limits against the sample in the next draw. The
procedure is repeated 1,000 times, in which the most recent 250 observations are used

for the estimation. This number of observations is recommended by the BIS (1996, p. 5).

lll. DATA

This study focuses on the credit limits set for the production of five major crops
in Thailand--rice, maize, sorghum, soybean, and mungbean. The sample rates of returns
are time-series and cross-sectional data of the crops in all the provinces in four
production regions. They are computed from the season's income net of the production
costs. The income is estimated by the product of the average output per rai and the
average output price in provinces.2 The production costs are the average production
costs per rai of the produce in the region. The costs include land rent, labor costs,
funding costs, fertilizer, insecticide, gas, depreciation, etc. The data range from the
1981/1982 production season to the 1998/1999 season for provinces in the regions.
These data are collected from the Office of Agricultural Economics, Ministry of Agriculture

and Agricultural Co-operatives.

Rice can be cultivated in irrigated and non-irrigated areas. We have 16 return
series for this crop. The first four series--Rice1, Rice2, Rice3 and Rice4, are the rice
return in non-irrigated areas in the northern, northeastern, central, and southern regions
of Thailand, where the numbers 1, 2, 3, and 4 indicates the regions in which it is

cultivated respectively. In the irrigated region, farmers can choose to grow rice either

! The credit limits are estimated under the assumed distributions from the full sample and are reported earlier in Table
1. The simulated returns are used here only for validity tests.

2 One rai is approximately 0.4 acre.
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once or twice a year. The series Rice IR1 to Rice_ IR 4 are the returns in the four
regions, where the farmers choose to grow it only once. When the farmers choose to
grow it twice annually, they can do it from March to June and from November to April of
the next year. The next eight series--Second Rice1_1 to Second Rice1_4 and Second
Rice2_1 to Second Rice2_4, are the series for the first crop and the second crop for the

four regions.

Maize, sorghum, soybean and mungbean can be cultivated from March to July
and from August to February of the next year for the four regions, except for soybean
and sorghum in the south where the climate allows only the first crops. This constitutes
28 return series from Maize1_1 to Sorghum2_3, where the former number identifies the

cultivation season and the latter number identifies the region.

11
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Table 1 reports descriptive statistics of the returns on the 44 sample crops. The
average returns on most crops, except for the Rice4, Maize1_4, and Sorghum1_1, are

positive. The returns on the same crops show variations across production regions.

The standard deviations are average about 35%, which is quite high when they
are compared with the grand mean of about 20%, suggesting that the crop returns are
very volatile. All the return samples are positively skewed, except for the Maize1_1
series. This result is similar to what has been reported by previous studies for the crops

in other countries.

At a 95% confidence level, however, the Jarque-Bera (JB) test can reject
normality only for 22 crops. And at a 99% confidence level, it can reject normality for only
19 case. This finding helps us to justify the use of the normal distribution as the
benchmark for comparison because the distribution does not necessarily describe the

crop return distribution poorly.

IV. EMPIRICAL RESUTLS
IV.1 MAXIMUM CREDIT LIMITS
We estimate the maximum credit limits from the Ramirez distributions and normal

distributions for the sample crops and report the results in Table 2. The limits are set for

the acceptable default probabilities (Q) of 1% and 5%.3

: The parameters of the Ramirez distributions are estiamted using maximum likelihood and the credit limits are set with

respect to the OL100th percentiles of the 10,000 simulated returns. These estimates are not reported but are available
from the corresponding author upon request. The parameters for the normal distributions are the means and standard

deviations of the sample crops in Table 1.
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TABLE 2

CREDIT LIMITS SET UNDER COMPETING DISTRIBUTIONS

FOR THE ACCEPTABLE DEFAULT PROBABILITIES OF 1 AND 5 PERCENT

Credit Limits Set under Competing Distributions*

Crops One-Percent Default Probability Five-Percent Default Probability
Ramirez Normal Ramirez Normal
Rice1 60.21 39.02 74.48 65.22
Rice2 49.44 50.54 71.96 68.31
Rice3 40.37 31.74 59.80 53.05
Rice4 49.63 41.53 60.01 56.59
Rice_IR1 66.31 63.16 93.25 91.80
Rice_IR2 62.45 52.13 81.90 77.61
Rice_IR3 59.82 32.31 81.19 65.60
Rice_IR4 49.34 38.94 64.41 60.03
Second Rice1_1 64.98 40.08 78.88 67.88
Second Rice1 2 67.35 43.15 78.88 67.99
Second Rice1_3 49.65 34.58 69.82 63.50
Second Rice1_4 61.20 46.77 71.76 65.26
Second Rice2_1 48.07 35.03 66.77 61.34
Second Rice2_2 48.33 31.14 60.03 52.68
Second Rice2_3 39.99 33.50 63.15 60.50
Second Rice2_4 51.66 38.76 62.93 57.24
Maize1_1 43.72 4412 65.43 65.78
Maize1_2 50.45 41.09 68.77 65.05
Maize1_3 40.01 22.31 58.49 50.67
Maize1_4 24.28 -2.30 36.39 23.88
Maize2_1 30.39 23.33 53.97 50.95
Maize2_2 43.50 41.40 64.43 63.40
Maize2_3 38.65 24.03 57.14 50.71
Maize2_4 17.76 -7.22 40.87 24.97
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Credit Limits Set under Competing Distributions*

Crops One-Percent Default Probability Five-Percent Default Probability
Ramirez Normal Ramirez Normal
Mungbean1_1 66.30 56.35 82.24 68.06
Mungbean1_2 53.17 43.54 71.03 56.05
Mungbean1_3 46.25 40.44 69.58 55.02
Mungbean1_4 57.47 56.84 74.95 66.46
Mungbean2_1 48.21 47.53 73.74 61.58
Mungbean2_2 38.48 45.87 71.19 58.44
Mungbean2_3 55.45 37.85 71.83 51.25
Mungbean2_4 84.41 54.53 96.33 69.43
Soybean1_1 63.73 55.96 78.42 66.15
Soybean1_2 64.69 50.12 82.03 61.68
Soybean1_3 64.90 52.85 81.34 65.60
Soybean2_1 54.76 51.96 78.16 65.28
Soybean2_2 53.79 51.54 71.50 61.75
Soybean2_3 49.28 32.78 65.21 46.29
Sorghum1_1 58.52 46.15 71.93 56.99
Sorghum1_2 26.08 16.30 46.32 29.59
Sorghum1_3 52.02 4.50 67.69 22.34
Sorghum2_1 41.32 35.54 68.39 47.92
Sorghum2_2 39.78 39.31 59.01 49.74
Sorghum2_3 52.97 50.40 74.56 61.41

are mathematical artifacts.

Note: *Credit limits cannot be negative. The negative credit limits reported for Maize1_4 and Maize2_4 under normality

From the table, it is found that the credit limits set under the Ramirez distributions

are higher than the ones set under the normal distributions for most of the cases. These

results are expected from the fact in Table 1 that the crop returns are positively skewed.

The credit policies under the normal distribution tend to be more conservative. Given the

true but unobserved distributions, the realized default cases under the normal distribution

are necessarily fewer. It should be noted, however, that a more conservative credit limit is

not necessarily preferred because it may result in banks losing valuable businesses of
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acceptable default risk. A preferred credit limit should most correspond with the chosen

default probability OL.

IV.2 VALIDITY TESTS
IV.2.1 In-Sample Tests

Table 3 reports the numbers of exceptions for the Ramirez and normal
distributions, when the default probability is 1% and 5%. Let us turn first to the BIS' three-
zone test. We find from the reported numbers of exceptions that the limits set under the
two competing distributions are in the green zone for all the crops and for the two
acceptable default probabilities.4 All the limits can pass the test. Hence, based on the

BIS' three-zone tests we cannot differentiate the performance of the two models.

TABLE 3
NUMBERS OF EXCEPTIONS UNDER THE COMPETING DISTRIBUTIONS
The numbers of exceptions are tested for the validity of credit limits by the Kupiec 1995

test. Significance at 1% and 5% are indicated by * and **, respectively.

One-Percent Default Probability Five-Percent Default Probability
Crops Ramirez Normal Ramirez Normal
Rice1 2 0 13 6**
Rice2 1 1 19 11
Rice3 5 1 20 8**
Rice4 2 0 14 7
Rice_IR1 1 1 15 13
Rice_IR2 2 1 17 11
Rice_IR3 6 0 16 9*
Rice_IR4 1 0 9 7

¢ The zone identification for the sample crops can be obtained from the corresponding author upon request.
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One-Percent Default Probability

Five-Percent Default Probability

Crops
Ramirez Normal Ramirez Normal

Second Rice1_1 1 0 13 2"
Second Rice1_2 2 0 13 2*
Second Rice1_3 3 1 12** 9*
Second Rice1 4 1 0 7 4
Second Rice2_1 1 0 9 6
Second Rice2 2 2 0 11 4*
Second Rice2_3 3 1 9 9
Second Rice2_4 1 0 6 2**
Maize1_1 4 4 13 13
Maize1_2 2 0 11 5
Maize1_3 4 0 17 7
Maize1_4 1 0 1 1
Maize2_1 2 0 14 13
Maize2_2 0 0 9 8
Maize2_3 2 0 11 5
Maize2_4 0 0 1 1
Mungbean1_1 2 0 16 0
Mungbean1_2 1 0 6 4
Mungbean1_3 3 2 8 7
Mungbean1_4 1 1 5 5
Mungbean2_1 2 2 10 10
Mungbean2_2 1 2 5 5
Mungbean2_3 1 0 9 4**
Mungbean2_4 0 0 2 0
Soybean1_1 2 1 15 12
Soybean1_2 3 0 4 4
Soybean1_3 2 0 8 6
Soybean2_1 2 2 14 13
Soybean2 2 1 1 10 10
Soybean2_3 1 0 4 1
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One-Percent Default Probability Five-Percent Default Probability
Crops Ramirez Normal Ramirez Normal
Sorghum1_1 1 0 3 2
Sorghum1_2 0 0 0 0
Sorghum1_3 1 0 4 0
Sorghum?2_1 0 0 6 2
Sorghum2_2 0 0 5 5
Sorghum2_3 1 1 9 5

Also in Table 3, we denote the significance of the Kupiec tests at 1% and 5% by *
and **, respectively.5 From the table, the test cannot reject the credit limits set under
either distribution for any crop when the default probability is 1 percent. However, when
the probability is 5 percent, the limit under the Ramirez distribution can be rejected only
once for Second Rice1_3 at a 5% significance level. For the normal distribution, the credit
limits are rejected at a 1% level in five cases for Rice IR3, Second Rice1_1, Second
Rice 1_2, Second Rice1_3, and Second Rice 2_2. They are rejected at a 5% level in four

cases for Rice1, Rice3, Second Rice2_4 and Mungbean2_3.

The credit limits under the Ramirez distribution are more consistent with the data
than those under the normal distribution. The test results and the exception numbers
jointly indicate that the credit limits set under the normal distribution are too low to be

consistent with the default probability, especially when it is set at 5%.

IV.2.2 Out-Of-Sample Tests

The simulated returns enable us to generate 1,000 samples for the out-of-sample
BIS and Kupiec tests. For the BIS test, the yellow zone covers the range from 15 to 23
exceptions (62 to 76 exceptions) for the 1%- (5%-) default probability. For the Kupiec test,
the non-rejection region at 1% (5%) significance is [4,17] ([34,68]) and [5,16] ([38,64])
exceptions for the 1% and 5% default probability, respectively. Table 4 reports the
number of exceptions with the test results. * and ** indicate 1% and 5% significance,

respectively.

® The LR statistics can be obtained upon request.
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TABLE 4
OUT-OF-SAMPLE TESTS FOR THE VALIDITY
OF CREDIT LIMITS UNDER COMPETING DISTRIBUTIONS
The tests use 250 estimation samples and roll forward for 1,000 iterations, hence
constituting 1,000 test samples. For the BIS' three-zone test, the yellow zone covers 15
to 23 exceptions for a 1% default probability and 62 to 76 for a 5% default probability.
The Kupiec test rejects the limits at 1% (5%) significance when the exception number is
outside the acceptance ranges [4,17] ([5,16]) and [34,68] ([38,64]) for a 1% and 5%

default probability, respectively. * and ** indicate significance at 1% and 5%.

One-Percent Default Probability Five-Percent Default Probability
Crops
Ramirez Normal Ramirez Normal
12 0* 47 20*
Rice1
Green Green Green Green
12 1* 66** 41
Rice2
Green Green Yellow Green
11 4** 63 28*
Rice3
Green Green Yellow Green
14 0* 65** 27*
Rice4
Green Green Yellow Green
3** 1* 58 48
Rice_IR1
Green Green Green Green
5 2% 63 45
Rice_IR2
Green Green Yellow Green
13 0* 39 19*
Rice IR3
Green Green Green Green
9 0* 40 28*
Rice IR4
Green Green Green Green
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One-Percent Default Probability

Five-Percent Default Probability

Crops
Ramirez Normal Ramirez Normal
6 0* 44 6*
Second Rice1_1
Green Green Green Green
6 0* 48 18*
Second Rice1_2
Green Green Green Green
9 o* 40 20*
Second Rice1_3
Green Green Green Green
10 0* 43 28*
Second Rice1_4
Green Green Green Green
5 o* 36** 22*
Second Rice2_1
Green Green Green Green
8 0* 49 21*
Second Rice2 2
Green Green Green Green
1* 0* 57 26*
Second Rice2_3
Green Green Green Green
16 o* 44 25*
Second Rice2_4
Yellow Green Green Green
8 7 30* 24*
Maize1 1
Green Green Green Green
0* 0* 82* 76*
Maize1_2
Green Green Red Yellow
10 1* 32* 23*
Maize1 3
Green Green Green Green
19* o* 40 33*
Maize1 4
Yellow Green Green Green
3* 0* 65** 62
Maize2 1
Green Green Yellow Yellow
0* 0* 74* 78*
Maize2_2
Green Green Yellow Red
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One-Percent Default Probability

Five-Percent Default Probability

Crops
Ramirez Normal Ramirez Normal
11 1* 49 30*
Maize2_ 3
Green Green Green Green
33* 0* 49 49
Maize2_4
Red Green Green Green
9 1* 59 44
Mungbean1_1
Green Green Green Green
5 2* 43 21*
Mungbean1_2
Green Green Green Green
11 11 40 36**
Mungbean1_3
Green Green Green Green
10 16 66** 73
Mungbean1_4
Green Yellow Yellow Yellow
5 9 47 55
Mungbean2_1
Green Green Green Green
13 13 57 43
Mungbean2_2
Green Green Green Green
10 0* 43 18*
Mungbean2_3
Green Green Green Green
3* 0* 59 o*
Mungbean2_4
Green Green Green Green
12 1* 61 39
Soybean1_1
Green Green Green Green
31* o* 32* 32*
Soybean1_2
Red Green Green Green
7 o* 58 52
Soybean1_3
Green Green Green Green
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One-Percent Default Probability

Five-Percent Default Probability

Crops
Ramirez Normal Ramirez Normal
7 9 53 51
Soybean2_1
Green Green Green Green
6 6 60 57
Soybean2_2
Green Green Green Green
10 0* 50 20*
Soybean2_3
Green Green Green Green
19* 0* 47 34**
Sorghum1_1
Yellow Green Green Green
0* 0* 43 40
Sorghum1_2
Green Green Green Green
8 o* 61 0*
Sorghum1_3
Green Green Green Green
0 0* 83* 23*
Sorghum1_1
Green Green Red Green
0 o* 103* 103*
Sorghum1_2
Green Green Red Red
8 4** 67** 47
Sorghum1_3
Green Green Yellow Green

From the table, for the 1% default probability the Ramirez limits are in the red for

2 crops, while none of the normality limits is in the red zone. However, when this result is
analyzed with the Kupiec tests, we notice that the normality limits are inaccurate. They
tend to be too small and are inconsistent with the assumed 1% default probability. The
normality limits are rejected at 1% significance for 35 cases and at 5% significance for 2
cases. These rejection cases are many more than those of the Ramirez limits with only
10 rejections at 1% significance and a single rejection at 5% significance. As for the 5%
default probability, both Ramirez and normality limits fall into the red zone for two cases.
But the Kupiec tests reject the Ramirez limits at 1% significance for only 7 cases as

opposed to the normality limits for 28 cases. Based on these empirical tests, we conclude
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that the Ramirez limits are more accurate and consistent with the assumed default

probability than the normality Iimits.6

IV.3 EVALUATING THE BAAC'S CREDIT LIMITS

We demonstrate the application of these resulting Ramirez limits by assessing the
performance of the BAAC's credit limits against them. The BAAC is Thailand's largest
provider of farm credits. Hence, the appropriate size of its credit limits will affect farmers

on a large scale in terms of their production and default.

The BAAC's approach differs from ours. The bank fixes the limits at 60% of the
expected income from crop sales, while we set the limits in percentage of today's
observed production costs. In order to assess the BAAC's limits against ours, we need
the expected income on crop sales to convert the BAAC's limits to the percentages of the

production costs.

For a one-baht production cost, the expected income is 1+E(y), where E(y)
denotes the expected rate of return. Hence, the BAAC's comparable credit limit must be
0.60{1+E(y)}. Because we cannot observe the expectations E(y) of the BAAC, we have to
substitute E(y) by our estimates. We consider 7 choices for the substitutes--the mean
return, the maximum, the minimum, the mean plus and minus 1.64 standard deviations,
and the returns at the 5th and 95th percentiles. The mean return is considered because it
is the unconditional expectation based upon the crop's realized return. The expectations
computed from the maximum and minimum give the largest and smallest levels of
possible credit limits. The expectations equal to the mean return plus and minus 1.64
standard deviations constitute boundaries covering 90% of the possible returns, when
normality is assumed. Finally, the returns at the 5th and 95th percentiles are considered
because they are the 90% boundaries of the realized returns. These credit limits are

compared with the Ramirez limits in Table 5.

6 We also try 250 and 2500 test samples. The results are qualitatively similar. These results are available upon request.
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From the table, the Ramirez credit limits set at a 1% and 5% default probability
are within the BAAC's ranges, when its limits are set by the minimum and maximum
returns, the mean return plus and minus 1.64 standard deviations and the returns at the
5th and 95th percentiles. It is very interesting to find that when the mean returns are used
to form the expected income, even though the BAAC's limits are higher than the Ramirez
5%-default limits in most of the cases, the two limits are very close. Therefore, if it is the
case that the BAAC's forecasts of farm income is 1 plus the mean return and its accepted
default probability is 5%, the credit limits can be justified by the revealed behavior of the

sample crop returns.

However, two important points are worth discussing. Firstly, the BAAC's forecasts
of farm income are revised each season. So, the forecasts are conditional, changing with
the new information set, and are unlikely to match the average returns. As is suggested
by Table 1, farm income is very volatile. So, it is difficult to estimate the future income
precisely. Even if the average of its conditional forecasts is equal to the mean income,
the default probability is not necessarily 5%. Secondly, the BAAC's limits do not relate
possible loan sizes with production costs, for which the loans finance. Our approach is
more practical. The limits are percentages of the observed production costs and based
upon the revealed behavior of the realized farm return. They do not incur forecasting
errors. Hence, it is more likely that the resulting defaults under our limits are closer to the

target than those under the BAAC's limits are.

V. CONCLUSION

Farm credit is important to the success of farm production. However, too much
credit can raise default probability, resulting in farmers losing their home, their farms, and
their way of life. In this study, we propose banks use the information on statistical
distributions of crop returns to set the credit limits so that borrowing farmers are able to
repay their loans by the crop income with an accepted default probability. To set the
credit limits, we recommend the technique proposed by Ramirez (1997, 2000) to estimate

the return distribution.
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ABSTRACT
MEASURING RISK WITH STOCHASTIC JUMPS

We propose a trimodal distribution of returns which combines normal distribution
and stochastic jumps, where both the positive and negative jumps are allowed for the
presence of asymmetry. We apply the proposed distribution in a Value at Risk (VaR)
analysis. The model is compared with the four competing models including the normal
distribution, the student’s t distribution, the extreme value theory, and the bimodal
distribution. Using daily returns on S&P500 index, we find that the trimodal distribution

gives a better VaR forecast in all performance measures.

JEL classification: C16; C22; C51; G10

Keywords: Risk management; Stochastic jumps; Trimodal distribution; Value at Risk
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MEASURING RISK WITH STOCHASTIC JUMPS

1. Introduction

Rapid globalization has made firms recognize the growing importance of risk
management. This has led to the development of various methods and tools to measure
the risks firms face. Value at Risk (VaR) originated by J.P. Morgan RiskMetrics is the
popular technique used to measure a portfolio’s market risk. It is defined as the maximum
expected loss over a given horizon period at a given level of confidence. Nevertheless, the
VaR approach has been subjected to several criticisms. The most significant one is the
normal distribution assumption which makes the estimated VaR inaccurate because of the
presence of fat tails in financial data (Baillie and de Gennaro, 1990; Pagan, 1996; Zangari,
1996a; Campbell et al., 1997). Other studies propose parametric approaches as
alternatives by employing more appropriate distributions that can incorporate observed fat
tails, such as the student’s t distribution (Huisman et al., 1998; Pownall and Koedijk, 1999;
Glasserman et al., 2000; Lucas, 2000) and the mixture of normal distributions (Zangari,
1996b, 1996¢c; Venkataraman, 1997; Hull and White, 1998; de Raaij and Raunig, 1999).
Those studies reveal that by adjusting for fat tails in the return distributions, their VaR
estimates are more accurate than those calculated under the normal distribution
assumption. Nevertheless, the main drawback of the parametric methods is that we have

to assume the distribution for returns which might be incorrect.

There are nonparametric approaches which do not impose any distribution
assumption. The simplest one is the historical simulation. Allen (1994), Crnkovic and
Drachman (1996), Mahoney (1996), Aussenegg and Pichler (1997), and Barone-Adesi et
al. (1998, 1999, 2000) find the improvement in the VaR estimates obtained from the
historical simulation over the normal approach. However, Kupiec (1995) finds that it is
inefficient when dealing with tail observations. The estimated VaR is subject to both high
variation and upward bias. Another approach to estimate VaR, being developed under the
nonparametric paradigm, is the kernel density estimation (Butler and Schachter, 1997;
Gouriéroux et al., 2000) which is a way of generalizing a histogram constructed with the
sample data. The advantage of this approach is the smooth sampling distribution.

Nevertheless, Danielsson and de Vries (2000) comment that the advantages of the kernel



method are dependent on a properly constructed kernel distribution which will provide good

estimates for the interior but the tails are not described adequately.

Since one drawback of previous VaR measures is the focus of the estimation on
central observations or on the returns under normal market conditions rather than the
observations in the tails which come from the extreme events, many studies, such as
Danielsson and de Vries (1997a, 1997b, 2000), Embrechts et al. (1997), Bensalah(2000) ,
Danielsson and Morimoto (2000), Kéllezi and Gilli (2000) ,Longin (2000), McNeil and Frey
(2000), Neftci (2000), Bystré6 m(2001) ,and Jondeau and Rockinger )2001(, have employed
the extreme value theory, which is the study of the tails of distributions in particular, in
estimating VaR. Their results confirm that the extreme value approach provides a more
accurate VaR estimates than the other approaches, especially when the tails become more

extreme.

However, since the presence of discontinuities is found in financial data (Ball and
Torous, 1985; Jorion, 1989; Vlaar and Palm, 1993), then the stochastic jump process
should be included in the model of financial returns. So, in order to improve the VaR
estimates, we propose the trimodal distribution of returns which combines normal
distribution and stochastic jumps. The study on the jumps occurred in the extreme events
gives importance to the tail area which is the main focus of the VaR. Further, we focus on
both the lower and upper tails. Then, the model is general and can accommodate the
analysis of the portfolios which may contain both long and short positions. Traders who
have the long positions are concerned when the price of the asset falls. On the other hand,
the traders who have the short positions borrowed and sold the asset in the market, then
they will lose money when the price increases because they have to buy the asset at a
higher price to give it back to the lender. Therefore, the upper or right tail is of importance
for the short positions while the lower or left tail for the long positions. Since our model is
based on parametric approach, the inclusion of the two-sided jumps nests the model with
one-sided jump and can avoid misspecification and bias. Further, the inclusion of both
positive and negative jumps allow for the possibility of the asymmetric distribution where
the symmetric distribution such as normal and student’s ¢ distributions are unlikely to give
appropriate results. Our trimodal distribution can explain the skewness and kurtosis of the

series, as will be shown in Appendix A.



To test the performance of our model, we compare the trimodal distribution with the
four competing models which are the normal distribution, the student’s t distribution, the
extreme value approach, and the bimodal distribution. The empirical results from the
distribution test which utilizes the information on the entire distribution reveal the better fit
of the trimodal distribution while the other models are rejected at a level more than 99%.
From the likelihood ratio test based on proportions of failures, the trimodal distribution
reveals the superior performance than the normal distribution, the student’s t distribution,
and the extreme value theory and the comparable results to the bimodal distribution.
Besides, the trimodal distribution gives the minimum distance from the true model based
on the information test. Further, according to the nonnested comparison testing, the
trimodal distribution is preferred to the four competing models at all quantiles in the lower

tail with only two exceptional cases in the upper tail.

The paper is organized as follows. In section 2, we consider the proposed trimodal
distribution and the methodology employed in the estimation. To show that our VaR
estimate is improved over the VaRs obtained from other methods, the performance tests
and comparisons are also included. Section 3 is concerned with the data employed in the
study. The empirical results from our trimodal distribution and competing models are

presented in section 4. Finally, section 5 gathers some concluding remarks.

2. Methodology
2.1. Estimation of a trimodal distribution

According to the parametric approach, the first step in estimating VaR is to model
the distribution of returns. Because of the discontinuities presented in financial data, our
model allows for the stochastic jumps where both the positive and negative jumps are
included in the model. The model is considered as the trimodal distribution since there are
three possibilities that can occur which are no jump, positive jump, and negative jump. The

probability is assigned to each case. Then, the model is specified as follows:

u+e when no jump with probability 1-p-gq
r=s(u+u")+¢&"  whenpositive jump  with probability p
(u+u )+¢&  whennegative jump  with probability q



where r, is the daily return at time t; x4 is the mean return when there is no jump. The
positive jump size is assumed to be normally distributed with expectation 4" (positive value)
and variance 772 while the negative jump size has the expectation 1 (negative value) and
variance @”. When there is no jump, the mean is equal to . When the positive jumps
occur, we have the mean shifted by 4 and the variance is increased by 772 while when
the negative jumps occur, we have the mean shifted by g and the variance is increased
by . They are assumed to be independent of each other. The probabilities of positive
and negative jumps are p and g, respectively. The stochastic jumps are modeled by the
Bernoulli process where only one abnormal circumstance is allowed. For practical
considerations, since the daily data is employed in this study, no more than one abnormal
information arrival is to be expected on average in a day. Then, for these jump intensities,

we concentrate on the Bernoulli distribution.

The model by Vlaar and Palm (1993) is considered as a special case of our model
when only one-sided jump is assumed, that is, either the probability of positive or negative
jump is assumed to be zero. Further, our model also nests the normal distribution which
assumes that both the probabilities of the positive and negative jumps are zero. These
models may encounter the misspecification problem if the two-sided jumps are presented
in the observed data. Besides, our model with stochastic jumps is not the same as the
mixture of normal distributions proposed by Zangari (1996b, 1996¢) and Venkataraman
(1997). In those models, the return can be drawn from one of, for example, two normal
disributions by having a binary variable determining which distribution is chosen with
specified probability. These two distributions are different where one will have a higher
variance to incorporate the unusual events that may happen to increase volatility. The
benefit of this approach is that it allows for the possibility that occasionally the return is
generated from a distribution with higher variance while maintaining the structure of normal
densities and having the binary variable to determine a jump from one distribution to
another, not the stochastic jumps. So, the mixture of normal distributions does not reflect
the distribution with stochastic jumps but a return distribution that is more volatile and has
the fatter tail. Nevertheless, though Zangari (1996c) suggests that the normal mixture
approach can improve the VaR estimates over the standard normal approach, it still

underestimates VaR by a sizeable amount.



In the trimodal distribution, there are three possibilities for the stochastic jumps

which are no jump, positive jump, and negative jump. If the stochastic jump is present, the

mean return and volatility will be adjusted by the jump size and volatility drawn from the

distribution of the jump. The distribution function of returns is specified by:

f(rspu,0%)
L(r) =< f(ry o)+ g(r 1 1°)
frp,0?)+h(r 1, 0%)

which leads to

with probability 1-p—gq
with probability p
with probability q

L(r)= f(rypuo’)+p-grsu’,n’)+q-h(ru ,0%)

We employ the maximum likelihood technique in estimating our parameters. The

log-likelihood function is specified as follows:

In(L) = —gln(27z)+zn:ln
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|

To test whether the trimodal exists, we will perform tests on the positive and

negative sides. Both the joint tests and the tests on individual estimates will be employed.

The tests on the joint hypotheses are performed on the estimated probabilities and means

through the Wald test. The null hypothesis for the two estimated means is specified as:

Hy:p =y =0

For the joint hypothesis, if the above null hypothesis could not be rejected, it means

that the trimodal does not exist. On the other hand, if we could reject this null hypothesis,

then it means that there exists the trimodal in the return distribution. Further, we perform

the joint test on the two estimated probabilities.



The interpretation is the same as the previous test, that is, to confirm the existence
of the trimodal distribution, this joint hypothesis has to be rejected. Next, the tests on
individual estimates through the f-tests also enable us to investigate the existence of the
trimodal distribution. The four estimates which are (1) the mean of positive jumps;
H,:u" =0, (2) the mean of negative jumps; H,:u =0, (3) the probability of positive
jumps; H,: p=0, and (4) the probability of negative jumps; H,:q =0, are tested whether
they are significant. To confirm that the trimodal exists, all of the above null hypotheses on
individual estimates should be rejected. On the other hand, if we could not reject any of
them, then it means that there exists only the unimodal or the normal distribution. However,
if the null hypotheses for positive side could not be rejected but those for negative side is
rejected, then the bimodal return distribution including only the negative jumps is correctly
specified. In contrast, if it is appeared that the two parameters on positive jumps are
statistically significant while the remaining parameters are not, it means that there exists

the bimodal distribution with only the positive jumps.

Since our proposed trimodal distribution of returns is a complex model and deals
with many variables, then we employ the Monte Carlo simulation in estimating VaR. The
values are sorted from the largest profit down to the largest loss and VaR is defined as the
largest loss within the distribution of potential future values measured at a certain

confidence level.

2.2. Performance tests

To test the performance of our model, we will compare our proposed model with
the normal distribution, the student’s t distribution, the extreme value approach, and the
bimodal distribution as in Vlaar and Palm (1993). The first competing model considered is

the basic approach to VaR originated by J.P. Morgan RiskMetrics. It is often assumed that

f(r) represents a normal distribution with mean [/ and variance o Then, the VaR for the

upper and lower tails are estimated as follows:

VaR, = u+ 72,0
VaR, = u—-72,0



where Z is obtained from the standard normal table. Besides, we consider another
competing model that incorporates the fat tails usually found in financial data. The
student’s t distribution, with fatter tails, provides an alternative to the normal distribution
(Huisman et al., 1998; Pownall and Koedijk, 1999; Glasserman et al., 2000; Lucas, 2000).
The fat tails imply the higher chance of extremely high losses than under the normal
distribution. Then, the VaR obtained from the student’s t distribution is likely to be higher
than the one estimated from the normal. The VaR estimation under the student’s t model is
the same as the normal except the replacement of 7, which can be received from the t

table.

Next, we consider the latest innovation in VaR estimation employed in Danielsson
and de Vries (1997a, 1997b, 2000), Embrechts et al. (1997), Bensalah(2000) ,Danielsson
and Morimoto (2000), Kéllezi and Gilli (2000) ,Longin (2000), McNeil and Frey (2000),
Neftci (2000), Bystrd m(2001) ,and Jondeau and Rockinger )2001 .(The extreme value
theory tells us what the asymptotic distribution of extreme values should look like. Based
on the peak over threshold (POT) method, the observations which are greater than a
certain threshold u are considered as the exceedances. According to the extreme value
theorem, the conditional excess distribution function is well approximated by the

generalized Pareto distribution (Balkerma and de Haan, 1974; Pickands, 1975).

where the parameter gis the tail index which will give an indication of the heaviness of the

tails. The bigger the parameter f the heavier the tail. The maximum likelihood method is

employed in estimating parameters of the GPD.

Lastly, following the study by Vlaar and Palm (1993), the stochastic jump process is
included in the bimodal distribution where only one-sided jump, either positive or
negative, is incorporated in the model. The jump size has a mean x4 and variance U’

with the jump probability d.



U+e when there is no jump with probability 1-d
r= * * . . . -1:
(u+p )+e  when there is a jump with probability  d

Then, to test and compare the performance of these models with our trimodal
distribution, we employ three different tests which are the distribution test for the fit of the
distribution, the likelihood ratio test for the accuracy of the VaR estimated from each
competing model, and the information test for the specification and comparison of those

VaR models.

2.2.1. Distribution test

In order to test for the appropriateness of the distribution, we perform the
distribution test proposed by Crnkovic and Drachman (1996) which utilizes the information
on the entire distribution. This test procedure is based on the Rosenblatt (1952)
transformation that transforms all the realizations of profit/loss into the series of

independent and identically distributed random variables as follows:
X, = I fu)du =F(r)

where r, is the portfolio profit/loss realization and f(u) is the forecasted distribution.
Rosenblatt (1952) shows that x, is iid and distributed uniformly on (0,1). Therefore, we can
use this probability integral transformation and test for violations of either independence or
uniformity. To test for uniformity, Crnkovic and Drachman (1996) suggest using the Kuiper
statistic. This statistic is based on the distance between the empirical and the theoretical
cumulative distribution function. Then, the smaller the distance, the better the fit to the

theoretical distribution. The Kuiper statistic is given by:

K =max (D(x)—x)+ max (x—D(x))

0<x<1

The distribution of K for n observations is as follows:

P(k<K)= GH\/;+O.155+ O\'/?}KJ



Where

G(4)= 22(4 JA=1)e

Jj=1

2.2.2. Likelihood ratio test

Following Kupiec (1995), the likelihood ratio test based on proportion of failures is
implemented. The proportion of failures is obtained through the backtesting approach
where the VaR estimates from each method are compared with the realized returns. Then,
the model will perform well if the proportion of failures is closed to the expected number.
We perform the out-of-sample performance test where the estimation window is 1000.1 In
the rolling-window method, we re-estimate the model each day and roll the 1000-day
window to the end of the sample. That is, from the total number of observations n, the first
window range is from t= 1, 2..., 1000. After the estimation, we roll the 1000-day window to
t =2, 3..., 1001. This rolling-window method is appropriate when there is a change in the
regime because the old regime samples will be excluded from the window range as we roll
the window forward. On the other hand, we also employ another method that is to append
the window which is suitable for the stable samples because the number of observations
will grow bigger as time passes. For the appending-window method, with the 1000-day
window, the first window range is the same as the previous method but the second range
will be from ¢t = 1, 2..., 1001. That is, we do not exclude the first observation from the
window because we do not roll the window but append it by one observation each time.
For both methods, each time we forecast the next day VaR and count the number of
exceptions, which is said to occur whenever the realized returns are not covered by the
estimated VaRs. Then, we test whether the proportion of failures is equal to the expected

number. The likelihood ratio test statistic is given by:

LR = —2Log[(l -p°) (p )} +2Log Kl _ijnx [%H >

! Following many previous studies for comparison purpose, the window range of 1000 is selected which implies that we
use less than the last four years of data for each prediction. In addition, if the window range is too short, then the

stochastic jumps may not present because the abnormal circumstances which lead to the jumps do not occur frequently.



where p* is the probability of a failure under the null hypothesis, x is the number of

exceptions, and n is the total number of observations.

2.2.3. Information test

Since the likelihood ratio test based on backtesting depends only on the number of
exceptions, then to verify the accuracy of the VaR measures, we also follow the
information test proposed by Christoffersen et al. (2001) for specification testing and
comparing different VaR measures. Since the VaR measure may be misspecified, then we
should allow for the possibility of misspecification. Thus, the VaR specification testing in
this case becomes the test for misspecification by applying Kitamura and Stutzer (1997) K-
tes,t2 which is based on the intuition that the estimator will minimize the Kullback-Leibler
Information Criterion (KLIC). Then, the concept of this approach is to measure the distance

of the proposed model to the true but unobserved model based on the information set. The

K-test takes the following form:
A 5 oA 1< 1 e 2
& =-2Tlog My (Br.7r) = -2 log| - > exp| 7'/ (. B) | | > 1.,
t=1

whereﬁ is a parameter vector, ;? is a dual variable,3 r is the number of moments, and m
is the number of estimated parameters. Furthermore, we follow the method proposed by
Kitamura (1997) which is developed further for the comparison of the nonnested models
based on the difference between the KLIC distances. Under the null hypothesis
M(B ,y")=N(0,1") which means that the two measures are equally suitable, we have

the following:

T (M (Br77 )= Ny (6,42 )) > N(O.02)
Where

o’ =lim Var( | iexp[y*'f(xt,ﬂ*)}—exp[ﬂ*'g(x,,e*)B

T—ow T

5

z This K-test is the information theoretic version of the GMM J-test and it is suggested as the alternative to that J-test
because of its applicability to the nonnested comparisons of possibly misspecified models.

: See Kitamura and Stutzer (1997, Sec. 2.2) and Christoffersen et al. (2001, Sec. A.3.1.) for a discussion and a proof.
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Then, the significantly large positive value of the test statistic will lead to a rejection of the

null hypothesis in favor of the VaR model which is denoted by E[f(x, ,6’*)} =0.

3. Data

Following many previous studies for comparison purpose, this study employs the
daily data of S&P500 index at closing time obtained from Datastream. The sample range is
from January 2, 1969 to August 10, 2001 resulting in 8508 observations. Table 1 reports

the descriptive statistics.

Table 1
Descriptive Statistics
This table reports the descriptive statistics of the daily returns on the S&P500 index. The
total number of observations is 8508 ranging from January 2, 1969 to August 10, 2001.
The Jarque-Bera test of normality is performed. The p-value of the test is given below in

the parenthesis.

S&P500
Number of Observations 8508
Mean 0.000332
Median 0.000079
Maximum 0.090994
Minimum -0.204139
Standard Deviation 0.009603
Skewness -1.123277
Kurtosis 31.733510
Jarque-Bera Test 294468.696933

(0.0000)

During the sample period, the mean of the returns is 0.0332 percent while the
maximum and mimimum returns tend to deviate much from the mean. Further, the
skewness parameter indicates the asymmetry in the return distribution and the excess
kurtosis is revealed. The nonnormality of the distribution of returns is confirmed by the
Jarque-Bera test of normality which rejects the null hypothesis that the distribution of
returns on the S&P500 index during the observed period is normal at any statistical level of
significance. Then, the approach based on normal distribution will give the inaccurate VaR
estimate. Besides, according to the presence of skewness, then the symmetric distribution

such as the normal and student’s t distributions are unlikely to give appropriate results.
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We investigate further the plot of the S&P500 returns and its histogram for the
evidences of the jumps occurred during the observation period. Figure 1 shows the plot of

the daily returns on the S&P500 index and figure 2 presents the histogram of returns.

Figure 1
Daily Returns on the S&P500 Index
This figure plots the daily returns on the S&P500 index from January 2, 1969 to August 10,
2001.
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Figure 2
Histogram of S&P500 Returns

This figure presents the histogram of the returns on S&P500 index from January 2, 1969 to

August 10, 2001. The enlarged sections of the histogram corresponding to the lower and

upper tails are also shown.
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Fig. 2a. Histogram of the returns on S&P500 index
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Fig. 2b. Enlarged section of the histogram of the returns on S&P500 index

corresponding to the lower tail
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Fig. 2c. Enlarged section of the histogram of the returns on S&P500 index

corresponding to the upper tail

By observing the plot in figure 1, it shows that there are extremely large positive
and negative returns during the well-known October 1987 and also in some other periods.
So, these indicate possible presence of the jumps during the observed period. We further
examine figure 2 which presents the histogram of returns on S&P500 index. Since jumps
are observed on both tails of return distribution, then the bimodal distribution assumption
may be misspecified if there are positive and negative jumps. In addition, the extreme
value theory that reveals the fat tails in the distribution does not fit the return distribution
that appears to have jumps in the tails because the distributions assumed in the extreme
value approach are smooth and unimodal while the jumps in the tail area may give a wavy
shape and discontinuity may occur if jumps are large. Thus, based on the histogram of the
return distribution of S&P500 index, among the competing models, our proposed trimodal
distribution is the most appropriate model for the distribution of returns where both the

positive and negative jumps are observed.

4. Empirical results
4.1. Estimation of a trimodal distribution

Table 2 contains the maximum likelihood estimation of the parameters in our

proposed trimodal distribution of returns.
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Table 2
Estimation of a Trimodal Distribution
This table gives the maximum likelihood estimates of the parameters of the trimodal
distribution of returns on S&P500 index. Eight parameters are estimated: the mean return
M, the variance of returns o’, the probability of positive jumps p, the mean of positive
jumps u", the variance of positive jumps 772, the probability of negative jumps q, the
mean of negative jumps 4, and the variance of negative jumps ®”* . In the estimation, we
enforce the positivity of #" and the negativity of 4 . The p-values of each estimate are
given below in the parentheses. The joint hypotheses H,: " =4 =0 and H,: p=¢g=0
are also tested. The Wald tests on the means and probabilities of positive and negative

jumps are carried out. The p-values of the tests are given below in the parentheses.

Parameter Estimate
(p -value)
Mean 0.000268
(0.0043)
Variance 0.000020
(0.0000)
Probability of positive jump 0.012601
(0.0000)
Mean of positive jump 0.002109
(0.0000)
Variance of positive jump 0.001584
(0.0000)
Probability of negative jump 0.562191
(0.0000)
Mean of negative jump -0.000519
(0.0000)
Variance of negative jump 0.000094
(0.0000)
Null Hypothesis Wald test
(p -value)
. 23925.308
Horpo=u =0 (0.0000)
18971.192
Horp=q=0 (0.0000)

The estimated jump parameters which are the mean of the positive jumps (x"), the
mean of the negative jumps (), the probability of positive jumps (p), and the probability

of negative jumps (q) are statistically significant. Then, these mean that there exist both the
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positive and negative jumps in the return distribution which reveal the suitability of our
trimodal distribution in modelling the sample series. The estimated parameter g happens to
be very large because in the trimodal distribution, the tail areas are not always be modeled
as another node but may appear as the continuous curve. The significance of the
stochastic jumps is further supported by the Wald tests which reject both the joint
hypothesis that the two probabilities are equal to zero and the joint hypothesis that the two
means are equal to zero. The model can also capture the skewness since the means (in
absolute value) of the positive and negative jumps are not equal. So, this fits the
distribution of realized returns where the skewness is revealed. Further, the fat tails are

captured by the significance of stochastic jumps both in the lower and upper tails.

4.2. Performance tests
4.2.1. Distribution test

The distribution test procedure suggested by Crnkovic and Drachman (1996) which
is based on the entire distribution is performed. Figure 3 presents the histograms of

transformed returns of all five models.
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Figure 3
Histogram of Transformed Returns
This figure displays the histograms of the transformed returns under the distributions
predicted by the five models: normal distribution, student’s t distribution, extreme value
theory, bimodal distribution, and trimodal distribution. The transformed returns are plotted

against the expected uniform distribution.
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Fig. 3a. Normal distribution
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Fig. 3b. Student’s t distribution

17



300

250

200

150

100

50

0
0.00 010 020 030 040 050 060 070 0.80 090 1.00

Fig. 3c. Extreme value theory
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Fig. 3d. Bimodal distribution
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Fig. 3e. Trimodal distribution
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Since the transformed data should be uniformly distributed, if the assumed model is
correct, the histogram should be closed to flat. Diebold et al. (1998) demonstrate that
histogram of transformed returns can reveal useful information about model failures. Figure
3 shows that the normal distribution deviates significantly from the uniform distribution
since there are higher numbers of observations in the center and also in the tails. With
respect to the tails, since the student’s t model is the fat-tailed distribution then the large
losses and gains should be captured by the student’s t model. However, the student’s ¢
model shows the higher probability mass in the center of the distribution and only a few
observations left in the tails which make it differ from the uniform distribution. This will be
confirmed by the uniformity test. On the other hand, the trimodal distribution, the bimodal
distribution, and the extreme value approach perform better with respect to the tails where
the lower tail has better fit than the upper tail. Since the histograms of transformed data
are closed to flat, then they are closer to the uniform distribution. To check for uniformity,
the test based on the Kuiper statistic is performed. Table 3 displays the distribution test

results.

Table 3
Distribution Test
This table shows the results from the distribution tests on five models: normal distribution,
student’s ¢ distribution, extreme value theory, bimodal distribution, and trimodal distribution.
Under the null hypothesis that the distribution is uniform, the Kuiper statistic of each model

is displayed in the table. The p-value is given below in the parenthesis.

Model Kuiper Statistic

(p -value)

Normal Distribution 0.1030
(0.0000)

Student's ¢ Distribution 0.1809
(0.0000)

Extreme Value Theory 0.0267
(0.0002)

Bimodal Distribution 0.0224
(0.0062)

Trimodal Distribution 0.0217
(0.0100)
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The results show that the null hypothesis of uniformity is rejected at a level of more
than 99% for all models except the trimodal distribution. Therefore, according to the
distribution test, our proposed trimodal distribution is considered as the most appropriate
distribution among the five competing models, followed by the bimodal distribution and the
extreme value theory. Besides, the test statistics indicate that the student's t model

performs worst in reproducing the distribution of returns.

4.2.2. Likelihood ratio test

The performance test of our VaR estimated from the underlying trimodal returns
distribution and the comparisons are performed through the Kupiec (1995) likelihood ratio
test. The likelihood ratio test statistics based on proportions of failures from the five models

are presented in table 4.
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Likelihood Ratio Test

Table 4

This table displays the results from the likelihood ratio tests based on the ratios of

exceptions from the backtesting approach on five models: normal distribution, student’s ¢t

distribution, extreme value theory, bimodal distribution, and trimodal distribution. Panel A

and B present the results from the rolling-window and the appending-window methods,

respectively. The likelihood ratio test statistics are defined with the quantile. Four quantile

estimates are considered: 0.99, 0.975, 0.95, and 0.90. The likelihood ratio test statistics are

shown in the table. The p-values are given below in the parentheses.

Lower tail

Upper tail

Model 0.99

Quantile Quantile Quantile Quantile

0.975

0.95

0.90

0.99 0.975

0.95

0.90

Quantile Quantile Quantile Quantile

Panel A: Rolling-window method

Normal Distribution ~ 27.2807 7.8502  0.3718  6.1372 26.6561 11.6871 1.9423  3.1289
(0.0000) (0.0051) (0.5420) (0.0132)  (0.0000) (0.0006) (0.1634) (0.0769)
Student's 7 Distribution 4.1655 10.9186 19.7993 41.1609 7.1076  10.1975 15.8440 29.4978
(0.0413) (0.0010) (0.0000) (0.0000)  (0.0077) (0.0014) (0.0001) (0.0000)
Extreme Value Theory 18.5423 12.5981 0.0002 57.2367 4.0811 11.3903 8.5352  0.2051
(0.0000) (0.0004) (0.9889) (0.0000)  (0.0434) (0.0007) (0.0035) (0.6506)
Bimodal Distribution  8.7744  6.4209 5.8993  2.3514 6.5711  8.6139  7.2481 4.1089
(0.0031) (0.0113) (0.0151) (0.1252)  (0.0104) (0.0033) (0.0071) (0.0427)
Trimodal Distribution 9.1684  7.3591  5.2743  1.7164 6.2313  8.1011 7.6058 3.9118
(0.0025) (0.0067) (0.0216) (0.1902)  (0.0126) (0.0044) (0.0058) (0.0479)
Panel B: Appending-window Method
Normal Distribution  16.4497 55421  0.3310  9.3699 24.8175 10.2376 0.8430 5.0187
(0.0000) (0.0186) (0.5651) (0.0022)  (0.0000) (0.0014) (0.3585) (0.0251)
Student's 7 Distribution 6.6298 15.8598 23.8705 39.3611 6.1719  9.8476 17.7596 33.2533
(0.0100) (0.0001) (0.0000) (0.0000)  (0.0130) (0.0017) (0.0000) (0.0000)
Extreme Value Theory 14.5826 13.2545 2.1642 5.7514 19.7659 48.5348 61.8624 90.7796
(0.0001) (0.0003) (0.1413) (0.0165)  (0.0000) (0.0000) (0.0000) (0.0000)
Bimodal Distribution ~ 2.3501 11.0969 5.7399  0.5418 1.3870  3.4392 57399 8.1694
(0.1253) (0.0009) (0.0166) (0.4617)  (0.2389) (0.0637) (0.0166) (0.0043)
Trimodal Distribution  1.9367 10.8070 5.2743  0.5055 1.3870 2.9476 49743  8.5912
(0.1640) (0.0010) (0.0216) (0.4771)  (0.2389) (0.0860) (0.0257) (0.0034)
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With the rolling-window method, in all cases except one, our proposed trimodal
distribution is rejected. On the other hand, with the appending-window method, our model
is rejected in only four cases. So, the trimodal distribution reveals the better performance
with the appending-window method than with the rolling-window method. The results are
comparable to the bimodal distribution but the better fit over the rest. The student’s t model
has the worst performance since it is rejected in all cases both with the rolling- and
appending-window methods. This can be explained by the proportion of failures which is
the main concept of this approach. Since the student’s ¢ distribution tends to give the larger
VaR numbers than others, then it is violated less frequent than other models resulting in
the lower number of exceptions and lower proportion of failures. So, the likelihood ratio test
which provides the test whether the proportion of failures is equal to the expected number
gives the high test value for the student’s ¢ model in which the proportion of failures is far
from the expected number. Though the low number of exceptions can satisfy the
regulators, the company may not desire the overestimation of the VaR that results in

excess capital.

4.2.3. Information test

In the likelihood ratio test based on the backtesting, the information provided by the
predicted distribution is reduced to a binary variable and the magnitude of the distance are
not considered. Only the number of exceptions is taken into account. So, following the
information test proposed by Christoffersen et al. (2001), the specification testing results
are summarized in table 5 and the results from performing the pairwise comparison testing

of the five competing models are shown in table 6.
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Table 5
Information Test
This table presents the results from the information test on five models: normal distribution,
student’s ¢ distribution, extreme value theory, bimodal distribution, and trimodal distribution.
Under the null hypothesis that the model is correctly specified, the K-test value is

presented in the table. The p-value is given below in the parenthesis.

Model 0.99 0.975 0.95 0.90
Quantile Quantile Quantile Quantile
Panel A: Lower tail

Normal Distribution 5.7368 7.6663 16.4686 28.3719
(0.1251) (0.0534) (0.0009) (0.0000)

Student's ¢ Distribution 5.7370 7.6573 16.4661 28.6751
(0.1251) (0.0537) (0.0009) (0.0000)

Extreme Value Theory 42628 8.0803 18.1441 28.9468
(0.2345) (0.0444) (0.0004) (0.0000)

Bimodal Distribution 5.8572 8.5109 15.4866 29.4375
(0.1188) (0.0366) (0.0014) (0.0000)

Trimodal Distribution 3.6052 4.1494 7.6289 13.1255
(0.3074) (0.2458) (0.0543) (0.0044)

Panel B: Upper tail

Normal Distribution 23.1654 51.6550 35.0210 26.8735
(0.0000) (0.0000) (0.0000) (0.0000)

Student's ¢ Distribution 23.1652 40.7780 35.0443 26.8816
(0.0000) (0.0000) (0.0000) (0.0000)

Extreme Value Theory 17.2791 43.8944 41.5406 27.7745
(0.0006) (0.0000) (0.0000) (0.0000)

Bimodal Distribution 18.1701 50.9007 37.7309 26.7776
(0.0004) (0.0000) (0.0000) (0.0000)

Trimodal Distribution 18.4060 35.7496 28.4350 37.6786

(0.0004) (0.0000) (0.0000) (0.0000)
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Table 6
Nonnested Comparison Test
This table demonstrates the results from the pairwise comparison testing based on the
KLIC distances of the five models: normal distribution, student’s t distribution, extreme
value theory, bimodal distribution, and trimodal distribution. Under the null hypothesis that
the two models are equally suitable, the test values are shown in the table. The p-values
are given below in the parentheses. If the null hypothesis is rejected, a positive value
indicates that Model 1 is preferred while a negative value denotes that Model 2 is

preferred.

Model 0.99 0.975 0.95 0.90
1 2 Quantile Quantile Quantile Quantile
Panel A: Lower tail

Trimodal Normal 0.6201 0.7956 1.2803 1.7637
(0.5352) (0.4263) (0.2004) (0.0778)

Trimodal Student's t 0.6202 0.7990 1.2806 1.7955
(0.5351) (0.4243) (0.2003) (0.0726)

Trimodal EVT 0.1394 0.9104 1.3944 1.8362
(0.8891) (0.3626) (0.1632) (0.0663)

Trimodal Bimodal 0.6761 0.9579 1.1983 1.8899
(0.4990) (0.3381) (0.2308) (0.0588)

Bimodal Normal -0.3204 -0.7822 0.1705 -0.7970
(0.7486) (0.4341) (0.8646) (0.4254)

Bimodal Student's t -0.3159 -0.7676 0.1704 -0.6524
(0.7521) (0.4427) (0.8647) (0.5141)

Bimodal EVT -0.4214 -0.2662 0.7886 -0.2986
(0.6735) (0.7901) (0.4304) (0.7652)

EVT Normal 0.4191 -0.2687 -0.2303 -0.3699
(0.6752) (0.7881) (0.8179) (0.7114)

EVT Student's t 0.4187 -0.2760 -0.2310 -0.1913
(0.6754) (0.7825) (0.8173) (0.8483)

Student's t Normal -0.0077 0.0716 0.0328 -0.8528

(0.9939) (0.9429) (0.9739) (0.3938)
Panel B: Upper tail

Trimodal Normal 0.8346 1.3387 0.6372 ~1.2445
(0.4039) (0.1807) (0.5240) (0.2133)

Trimodal  Student's t 0.8346 0.3750 0.6393 -1.2440
(0.4040) (0.7077) (0.5226) (0.2135)

Trimodal EVT -0.1459 0.8156 1.0525 -1.1483
(0.8840) (0.4147) (0.2926) (0.2508)

Trimodal Bimodal -0.0403 1.3569 0.8699 -1.2578
(0.9678) (0.1748) (0.3843) (0.2085)

Bimodal Normal 1.7609 0.2096 -1.4460 0.1884
(0.0783) (0.8340) (0.1482) (0.8505)

Bimodal  Student's t 1.7688 -0.5936 -1.4285 0.2600
(0.0769) (0.5528) (0.1531) (0.7949)

Bimodal EVT -0.1607 -1.2690 0.4528 1.1900
(0.8723) (0.2045) (0.6507) (0.2340)

EVT Normal 0.9888 1.2048 -0.7833 -0.8789
(0.3227) (0.2283) (0.4334) (0.3795)

EVT Student's t 0.9875 -0.2010 -0.7798 -0.8975
(0.3234) (0.8407) (0.4355) (0.3694)

Student's t Normal 0.0051 0.5974 -0.4876 -0.0371

(0.9959) (0.5502) (0.6259) (0.9704)
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Considering the results from the specification testing for the lower tail, the trimodal
distribution performs better than the other four models since the model is not rejected in all
cases except at the 0.90 quantile in which all models are rejected. Nevertheless, for the
upper tail, all models are rejected at all quantile which implies that all models are
misspecified. Even though the models are misspecified, the test values which are the KLIC
distances still be important because, among those misspecified models, we can see which
misspecified model is the closest to the true but unobserved distribution. So, we perform
the pairwise comparison test whether one of the two models is better than one another.
The model with smaller KLIC distance will be considered as the better model. From table
6, the trimodal distribution is preferred to the four competing models in all cases with only
two exceptional cases in the upper tail. However, since most of the models are
misspecified, then the significance tests of the nonnested comparisons reveal only a few
rejections and at the 10% significance level. At the 0.90 quantile of the lower tail, the
trimodal distribution is significantly better than the normal distribution, the student’s t

distribution, the model based on the extreme value, and also the bimodal distribution.

5. Concluding remarks

This study is concerned with the application of the proposed distribution of returns
in risk management. We propose the trimodal distribution for the returns on S&P500 index
and apply it with the estimation of the Value at Risk (VaR). The maximum likelihood
estimation and the Monte Carlo simulation are employed. The VaR obtained from our
model is compared with the four competing models including the normal distribution, the
student’s t distribution, the extreme value theory, and the bimodal distribution. The
performance of these models are tested and compared by three different tests which are

the distribution test, the likelihood ratio test, and the information test.

The distribution test which utilizes the information on the entire distribution reveals
the better fit of the trimodal distribution where the other models are rejected at a level more
than 99%. Furthermore, according to the likelihood ratio test based on proportions of
failures, the trimodal distribution reveals the superior performance than the normal
distribution, the student’s t distribution, and the extreme value theory and the comparable
results to the bimodal distribution. In addition, among the competing models, the trimodal
distribution gives the minimum distance from the true but unobserved distribution based on

the information test. This is confirmed by the nonnested comparison testing which performs
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the pairwise ranking of all the models. The trimodal distribution is preferred to the four
competing models at all quantiles in the lower tail with only two exceptional cases in the

upper tail.

The limitaion of our study is that all models are assumed to be unconditional. Then,
they do not respond to changing volatility and tend to generate large number of exceptions
in stress periods. Then, our trimodal distribution can be extended to the conditional

estimates and this issue is addressed in our current development.
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Appendix A. Moments of the stochastic jump process

The distribution of the error term of our trinomial model with normally distributed

jump sizes and innovations can be expressed as follows:

(1-p-q)N(-pu" —qu .0*)+pN((1- p)u' —qu 0" +7°)
+gN (1= - pu'.0" + @)

From this distribution, the first four unconditional moments are computed:

A.1. First moment

(1-p—q)(-pu —qu’)
E(e)
+p((-p)u —qu )+ q(A-q)u — pu*)
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(—pu' —qu +p'u +pau +pqu’ +q’ ")
ﬂ =
1 +p(u" = pu' —qu ) +a(p —qu —pu’)

M, = 0

A.2. Second moment

(1-p- q){(—pu+ —qu ) + 02}

Eey = +pl(a-pu-qu ) +o'vr]
+q{((1 —qu —pu') +ot 602}
{(l—p—q)(—pu*—qu)2+(1—p—q)E02}

I +{p(ﬂ*—pﬂ*—qﬂ)2+p02+p772}
+{q(u‘ —qu —pu’) +qot + qwz}

v - (I—P)(1+CI)(P(/1+)2—Q(ﬂ_)z)

+(p+q-3)pqu'p +0’ +pn’ +qa’

A.3. Third moment

(I-p —q){(—zlw+ —qu‘)3 + 3(—py+ — qy_)o-z}

E) = +p{((1 — o —qu ) +3((-put —qu)(o + 17 )}
+q {((1 —qu —pu) +3(U-qu —pp ) (0 + @ )}
(1-p—q)(~pu —qu ) +3(1- p—q)(~pu’ —qu’)o*

o= 4p(U=pt —qu ) +3p (- pu —qu)(oF + )

+q((-qu —pu ) +3¢(A-u - pu*)(0° + 0*)
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P(ﬂ+)3 (p*+2p° —3p+1)+q(,u‘)3 (¢°+24" =3q+1)
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Abstract
Measuring Risk with Stochastic Jumps

and Conditional Heteroskedasticity

We extend previously proposed trimodal model which combines normal
distribution and stochastic jump process where both the positive and negative jumps
are allowed for the presence of asymmetry to incorporate the conditional
heteroskedasticity. Both the GARCH and the asymmetric EGARCH processes are
considered. We propose the conditional trimodal distribution for the returns on S&P500
index and apply it with the estimation of the Value at Risk (VaR). The model is
compared with the three competing models including the conditional normal distribution,
the conditional student’s t distribution, and the conditional bimodal distribution. The
issue of the unconditional and conditional models is still inconclusive since the more

complicated conditional models do not grant better performance in some cases.

JEL classification: C16; C22; C51; G10
Keywords: Conditional heteroskedasticity; Risk management; Stochastic jumps;

Trimodal distribution; Value at Risk
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Measuring Risk with Stochastic Jumps

and Conditional Heteroskedasticity

1. Introduction

In previous chapter, all models are assumed to be unconditional. Then, they do
not respond to changing volatility and tend to generate large number of exceptions in
stress periods. According to empirical evidence, volatility is not constant but rather
varies over time (Bollerslev et al., 1992, 1994; Bera and Higgins, 1993). Volatility
clustering is one of the well-known characteristics common to many financial time
series. The large changes tend to follow large changes and small changes tend to
follow small changes. Consequently, using the constant volatility method in VaR
calculation could be very misleading and may not give an accurate VaR estimate. To
capture this behavior, Engle (1982) proposes the autoregressive conditional
heteroskedasticity (ARCH) process to model time-varying conditional variance where
the past disturbances are used. Further, Bollerslev (1986) has developed the
generalized autoregressive conditional heteroskedasticity (GARCH) which is the

generalized model of the ARCH process which can reduce the high ARCH orders.

However, the GARCH method does not allow for the asymmetric response of
stock volatility to past returns. This leverage effect is first noted by Black (1976). It
refers to the fact that stock volatility is higher as a result of a large negative return than
it does as a result of a large positive return of same magnitude. The exponential
generalized autoregressive conditional heteroskedasticity (EGARCH) is proposed by
Nelson (1990) to deal with this leverage effect. Several studies have forecasted the
conditional variance with this asymmetric GARCH model (e.g., Pagan and Schwert,
1990; Khanthavit, 1995; Brailsford and Faff, 1996; Fiszeder and Romaflski, 1998;
Franses et al., 1998; Loudon et al., 2000; Peters, 2001). If the EGARCH method is
more appropriate, then the GARCH model may underpredict the volatility when there is
a large decrease in stock prices occurred the previous day. On the other hand, the
GARCH model could overestimate the VaR following large positive returns (Engle and

Ng, 1993).



The models in the ARCH/GARCH family are extensively used in the risk
management (e.g., Barone-Adesi et al., 1998; Bystrom, 2001; Christoffersen et al.,
2001; Lehar et al., 2002). However, due to the presence of the fat tails found in
financial data (Mandelbrot, 1963; Fama, 1965; Baillie and de Gennaro, 1990; Pagan,
1996; Zangari, 1996; Campbell et al., 1997), the conditional model under the
assumption of normal distribution of returns is inadequate. Since volatility clustering
accounts for some but not all of the fat-tail behavior, parts of the fat tails observed in
financial data can result from the presence of the non-Gaussian return distributions.
Then, several studies have suggested various types of distribution in the conditional
model for VaR estimation (e.g., Pownall and Koedijk, 1999; Cotter, 2000; Lucas, 2000;
McNeil and Frey, 2000; Mittnik et al., 2000; Giot and Sébastien, 2001).

Nevertheless, those studies still ignore the presence of discontinuities found in
financial data (Ball and Torous, 1985; Jorion, 1989). Then, the stochastic jump process
should be included in the model of financial returns. However, Vlaar and Palm (1993)
claimed that if the unconditional model is assumed, when a jump occurs, the high
volatility following a jump might mistakenly be taken as the additional jumps. Then,
Vlaar and Palm (1993) and Khanthavit (1995) have provided the empirical evidence on
the GARCH-jump models where both the GARCH and the stochastic jump processes
are included in the return distribution. Although the inclusion of both the stochastic jump
process and the conditional variance in the model specification is more appropriate, the
study should not be limited to only one-sided jump. The inclusion of the two-sided
jumps nests the model with one-sided jump and can avoid misspecification and bias.
Further, the inclusion of both positive and negative jumps also allow for the possibility of

the asymmetric distribution.

So, in this study, the trimodal model which combines normal distribution and
stochastic jump process where both the positive and negative jumps are allowed for the
presence of asymmetry is extended to include the conditional heteroskedasticity. Both
the GARCH and the EGARCH processes are considered. Then, we apply the proposed

conditional trimodal distribution in the VaR analysis.

To test the performance of our models, we compare the conditional trimodal

distribution with the three competing models which are the conditional normal



distribution, the conditional student’s t distribution, and the conditional bimodal
distribution. The empirical results from the distribution test which utilizes the information
on the entire distribution show that the null hypothesis of a uniform distribution is
rejected for all GARCH and EGARCH models being considered. From the likelihood
ratio test based on proportions of failures, the trimodal distribution reveals the superior
performance with the appending-window method than the rolling-window method. For
the trimodal-EGARCH model, the null hypothesis that the proportion of failures is equal
to the expected number cannot be rejected at all quantile both in the lower and upper
tails. Besides, for the lower tails, the trimodal distribution gives the minimum distance
from the true model based on the information test. Further, according to the nonnested
comparison testing, the trimodal distribution is preferred to the three competing models

at most quantiles in the lower tail but more exceptional cases occur in the upper tail.

The paper is organized as follows. In section 2, we consider the proposed
conditional trimodal distribution and the methodology employed in the estimation. To
show that our VaR estimate is improved over the VaRs obtained from other methods,
the performance tests and comparisons are also included. The empirical results from
our conditional trimodal distribution and competing models are presented in section 3.

Finally, section 4 gathers some concluding remarks.

2. Methodology

We extend the unconditional trimodal distribution in previous chapter to the
conditional model by incorporating the time-varying volatility. Then, the conditional
trimodal distribution combines normal distribution and stochastic jumps, where both the
positive and negative jumps are included in the model, and also allows for time-varying
conditional variance. Similar to the unconditional trimodal model, there are three
possibilities that can occur which are no jump, positive jump, and negative jump. The

conditional trimodal model is specified as follows:

u+e when no jump with probability 1-p-g¢
r=s(u+u")+¢&  when positive jump  with probability p
(u+u )+¢&  whennegative jump  with probability q



Since the daily data is employed in this study, the stochastic jumps are modeled
by the Bernoulli process where only one abnormal circumstance is allowed. We employ
the maximum likelihood technique in estimating our parameters. The log-likelihood

function is specified as follows:

(1-p-q) exp{_ (6.~ (-pu" —qu))’ }
(hr)% 2h,
_n : ) (g, —(-pu" —qu))’
In(L) = 5 In(27) + ;ln + _—(ht g )% } exp{ 2+ ;e }
+ o exp{_ (e, —(-qQu —pu")) }
| (h+ o) 2(h, + %)

where r, is the daily return at time t; 4 is the mean return when there is no jump. The
positive jump size is assumed to be normally distributed with expectation x" (positive
value) and variance 772 while the negative jump size has the expectation 1 (negative
value) and variance ®*. The parameter h, represents the conditional variance which is
assumed to follow the GARCH and EGARCH processes. The GARCH process is

specified as follows:
h =a,+ B + algtz—]
For the EGARCH process, it has the following form:

In(h)=e,+ B In(h,)+e 8},21 +71[|8;11| ~ g]
1

t-1 %

1—

Both the joint tests and the tests on individual estimates are performed to test
for the existence of the trimodal model. Then, to test and compare VaRs from different
models, we employ the same tests as in previous chapter which are the distribution

test, the likelihood ratio test, and the information test.



3. Empirical results

Using the same set of data employed in previous chapter, this study employs
the daily data of S&P500 index at closing time obtained from Datastream. The sample

range is from January 2, 1969 to August 10, 2001 resulting in 8508 observations.1

3.1. Estimation of a conditional trimodal distribution

Tables 1 and 2 present the maximum likelihood estimation of the parameters in
the two conditional trimodal distribution of returns, the GARCH and the EGARCH

models, respectively.

! The descriptive statistics, the plot, and the histogram of the data during the observed period are shown in table 1,

figure 1, and figure 2 of previous chapter, respectively.



Table 1
Estimation of a Trimodal-GARCH Distribution

This table gives the maximum likelihood estimates of the parameters of the trimodal-GARCH
distribution of returns on S&P500 index. Ten parameters are estimated: the mean return L, the
probability of positive jumps p, the mean of positive jumps ,Lf, the variance of positive jumps 772,
the probability of negative jumps g, the mean of negative jumps £ , the variance of negative jumps
a)z, and the GARCH parameters; «,,, «,,and ﬂl . The p-values of each estimate are given below
in the parentheses. The joint hypotheses H, :,u+ =y =0and H,: p=q=0 are also tested.
The Wald tests on the means and probabilities of positive and negative jumps are carried out. The

p-values of the tests are given below in the parentheses.

Parameter Estimate
(p -value)
Mean 0.000043
(0.0000)
Probability of positive jump 0.021314
(0.0000)
Mean of positive jump 0.000441
(0.0000)
Variance of positive jump 0.000625
(0.0000)
Probability of negative jump 0.000089
(0.0071)
Mean of negative jump -0.001030
(0.0000)
Variance of negative jump 0.000036
(0.0000)
a, 0.007872
(x10%) (0.0000)
a, 0.047254
(0.0000)
B 0.935329
(0.0000)
Null Hypothesis Wald test
(p -value)
+ -3200.201
Horp = =0 (0.0000)
-166.640
Hyip=q=0 (0.0000)




Table 2
Estimation of a Trimodal-EGARCH Distribution

This table gives the maximum likelihood estimates of the parameters of the trimodal-EGARCH
distribution of returns on S&P500 index. Eleven parameters are estimated: the mean return (¢, the
variance of returns 62, the probability of positive jumps p, the mean of positive jumps ,u+, the
variance of positive jumps 772, the probability of negative jumps g, the mean of negative jumps &
the variance of negative jumps 0)2, and the EGARCH parameters; «,, &, ﬂl,and 7:- The p-
values of each estimate are given below in the parentheses. The joint hypotheses
H, :,u+ =u =0 and H,:p=q=0 are also tested. The Wald tests on the means and
probabilities of positive and negative jumps are carried out. The p-values of the tests are given

below in the parentheses.

Parameter Estimate

(p -value)

Mean 0.000027

(0.0000)

Probability of positive jump 0.136818
(0.0000)

Mean of positive jump 0.000256
(0.0000)

Variance of positive jump 0.000053
(0.0000)

Probability of negative jump 0.006593
(0.0000)

Mean of negative jump -0.000259
(0.0000)

Variance of negative jump 0.000805
(0.0000)

@, 0.494091

(x10%) (0.0000)

a, -0.047589

(0.0000)

B 0.999998

(0.0000)

7 0.131931

(0.0000)

Null Hypothesis Wald test

(p -value)

. -9194.227
Hoyipo=p =0 (0.0000)
206.559

(0.0000)




For both models, the estimated jump parameters which are the mean of the
positive jumps ("), the mean of the negative jumps (&), the probability of positive
jumps (p), and the probability of negative jumps (q) are statistically significant. Then,
these confirm the existence of both the positive and negative jumps in the return
distribution which reveal the suitability of our trimodal distribution in modelling the
sample series. The significance of the stochastic jumps is further supported by the Wald
tests which reject both the joint hypothesis that the two probabilities are equal to zero
and the joint hypothesis that the two means are equal to zero. The model can also
capture the skewness since the means (in absolute value) of the positive and negative
jumps are not equal. So, this fits the distribution of realized returns where the skewness
is revealed. Further, the fat tails are captured by the significance of stochastic jumps

both in the lower and upper tails.

The estimated GARCH parameters are all statistically significant. The
a, + [, measures the volatility persistence. The persistence will increase as «, + f3,
approaches one.2 Then, from table 1, the sample data exhibits high volatility
persistence since «, + £, is about 0.98. In addition, to capture the leverage effect that
the GARCH model cannot reveal, the EGARCH model is estimated. From table 2, the
parameter «, represents the coefficient for the leverage effect. The negative and
significant estimated value of ¢, is consistent with the leverage effect revealed by
Black (1976) and Christie (1982). Then, the sample data tends to respond more to bad

news than good news.

3.2. Performance tests
3.2.1. Distribution test

Crnkovic and Drachman (1996) propose the distribution test procedure which is
based on the entire distribution. Figure 1 presents the histograms of transformed
returns of all four GARCH models while the results obtained from the models with

EGARCH process are shown in figure 2.

2 o, + B, is equal to one, the process will be IGARCH.



Figure 1
Histogram of Transformed Returns of the GARCH Models
This figure displays the histograms of the transformed returns under the distributions
predicted by the four models: normal-GARCH distribution, student's tGARCH
distribution, bimodal-GARCH distribution, and trimodal-GARCH distribution. The

transformed returns are plotted against the expected uniform distribution.
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Fig. 1a. Normal-GARCH distribution
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Fig. 1b. Student’s -GARCH distribution
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Fig. 1c. Bimodal-GARCH distribution
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Fig. 1d. Trimodal-GARCH distribution



Figure 2
Histogram of Transformed Returns of the EGARCH Models
This figure displays the histograms of the transformed returns under the distributions
predicted by the four models: normal-EGARCH distribution, student’'s t-EGARCH
distribution, bimodal-EGARCH distribution, and trimodal-EGARCH distribution. The

transformed returns are plotted against the expected uniform distribution.
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Fig. 2a. Normal-EGARCH distribution
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Fig. 2b. Student’s -EGARCH distribution
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Fig. 2c. Bimodal-EGARCH distribution
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Fig. 2d. Trimodal-EGARCH distribution

Since the transformed data should be uniformly distributed, if the assumed
model is correct, the histogram should be closed to flat. Figures 1 and 2 shows that the
conditional normal models, both normal-GARCH and normal-EGARCH, and the two
conditional student’s t models, either with the GARCH or EGARCH innovations deviate
significantly from the uniform distribution since there are higher probability mass in the
center of the distribution and also higher numbers of observations in the tails. However,
the conditional bimodal and the conditional trimodal models show higher number of
observations in the center while less number of observations are presented in other
areas, then these also make them to be different from the uniform distribution. This will

be confirmed by the uniformity test. To check for uniformity, the test based on the

12



Kuiper statistic is performed. Tables 3 and 4 display the distribution test results of the

GARCH and EGARCH models, respectively.

Table 3
Distribution Test of the GARCH Models
This table shows the results from the distribution tests on four models: normal-GARCH
distribution, student’s t~GARCH distribution, bimodal-GARCH distribution, and trimodal-
GARCH distribution. Under the null hypothesis that the distribution is uniform, the
Kuiper statistic of each model is displayed in the table. The p-value is given below in

the parenthesis.

Model Kuiper Statistic

(p -value)

Normal-GARCH 0.0597
(0.0000)

Student's t-GARCH 0.0526
(0.0000)

Bimodal-GARCH 0.0419
(0.0000)

Trimodal-GARCH 0.0529
(0.0000)
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Table 4
Distribution Test of the EGARCH Models
This table shows the results from the distribution tests on four models: normal-EGARCH
distribution, student's t-EGARCH distribution, bimodal-EGARCH distribution, and
trimodal-EGARCH distribution. Under the null hypothesis that the distribution is uniform,
the Kuiper statistic of each model is displayed in the table. The p-value is given below

in the parenthesis.

Model Kuiper Statistic

(p -value)

Normal-EGARCH 0.0500
(0.0000)

Student's t-EGARCH 0.0554
(0.0000)

Bimodal-EGARCH 0.0747
(0.0000)

Trimodal-EGARCH 0.0416
(0.0000)

The results show that the null hypotheses of uniformity are rejected for all
approaches with either the GARCH or the EGARCH process. Therefore, according to
the distribution test, our 8508 observations may be too large to avoid the rejection of

the null hypothesis of uniformity.

3.2.2. Likelihood ratio test

From the backtesting results, the Kupiec (1995) likelihood ratio test based on
proportions of failures is performed to test and compare the performance of the
competing models. The likelihood ratio test statistics from the four models with the

GARCH and the EGARCH processes are presented in tables 5 and 6, respectively.
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Table 5
Likelihood Ratio Test of the GARCH Models
This table displays the results from the likelihood ratio tests based on the ratios of
exceptions from the backtesting approach on four models: normal-GARCH distribution,
student's GARCH distribution, bimodal-GARCH distribution, and trimodal-GARCH
distribution. Panel A and B present the results from the rolling-window and the
appending-window methods, respectively. The likelihood ratio test statistics are defined
with the quantile. Four quantile estimates are considered: 0.99, 0.975, 0.95, and 0.90.
The likelihood ratio test statistics are shown in the table. The p-values are given below

in the parentheses.

Lower tail
0.99 0.975 0.95 0.90 0.99 0.975 0.95 0.90
Quantile Quantile Quantile Quantile Quantile Quantile Quantile Quantile
Panel A: Rolling-window method

Upper tail

Model

Normal-GARCH 6.5711 1.1371 0.4188  2.2759 1.9367 1.0391 0.2212 3.2219
(0.0104) (0.2863) (0.5175) (0.1314)  (0.1640) (0.3080) (0.6381) (0.0727)
Student's 7-GARCH  16.1871 28.6199 36.7926 35.2253 25.0389 41.3628 37.2981 34.8923
(0.0001) (0.0000) (0.0000) (0.0000)  (0.0000) (0.0000) (0.0000) (0.0000)
Bimodal-GARCH 1.3870 19.8134 35.1856 31.3720 8.3880 32.9844 49.8254 49.2407
(0.2389) (0.0000) (0.0000) (0.0000)  (0.0038) (0.0000) (0.0000) (0.0000)
Trimodal-GARCH 13.5098 32.0488 34.8213 17.6945 26.6561 50.5871 55.0465 40.5805
(0.0002) (0.0000) (0.0000) (0.0000)  (0.0000) (0.0000) (0.0000) (0.0000)
Panel B: Appending-window Method
Normal-GARCH 5.2602 0.7707 1.3985 4.4476 3.2862 1.6907 0.0004 1.3733
(0.0218) (0.3800) (0.2370) (0.0350)  (0.0699) (0.1935) (0.9833) (0.2412)
Student's 7-GARCH  16.1871 32.0446 39.8887 42.6335 25.0389 36.5010 34.3271 29.4978
(0.0001) (0.0000) (0.0000) (0.0000)  (0.0000) (0.0000) (0.0000) (0.0000)
Bimodal-GARCH 0.2220  0.6899  2.5468  0.7855 0.9243  4.1498 4.1246  3.0835
(0.6375) (0.4062) (0.1105) (0.3755)  (0.3364) (0.0416) (0.0423) (0.0791)
Trimodal-GARCH 0.9243  4.1498 3.9904 0.3729 3.2862 10.5205 12.2922 6.3361
(0.3364) (0.0416) (0.0458) (0.5414)  (0.0699) (0.0012) (0.0005) (0.0118)
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Table 6
Likelihood Ratio Test of the EGARCH Models
This table displays the results from the likelihood ratio tests based on the ratios of
exceptions from the backtesting approach on four models: normal-EGARCH distribution,
student’s t-EGARCH distribution, bimodal-EGARCH distribution, and trimodal-EGARCH
distribution. Panel A and B present the results from the rolling-window and the
appending-window methods, respectively. The likelihood ratio test statistics are defined
with the quantile. Four quantile estimates are considered: 0.99, 0.975, 0.95, and 0.90.
The likelihood ratio test statistics are shown in the table. The p-values are given below

in the parentheses

Lower tail Upper tail

Model 0.99 0.975 0.95 0.90 0.99 0.975 0.95 0.90

Quantile Quantile Quantile Quantile Quantile Quantile Quantile Quantile

Panel A: Rolling-window method

Normal-EGARCH 3.8075 0.0661 13985 4.2291 3.0388 0.2474 09361 6.0072
(0.0510) (0.7972) (0.2370) (0.0397)  (0.0813) (0.6189) (0.3333) (0.0142)
Student's 7-EGARCH 16.1871 34.9720 43.1388 53.3536 30.0347 38.0750 37.8078 42.2626
(0.0001) (0.0000) (0.0000) (0.0000)  (0.0000) (0.0000) (0.0000) (0.0000)
Bimodal-EGARCH 3.0388 11.3903 14.6515 8.1694 52602 18.6950 27.8938 31.1101
(0.0813) (0.0007) (0.0001) (0.0043)  (0.0218) (0.0000) (0.0000) (0.0000)
Trimodal-EGARCH 3.8075 11.0969 11.4024 6.2137 5.5758 14.5115 23.1550 24.1945
(0.0510) (0.0009) (0.0007) (0.0127)  (0.0182) (0.0001) (0.0000) (0.0000)
Panel B: Appending-window Method
Normal-EGARCH 2.5706  0.0069 3.3668 9.2074 43632 0.8559 0.2926 2.8584
(0.1089) (0.9339) (0.0665) (0.0024)  (0.0367) (0.3549) (0.5885) (0.0909)
Student's ,-EGARCH  16.1871 39.6952 47.7193 62.6624 27.4399 32.0446 35.7940 35.5602
(0.0001) (0.0000) (0.0000) (0.0000)  (0.0000) (0.0000) (0.0000) (0.0000)
Bimodal-EGARCH 0.7551 0.1426  0.1113  2.5172 0.0068 0.8559 1.2602 0.1676
(0.3849) (0.7057) (0.7386) (0.1126)  (0.9340) (0.3549) (0.2616) (0.6822)
Trimodal-EGARCH 0.1543  0.0069 0.1329 2.7710 0.0883 0.6135 03718 0.2352
(0.6945) (0.9339) (0.7155) (0.0960)  (0.7664) (0.4335) (0.5420) (0.6277)
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The conditional trimodal distribution, both for the GARCH and the EGARCH
processes, reveal the better performance with the appending-window method than with
the rolling-window method where the trimodal-EGARCH is superior than the trimodal-
GARCH model. The null hypothesis of equality between the proportion of failures and
the expected number cannot be rejected at all quantile both in the lower and upper
tails. The results found for the conditional trimodal models are comparable to the
conditional bimodal distributions but the better fit over the conditional student’s { models
which have the worst performance since it is rejected in all cases. This can be
explained by the same reason that the conditional student’'s ¢t models give the larger
VaR numbers than others, then it is violated less frequent than other models resulting
in the lower number of exceptions and lower proportion of failures. So, the likelihood
ratio test which provides the test whether the proportion of failures is equal to the
expected number gives the high test value for the conditional student’s t models in
which the proportion of failures is far from the expected number. On the other hand,
comparing our conditional trimodal models with the conditional normal distributions, we
find that, with the appending-window method, the trimodal-EGARCH performs better
than the normal-EGARCH while the trimodal-GARCH reveals comparable performance

to the normal-GARCH model in the lower tail but less preferable in the upper tail.

3.2.3. Information test

Following the information test suggested by Christoffersen et al. (2001), the

specification testing results are summarized in tables 7 and 8.
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Table 7

Information Test of the GARCH Models

This table presents the results from the information test on four models: normal-GARCH

distribution, student’s GARCH distribution, bimodal-GARCH distribution, and trimodal-

GARCH distribution. Under the null hypothesis that the model is correctly specified, the

K-test value is presented in the table. The p-value is given below in the parenthesis.

Model 0.99 0.975 0.95 0.90
Quantile Quantile Quantile Quantile
Panel A: Lower tail

Normal-GARCH 2.8574 12.3850 8.2577 10.4856
(0.2396) (0.0020) (0.0161) (0.0053)

Student's 1-GARCH 1.2860 0.5570 5.5476 8.7208
(0.5257) (0.7569) (0.0624) (0.0128)

Bimodal-GARCH 0.6166 0.8502 0.2142 1.2353
(0.7347) (0.6537) (0.8984) (0.5392)

Trimodal-GARCH 0.2767 0.1657 1.1611 1.0658
(0.8708) (0.9205) (0.5596) (0.5869)

Panel B: Upper tail

Normal-GARCH 5.3972 9.9579 2.5472 2.9360
(0.0673) (0.0069) (0.2798) (0.2304)

Student's 1-GARCH 4.7202 8.9442 1.2952 1.0395
(0.0944) (0.0114) (0.5233) (0.5947)

Bimodal-GARCH 6.1806 3.0656 2.5179 0.7053
(0.0455) (0.2159) (0.2840) (0.7028)

Trimodal-GARCH 11.4312 8.9370 8.0613 2.4293
(0.0033) (0.0115) (0.0178) (0.2968)
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Table 8
Information Test of the EGARCH Models
This table presents the results from the information test on four models: normal-
EGARCH distribution, student’s t-EGARCH distribution, bimodal-EGARCH distribution,
and trimodal-EGARCH distribution. Under the null hypothesis that the model is correctly
specified, the K-test value is presented in the table. The p-value is given below in the

parenthesis.

Model 0.99 0.975 0.95 0.90
Quantile Quantile Quantile Quantile
Panel A: Lower tail

Normal-EGARCH 3.0222 7.3443 5.1693 1.0766
(0.2207) (0.0254) (0.0754) (0.5837)

Student's -EGARCH 6.0491 6.0797 49158 2.5533
(0.0486) (0.0478) (0.0856) (0.2790)

Bimodal-EGARCH 3.2719 9.5141 0.9952 4.6306
(0.1948) (0.0086) (0.6080) (0.0987)

Trimodal-EGARCH 6.7935 8.0266 4.8377 1.9617
(0.0335) (0.0181) (0.0890) (0.3750)

Panel B: Upper tail

Normal-EGARCH 3.9507 3.6938 6.5605 10.0211
(0.1387) (0.1577) (0.0376) (0.0067)

Student's 1-EGARCH 5.4949 3.3787 4.8908 6.5101
(0.0641) (0.1846) (0.0867) (0.0386)

Bimodal-EGARCH 1.0040 5.3152 4.2108 1.9740
(0.6053) (0.0701) (0.1218) (0.3727)

Trimodal-EGARCH 0.6354 2.6088 5.0438 13.2854
(0.7278) (0.2713) (0.0803) (0.0013)

From the results in previous chapter, almost half of all cases are rejected since
they are subjected to misspecification.3 However, for the conditional models considered
in this study, tables 7 and 8 show that about 70 percent of all cases pass the
specification test. This means that the misspecifications of the models are partly
corrected when the conditional variance is employed. Considering the results from the
specification testing of the conditional models, we find that the trimodal distribution
performs better in the lower tail than in the upper tail. The results indicate that there is

no model that performs best in all cases. They reveal the comparable performance.

: See table 5 of previous chapter.
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Further, the results from performing the pairwise comparison testing of the four

GARCH models are shown in table 9 and the results of the EGARCH models are

presented in table 10.

Table 9

Nonnested Comparison Test of the GARCH Models

This table demonstrates the results from the pairwise comparison testing based on the

KLIC distances of the four models: normal-GARCH distribution, student’'s t~-GARCH
distribution, bimodal-GARCH distribution, and trimodal-GARCH distribution. Under the

null hypothesis that the two models are equally suitable, the test values are shown in

the table. The p-values are given below in the parentheses. If the null hypothesis is

rejected, a positive value indicates that Model 1 is preferred while a negative value

denotes that Model 2 is preferred.

Model 0.99 0.975 0.95 0.90
1 2 Quantile Quantile Quantile Quantile
Panel A: Lower tail

Trimodal-GARCH Normal-GARCH 0.7581 1.6853 1.1626 1.3651
(0.4484) (0.0919) (0.2450) (0.1722)

Trimodal-GARCH  Student's 7-GARCH 0.4067 0.2322 0.8704 1.2234
(0.6843) (0.8164) (0.3841) (0.2212)

Trimodal-GARCH Bimodal-GARCH 0.1841 0.3309 -0.3719 0.0556
(0.8540) (0.7407) (0.7100) (0.9557)

Bimodal-GARCH Normal-GARCH 0.6227 1.5541 1.4193 1.3703
(0.5335) (0.1202) (0.1558) (0.1706)

Bimodal-GARCH Student's 7-GARCH 0.2455 -0.1219 1.1825 1.2287
(0.8061) (0.9030) (0.2370) (0.2192)

Student's 1-GARCH Normal-GARCH 0.0000 0.0000 0.0000 0.0000
(1.0000) (1.0000) (1.0000) (1.0000)

Panel B: Upper tail

Trimodal-GARCH Normal-GARCH -0.7116 0.1111 -0.8151 0.1007
(0.4767) (0.9115) (0.4150) (0.9198)

Trimodal-GARCH  Student's 7-GARCH -0.6501 -0.8424 -0.8440 -0.4701
(0.5157) (0.3996) (0.3987) (0.6383)

Trimodal-GARCH Bimodal-GARCH -0.8077 0.0008 -1.0391 -0.3616
(0.4193) (0.9994) (0.2988) (0.7176)

Bimodal-GARCH Normal-GARCH -0.1105 0.8988 0.0063 0.5147
(0.9120) (0.3688) (0.9950) (0.6068)

Bimodal-GARCH Student's 1-GARCH -0.2103 0.8000 -0.2997 0.1173
(0.8334) (0.4237) (0.7644) (0.9066)

Student's 1-GARCH Normal-GARCH 0.0000 0.0000 0.0000 0.0000
(1.0000) (1.0000) (1.0000) (1.0000)
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Table 10
Nonnested Comparison Test of the EGARCH Models
This table demonstrates the results from the pairwise comparison testing based on the
KLIC distances of the four models: normal-EGARCH distribution, student’s t-EGARCH
distribution, bimodal-EGARCH distribution, and trimodal-EGARCH distribution. Under
the null hypothesis that the two models are equally suitable, the test values are shown
in the table. The p-values are given below in the parentheses. If the null hypothesis is
rejected, a positive value indicates that Model 1 is preferred while a negative value

denotes that Model 2 is preferred.

Model 0.99 0.975 0.95 0.90
1 2 Quantile Quantile Quantile Quantile
Panel A: Lower tail

Trimodal-EGARCH Normal-EGARCH -0.6565 -0.0936 0.0547 -0.2693
(0.5115) (0.9254) (0.9563) (0.7877)

Trimodal-EGARCH Student's t-EGARCH -0.1049 -0.2886 0.0131 0.1418
(0.9164) (0.7729) (0.9895) (0.8872)

Trimodal-EGARCH  Bimodal-EGARCH -0.6111 0.1906 -0.8562 0.4907
(0.5411) (0.8488) (0.3919) (0.6236)

Bimodal-EGARCH Normal-EGARCH -0.0490 -0.2610 0.8107 -0.7274
(0.9609) (0.7941) (0.4175) (0.4670)

Bimodal-EGARCH Student's t-EGARCH 0.4283 -0.4488 0.8352 -0.3909
(0.6684) (0.6536) (0.4036) (0.6959)

Student's t-EGARCH  Normal-EGARCH 0.0000 0.0000 0.0000 0.0000

(1.0000) (1.0000) (1.0000) (1.0000)
Panel B: Upper tail

Trimodal-EGARCH Normal-EGARCH 0.7612 0.2162 0.2325 -0.3384
(0.4465) (0.8289) (0.8162) (0.7351)

Trimodal-EGARCH Student's t-EGARCH 1.0626 0.1602 -0.0253 -0.7571
(0.2880) (0.8727) (0.9799) (0.4490)

Trimodal-EGARCH Bimodal-EGARCH 0.1410 0.5053 -0.1420 -1.4573
(0.8878) (0.6134) (0.8871) (0.1450)

Bimodal-EGARCH Normal-EGARCH 0.6398 -0.2809 0.3639 1.1650
(0.5223) (0.7787) (0.7159) (0.2440)

Bimodal-EGARCH Student's t-EGARCH 0.9310 -0.3476 0.1149 0.8002
(0.3518) (0.7281) (0.9085) (0.4236)

Student's t-EGARCH Normal-EGARCH 0.0000 0.0000 0.0000 0.0000

(1.0000) (1.0000) (1.0000) (1.0000)

From the pairwise comparison which tests whether one of the two models is
better than one another. The model with smaller KLIC distance will be considered as
the better model. From table 9, the trimodal-GARCH distribution is preferred to the
three competing models in all cases in the lower tail with only one exceptional case at
0.95 quantile while showing worse performance in the upper tail. In contrast, from table
10, the trimodal-EGARCH performs better in the upper tail than in the lower tail.

However, since some models are misspecified, then the significance tests of the
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nonnested comparisons reveal only one rejection. Although at the 10 percent
significance level, the trimodal-GARCH distribution is significantly better than the

normal-GARCH model at the 0.975 quantile of the lower tail.

4. Concluding remarks

This study is concerned with the application of the proposed distribution of
returns in risk management. We propose the conditional trimodal distribution for the
returns on S&P500 index and apply it with the estimation of the Value at Risk (VaR).
Both the GARCH and EGARCH processes are assumed. We test and compare the
performance of our model with the three competing models including the conditional
normal distribution, the conditional student’s t distribution, and the conditional bimodal
distribution. The three different tests which are the distribution test, the likelihood ratio

test, and the information test are employed.

The distribution test which utilizes the information on the entire distribution
rejects all the models in consideration. Furthermore, according to the likelihood ratio
test based on proportions of failures, the conditional trimodal distribution, both the
GARCH and the EGARCH processes, reveal the better performance with the
appending-window method than with the rolling-window method where the trimodal-
EGARCH is superior to the trimodal-GARCH model. The results are comparable to the
conditional bimodal distribution but the better fit over the conditional student’s t models
which have the worst performance. In addition, the information tests indicate the
improved results over the unconditional models since more cases pass the specification
testing. However, there is no model that performs best in all cases. From the nonnested
comparison tests, although at the 10 percent significance level, the trimodal-GARCH
distribution is significantly better than the normal-GARCH model at the 0.975 quantile of

the lower tail.

Therefore, comparing with the results obtained from the unconditional trimodal
distribution in previous chapter, we find that the unconditional trimodal model reveals
the superior performance with respect to the distribution test while the trimodal-
EGARCH performs best in the likelihood ratio test. Further, according to the results

obtained from the information test, the conditional models give better performance than
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the unconditional case. The trimodal-GARCH is most preferable when dealing with the

lower tail while the trimodal-EGARCH performs better in the upper tail.

Then, the model selection is inconclusive and we cannot conclude that the more
complicated conditional models give better performance in some cases. Neither the
GARCH nor the EGARCH model considered in this study can fully explain the variance
process which may lead to the indication that the variance process has many features
(Khanthavit, 1995). In the area of risk management, the choice between the conditional
and the unconditional models is still be in doubt. Some previous studies on VaR
analysis have proved the usefulness of incorporating the conditional variance in the
model (e.g., Pownall and Koedijk, 1999; Cotter, 2000; McNeil and Frey, 2000; Mittnik et
al., 2000) but Danielsson and de Vries (2000) oppose that the unconditional model is
more suitable in VaR estimation than the conditional volatility forecasts. Besides, apart
from the problem of variance process, the main drawback of the proposed trimodal
distribution is the large number of estimated parameters which may induce the

estimation errors.
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ABSTRACT
Improving VaR Forecasts,

Using Information in Derivatives Prices

A VaR forecast is developed in a Bayesian framework to improve the performance
over that of traditional ones. As opposed to the traditional forecasts, which assume risk
manager knows the return distribution and that distribution is the same for the realized
returns and next period's return, our return distribution is predictive and is derived for the
next period's return in particular. Moreover, we are able to incorporate information in the
volatilities implied by option prices, in addition to that in the return samples, into the
estimation of the predictive distribution. We demonstrate its out-of-sample performance in
the risk measurement of daily baht/dollar exchange rate from December 24, 2001 to
January 15, 2003. Our Bayesian VaR forecast can outperform those from the traditional

ones, which rely on historical or implied volatilities alone.

UNAAED
Y 1 o ' 1 {
ﬂ'lsW@N%’]ﬂ')']NLLN%EI'WJaﬂﬂ'liWﬂ']ﬂim%a ﬂ']ﬂ')']&llaﬂ\‘i

laglddagaiai@naininainasnannsn Hounus

mydnwasinaiiaiiadsudpenaudugivainisnenisiyadianuies lag
lffayaiiudnanmavenannindouwus anuuwaminislamudaysanunaisng
v = 6 < n:‘lf a n:ll o/ ‘3 Y n:i a 6
melangedunaeaud Nimafianwawdulaldnmsuanuasiiiaannmanginyal
Hanauunuvainsanuluauaaly udldmuanuasinensalitluwennsalyadianm
d‘ a 1 :é = Y a 6 1 .:i [ a:‘
wosdndants msdnmlfinafialdlumawsnsalysdinnuassvasdanuanidion

wwinduumiudueeaarianizanim lesdayaswiuidudinnuiiriusesdan

o 6 a

A = 2 @ o ) ' a A & v
LLaﬂL‘]_]aU%ﬂﬁi@ﬂuﬂ%ﬁﬂi’]ﬂ’]aaﬂ%% NMIANBINUIT INAUAN @N%’]“U%VL@]QIL%NQH’]‘JWEHT']TELWI

o @

1] o t&/ 1 L
LN WEULLE El']x‘]ﬁ%ilﬁ']ﬂfy



Improving VaR Forecasts,

Using Information in Derivatives Prices

. INTRODUCTION

Value at risk (VaR) methods have emerged as a standard tool for measuring
market risk. A VaR is the largest loss, expected for the next investment horizon at a
confidence level. In order to form a VaR forecast, risk manager must know the return
distribution. Normal distributions are generally assumed because of convenience and
familiarity. But they cannot capture skewness and fat-tailedness found for most asset
returns. Their VaR forecasts are not very accurate. To improve the performance over that
of the normal distributions, more realistic and flexible distributions have been proposed.
Yet, the success is not clear. No single distribution dominates across assets or markets

(Danielsson (2002)).

In this study, we propose an alternative approach to improve the performance of
VaR forecasts. It is developed in a Bayesian framework. The approach is motivated by the
success of Bayesian analyses to improve the performance of option pricing and price
forecasting and by the unrealistic assumptions underlying the traditional VaR forecasts. For
the performance improvement, Karolyi (1993) employed a Bayesian estimate of stock return
volatility in the Black-Scholes option pricing formula and found that the resulting price was
more accurate than the one with the historical volatility. Darsinos and Satchell (2001)
derived a Bayesian forecast for option prices in the Black-Scholes framework, while
Bauwens and Lubrano (2002) did a Bayesian forecast when the asset price followed a
GARCH process. These forecasts outperformed the ones constructed from historical or

implied volatilities.

As for the unrealistic assumptions, the traditional VaR forecasts assume that risk
manager knows the return distribution and that distribution is the same for the realized
return and the next period's return. The assumed known distribution is generally the one

that can best fit the realized returns. Even if it were the true distribution of the realized



returns, that distribution is not necessarily the one of the next period's return. In reality,

moreover, the distribution is not known. It must be estimated using return samples.

Our Bayesian VaR forecasts are different and are based on a more natural and
realistic structure. The forecasts rely on the predictive density derived in particular for the
next period's return. We also recognize that return samples are not the only source of
information for the distribution estimation. Like the previous studies, the Bayesian analysis
enables us to incorporate additional useful information into the estimation in a systematic
way. These Bayesian treatments should enhance accuracy of the distribution estimates and

improve performance of VaR forecasts.

In the analysis, we assume the asset price follows a log-normal process and use
this distribution assumption to derive the predictive distribution for the next period's return.
We estimate the predictive distribution, using the sample returns and the volatilities implied
by option prices. The information in the return samples is historical and it is the information
being used by the traditional VaR forecast. The information in the implied volatilities is
forward-looking and is reported, for example, by Szakmary et al. (2003) as being able to
describe the return in the future very well. The Bayesian analysis enables us to incorporate
the information from these two sources in a systematic way. The sample returns are used
in the likelihood and the implied volatilities are used in the prior. We demonstrate the
performance of our Bayesian VaR forecast in the risk measurement of the daily baht/U.S.
dollar exchange rate from December 24, 2001 to January 15, 2003. The Bayesian VaR
forecast can outperform those from the traditional ones, which rely on historical or implied

volatilities alone.

Il. METHODOLOGY
1.1 Derivation of the Predictive Density

Because a VaR is the largest possible loss of the investment in the next period, the
underlying distribution must also be the one for the next period's return. But the next
period's return cannot be observed. A Bayesian predictive density can naturally serve as

the estimate.



In order to derive the predictive density, we first assume the asset price follows a
log-normal process, whose mean and standard deviation is |l and O, respectively. This

assumption implies the return is distributed normally, with a L - 0.562 mean and a O

standard deviation.

We rely on the Bayes Theorem to derive the predictive density. Let p(LL, O) and
f( rr, rr1,...f1| K, O) be the prior of (Ll, O) and the likelihood of the return samples. The
posterior density p(lL, O ry, rr.q,...,r1) must be proportional to p(LL, O) and ﬁ( 1y Myl
L, O).

p(LL, Ol rr, Frger) € (WL, ©) X L(ry, rrg,eri| W, O). (1)
For the next period's return, rr.4, its joint density with (L, O) is

p(rre1, W, OF rry Frg,esfq) € p(rraq| W, O, 1y, Frog,..0ry) X p(H, O)

X M(ry, rgyets] W, O). 2)

Hence, the predictive density p(rr.4| rr, rr.1,...,11) can be obtained by integrating out (LL, O)

from equation (2).

P(rrasl rry Frogseesfq) ” p(rrs1, W, OF 1y, rrq,...,r4) dUL dO. 3)
From equation (3), our Bayesian VaR forecast at a (1-Ol) confidence level is the quantity

VaR(Ql) that satisfies equation (4).

—VaR(oc)

Ip(rTH | TpsTppsens 1) Tpy = a (4)

—00



1.2 The Choices for Prior

As for the prior, we assume that L and O are independent, so that

p(LL, O) p(LL) X p(O). (5)

We will discuss the choices for the prior densities p(LL) and p(C) in turn.

11.2.1 The Choices for p(L)
We propose three choices for the prior density p(LL). The first choice is a diffuse
prior. It is appropriate when risk manager knows nothing about the governing parameter L.

The diffuse prior p(LL) is proportional to a constant. That is,
p(L) oC constant. (6)

However, in reality risk manager must know some thing about [L. At the least, |1

must be grater than r--the rate of return on a risk-free asset, in the market where investors
are risk-averse. |l > r;. This fact motivates our semi-diffuse prior for L. In this case, we

assume the prior distribution p(l) is a negative exponential distribution. Its density function

is

O o

1 —T.
p(l) = —exp (—ﬁj (7)

This specification imposes LL > r;, satisfying the positive risk-premium constraint. The

density is peak at r; and declines as |l grows.

Finally, we consider a case in which the asset return is known and equal to zero.

That is,

T = 0. (8.1)



Or,

N
i = R (8.2)

This specification is motivated by the fact that the investment horizon for a VaR
forecast is generally short about 1 day or not more than 10 days. So, the expected return

for that short investment horizon should be small and effectively zero.

1.2.2 The Choice for p(O)

We assume the prior p(O) for O is an inverted gamma distribution. It is a natural
conjugate density. Zellner (1971) suggests that this choice for the prior makes the problem

relatively simple and mathematically tractable. The density has the form

2 (vs?) 1 vs?
p(O) = exp | ——— |, 9
©) (Vj(Z J o' p[ 202j ©)
r
where F() is @ gamma function and v and s are positive parameters.

We acknowledge that the parameters v and s are unknown. They must be
estimated. Here is when the volatilities implied by today's option prices play an important
role. And this is how we incorporate the information in the option prices into the estimation

of predictive density.

To estimate v and s, firstly we compute the implied volatilities from the observed
option prices. Secondly, we treat these implied volatilities as being our sample in an ML
estimation. Finally, we treat the ML estimates of v and s as known parameters of the prior

in equation (9).



1.3 The Likelihood

In this study, it is assumed the asset price follows a log-normal process. Under this

assumption, the likelihood E( r, rr1,...r| W, O) for the return samples is

1 1 T 2 2
f( rm reg.sf YL O) = ﬁexp - Z{r (u— —j} (10.1)
o+N2Tm

t=1

1 ¢ _ 1
LetV=T1, S= T/Z(rt— r)and = TZ . As Zellner (1971, p 22) shows,
t= t=1

equation (10.1) can be rewritten as

2
1 1 i 2
L(rr, fr,enri| W, O) =ﬁexp gy VS + T((u— %J —rJ (10.2)
cV2m

1.4 The Posterior and Predictive Densities
We will base our VaR forecasts on the predictive density. Because the choice for
the likelihood is common, the form of the predictive density will depend on our choice for

the prior density. We will derive the predictive densities for each choice of the priors in turn.

11.4.1 The Case of A Diffuse Prior for K

If we have a diffuse prior for |L, equations (1), (6), (9) and (10.2) dictate that the

posterior density is proportional to

pP(K, O rr, rrq,..hfy) €

5 2
Wexp - 62 VSZ+VSZ+T[M—%—fJ . (11)



Applying equations (2) and (11) and integrating over |l and G gives the predictive

distribution for the diffuse prior case of the form1

2 2 T =\2 2
1 vs“+ VS +ﬁ(r-r+l—r)

rreq| M1y Froqyeeslq) = — , 12
P(rreq] rr, rrq 1) k1 2w (12)

where
T v |2
vs2+ VS + — (v, —I)
ki = J 2T+1 d r.,, is the constant of the integration and
w
w = T+V

Finally, we apply equation (4) to compute the VaR forecast. The integration in
equation (4) and the constant of the integration (k) are computed, using the Kloek and van

Dijk (1978) method.

11.4.2 The Case of A Semi-Diffuse Prior for L

If risk manager utilizes the information that LL > r, equation (7) must substitute for
equation (6) in the derivation. Following the same steps as we did in the preceding section,
we have the predictive density for the semi-diffuse prior case of exactly the same form as
that of the diffuse prior case in equation (12). Although we have some information about 1,
the predictive density remains unchanged after this information has been applied. The
result suggests that the information |L > r is not very useful and cannot help to improve the

VaR forecast over the one for the diffuse prior case.

! Detailed derivation for this case and the following two cases can be obtained from the corresponding author upon

request.



11.4.3 The Case of A Known Prior for LL
If the investment horizon is short as it usually is the case when a VaR forecast is

made, the mean return is effectively zero. Risk manager may impose it as a constraint for a
2
o
VaR forecast. When the constraint p— 7 = 0 is imposed, our derivation of the

predictive density must be modified accordingly. Applying this constraint, the likelihood in

equation (10.2) becomes

(&

Oy, trayetl L, O) =ﬁexp [— 3 152 {VSZ+ Tr® }} (10.3)
T

Hence, the predictive density in this known prior case is

w
vs’+ VS + Tri+r;,, | 2
w

1
P(rreq] Fr, Frogseefy) = _( (13)
k,

w

vs’+ VS + Tri+r12
where k, = j

2
j d 1, is the constant of the integration.
w

lll. Performance Tests
lIl.1 Competing Models
We empirically evaluate the performance of the Bayesian VaR forecasts against the

normality forecasts. The general form of the normality forecasts is

VaRy,(@) = —(f+z,8,), (14)
where z, is the standard z score evaluated at Ol and G is the volatility estimate of a
competing model i. We propose three choices for G;--historical volatility &, , Beckers'
(1981) implied volatility 6, and Latane and Rendleman's (1976) implied volitility &, .

The historical volatility is the ML estimate of the standard deviation of asset return.

10



Suy = 1;ZT‘,(n—F) - (15)

t=1

We consider G, because the normality forecast based on the ML estimates are
widely used in practice. The implied violatilites G ,, and G, are considered because, for
example, Szakmary et al. (2003) reports that implied volatility can forecast the future
volatility much better than the historical volatility does. In addition, we use two specifications
of the implied volatility because previous studies report that these two specifications can

lead to more accurate option prices.

Gy and G, are the implied volatilities, derived from the option prices on day T
when the forecasts are made. Gy, is the implied volatility of the option with the highest

vega, while G, is the vega-weighted-average implied volatility.

1Il.2 Empirical Tests
11l.2.1 Validity Tests

We check for validity of the competing forecasts, using the approaches developed
by the Bank for International Settlements (BIS, 1996) and Kupiec (1995). A successful
forecast must describe the maximum possible loss in the next period very well and it must

not be rejected by either test.

The BIS test counts the number of times the realized return violates the VaR

forecasts and assesses that number against Ol. The forecasting model falls into a red zone
and is rejected if the probability of committing a type-I error is lower than 0.001. The model
falls into a green zone and it can be accepted if the probability is grater than 0.10.
Otherwise, the model is in a yellow zone and must be revised. We consider the BIS test

first because it is the test that financial institutions must observe under the BIS guideline.

The BIS test is conservative and biased for a model, which give larger VaRs
correctly or incorrectly. To reconcile the BIS test results, we consider a likelihood ratio (LR)

test, proposed by Kupiec (1995). Let N be the number of the test samples and n be the

11



number of times the realized returns violate the VaR. For a 1-Cl confidence level, Kupiec
shows that the following LR statistic is distributed as a chi-squared variable with one

degree of freedom.

R = 2mfl-a)" (@) |+ 2 {(1 - %]N (I%J} (16)

111.2.2 Model Comparison

It is possible that more than one model can pass the two validity tests or that none
will pass the tests. If this is the case, we cannot conclude which model gives the best VaR
forecast. In order to identify the best (better) model, we conduct a test proposed by
Christoffersen et al. (2001) in addition. The test is based on the information criterion. It
measures the distance of the interesting model from the true but unobserved model and
compares the distance with that of the competing model. The distance is measured with
respect to the violation days and their numbers over the test period vis-a-vis the information

variables.

Let fy (r;) = 1 {r, < -VaRp (OL)} - OL be a function of the realized return r, on the test

date i for a competing model D. | {r, < -VaR, (OL)} is the indicator function, where | {.} is
one if the condition in the curly brackets is true. Otherwise, | {} is zero. Next, define a

statistic Mp

1 N J
Mp = EZexp {z aij(ri)Zj’il}, (17)
=1 j=1

where Z;; 4 is the information variable j in the preceding period i-1. If models D = 1 and 2
can perform equally well in terms of the quality of VaR forecasts, the difference
\/ﬁ (Mp=1-Mp=,) must be asymptotically distributed normally with a zero mean. The

standard deviation of the difference can be estimated from the series of

J
exp {Z aij(ri)Zj,il}, wherei=1,2,...,Nand D =1, 2, in a straightforward way. If
j=1

12



model D = 1 has a better performance, the difference must be negative and significant. But

if model D = 2 is better, the difference will be positive and signific:ant.2

In this study, for model comparison we will consider a set of five information
variables Z;;., including a constant, r,_,, r’,, 1., and 1. . The constant is considered as
an information variable to acknowledge the fact that the mean of the function fy () is zero.
The lagged return r,, is used because the return in the past period should not have the
information about the error from the VaR forecast made by the correct model. The returns

2 3

r’,, r’,, and 1, are considered also in order to capture the information about the second,

third and fourth moments, respectively.

IV. THE DATA

The data we consider are implied volatilities of at-the-money 1-, 3- and 6-month call
options on baht/U.S. dollar exchange rate. The data are daily and cover a period from
December 24, 2001 to January, 15 2003 (249 daily observations). These implied volatilities
as well as the exchange rates and the Thai and U.S. interest rates for the period are

obtained from CITIBANK (Thailand).

The implied volatilities are quoted with respect to the Garman and Kohlhagen
(1983) pricing model for foreign exchange options. The model extends the Black-Scholes
(1972) model to price a foreign exchange option by interpreted the interest rate in the
foreign market as the continuous dividend payment of the underlying stock. The Garman-

Kohlhagen formula for a call price is

C = FN(d+ GT ) - exp{-T(r; - rus))XN(d) (17)

2 The quantity -In(Mp) is interpreted as the distance of the interesting model from the true model so that a better model is

associated with a smaller statistic Mp.

13



where F is the implied forward exchange rate and N(x) is the cumulative standard normal

2

ln(Fj— TG—

X 2
AT

riskless rates in the Thai and the U.S. markets, respectively.

density function value evaluated at x. d = . Finally, r; and ryg are the

We notice that for the same options, the numbers of calendar days to expiration are
not necessarily the same due to practical day counts and month of the year, while the
implied volatilities are reported in percentage per year. So, the adjustment must be made.
We first compute the corresponding call prices on each day. We then use these prices to
recover the implied volatilities in percentage per day, based upon the actual calendar day

counts.

Finally, we append the time series of the exchange rate prior to December 24, 2001
by the data from Datastream. These appended data are needed for the Bayesian and
(historical) normality forecasts to form the likelihood and to estimate the historical volatility,

respectively.

For this data set, we can form a sample set of 249 observations for the test of out-
of-sample forecasts. For the Bayesian forecast, we set T equal to 250 and 50 observations
for the likelihood. The choice of 250 observations follows the BIS (1996) guideline. The
choice of fewer observations is made because Zellner (1971) points out that the sample
information in the likelihood will dominate the prior information and the Bayesian VaR

forecast converges to the historical normality forecast, when T becomes large.

Table 1 reports the descriptive statistics of the rate of change of the baht/U.S. dollar
exchange rate for the test period. From the table, the mean return is very small, compared
to the standard deviation. The f-test for a zero mean return cannot reject the hypothesis.
This finding supports the known prior specification in which the mean return is pre-set to
zero. The skewness is 2.09 and the kurtosis is 13.34, suggesting that the distribution is
skewed to the right and has extremely fat tails. The Jarque-Bera test rejects the normality

hypothesis with probability 1.00.

14



TABLE 1
DESCRIPTIVE STATISTICS
The table reports the descriptive statistics of the rate of change of daily baht/U.S. dollar
exchange rate from December 24, 2001 to January 15, 2003 (249 daily observations). *

denotes significance at 1%.

Statistics Value
Number (N) of test samples 249

Mean -0.000113
Median -0.000240
Maximum 0.022295
Minimum -0.011015
Standard Deviation 0.003354
Skewness 2.090958
Kurtosis 13.337461

t-test for a zero mean 0.2975
Jarque-Bera test for normality 1945.617*

The fact that normality has been rejected for the return sample does not necessarily
imply that the normality VaR forecast will perform poorly. In previuos studies such as
Khanthavit (2003), even though more realistic and flexible distributions that can
accommodate the skewness and fat-tailedness can describe the in-sample return well, their
out-of-sample VaR forecasts do not perform significantly better and sometimes poorer than

a normality forecast does.

V. EMPIRICAL RESULTS

In this study, we set Ol at 99% and 95% for VaR forecasts. These choices are
common in the literature and are adopted in practice. For the performance comparison, let's
turn first to the BIS' three-zone test. Table 2 reports the number of days, which the realized
returns violate the VaR forecasts. Because the test samples are 249 observations, at Ol of
99% and 95% the expected number of violation days should be 2.49 and 12.25,
respectively. The table has 2 panels. Panel 2.1 is for T = 50 and panel 2.2 is for T = 250.

15



TABLE 2
BIS' THREE-ZONE TESTS
The table reports the number of violation days and the results for the BIS' three zone tests
of the competing VaR forecasts. The test sample covers a period from December 24, 2001
to January 15, 2003 (249 observation). At 1-OL = 0.99 (0.95) and the test sample of 249
observations, the red zone begins at the n violation days of 10 (25) and the yellow zone
covers n from 6 to 9 (18 to 24). The green zone corresponds with n of 5 (17) or fewer. *

and ** indicate the model falls into the red and yellow zones, respectively.

PANEL 2.1
T=50
Confidence level (1-Ql)
Forecasting Model
99% 95%
Bayesian--diffuse and semi-
4 11
diffuse priors
12
Bayesian--known prior 4
19**
Normality--historical 9**
14
Normality--Beckers' IV 5
Normality--Latane and
16* 35*
Rendleman's IV

16



PANEL 2.1

T =250
Confidence level (1-Ql)
Forecasting Model
99% 95%
Bayesian--diffuse and semi-
3 10
diffuse priors
10
Bayesian--known prior 3
14**
Normality--historical 7**
13
Normality--Beckers' IV 3
Normality--Latane and
16* 32*
Rendleman's IV

The two panels give similar results. The historical normality and Latane and
Rendleman's IV forecasts cannot pass the BIS tests. The former falls into the yellow zone,
while the latter falls into the red zone. The Bayesian forecasts of all the choices for prior
can perform very well and are in the green zone. The Beckers' IV forecast is in the green
zone as well. Because the Bayesian forecasts and Beckers' |V forecast fall into the green
zone, based on the BIS test we can conclude only that they both are valid. But we cannot

conclude which model gives a better forecast.

The fact that the Bayesian forecasts and the Beckers' IV forecast cannot be
rejected by the BIS test may come from the fact that their VaR forecasts are biased upward
so that the number of their violation days are small. In order to ensure that the performance
is not from the bias of the BIS test, we conduct the LR test for model validity, proposed by
Kupiec (1995). The results are reported in Table 3. The results of the Kupiec test, both for
T = 50 and 250, support the results of the BIS tests. The historical normality forecast and
the Latane and Rendleman's IV forecast are rejected at conventional confidence levels.

The Bayesian forecasts and the Beckers' IN forecast cannot be rejected. The results from

17



the two tests lead us to conclude that the Bayesian and Beckers' |V forecasts are valid and

can be used to measure the risk of the baht/U.S. dollar exchange rate.

TABLE 3
KUPIEC's (1995) LIKELIHOOD RATIO TESTS

The table reports the results of Kupiec's (1995) likelihood ratio tests for the competing VaR

forecasts. The statistics on the first lines are the LR statistics, distributed as a chi-squared

variable of one degree of freedom if the model is correct. The numbers in the parentheses

on the second lines are their corresponding p values. *, **, and *** indicate significance at

1%, 5%, and 10%, respectively.

PANEL 3.1
T=50

Forecasting Model

Confidence level (1-QL)

99% 95%
Bayesian--diffuse and semi- 0.7937 01727
diffuse priors (0.3730) (0.6777)
0.7937 0.0137
Bayesian--known prior
(0.3730) (0.9067)
10.3361* 3.2029**
Normality--historical
(0.0013) (0.0735)
1.9977 0.2090
Normality--Beckers' IV
(0.1575) (0.6476)
Normality--Latane and 33.3771* 29.6764*
Rendleman's IV (0.0000) (0.0000)
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PANEL 3.1
T =250

Forecasting Model

Confidence level (1-QL)

99% 95%
Bayesian--diffuse and semi- 0.1032 0.5221
diffuse priors (0.7480) (0.4699)
0.1032 0.5221
Bayesian--known prior
(0.7480) (0.4699)
5.5709** 0.2090
Normality--historical
(0.0183) (0.6476)
0.1032 0.0301
Normality--Beckers' IV
(0.7480) (0.8623)
Normality--Latane and 33.3771* 23.1523*
Rendleman's IV (0.0000) (0.0000)

Although the Bayesian and Beckers' IV forecasts are both valid, it is interesting to

ask which model can give better performance. To answer this question, we turn to the

Christoffersen et al. information test for model comparison. We report the results in Table 4.
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TABLE 4
MODEL COMPARISON
The table reports the information tests for model comparison of the Bayesian VaR forecasts
against the normality forecasts. The numbers on the first lines are the difference statistics.
A significantly negative (positive) statistic suggests that model 1 (2) is preferred. The

numbers in the parentheses on the second lines are p values. *, **, and *** indicate

significance at 1%, 5% and 10%, respectively.

PANEL 4.1
T=50
Competing Models Confidence Levels
Model 1 Model 2 99% 95%
Bayesian--diffuse and 0.0002* 0.9973*
Bayesian--known prior
semi-diffuse priors (0.0000) (0.0061)
-4.7139** -7.5059**
Bayesian--known prior Normality--historical
(0.0242) (0.0268)
-2.9043** -0.3171***
Bayesian--known prior Normality--Beckers' IV
(0.0147) (0.0568)
Normality--Latane and -2.2901*** -2.8775"**
Bayesian--known prior
Rendleman's IV (0.0541) (0.0664)
Bayesian--diffuse and -4.7175** -8.0607***
Normality--historical
semi-diffuse priors (0.0242) (0.0257)
Bayesian--diffuse and -2.9070** -0.4234***
Normality--Beckers' IV
semi-diffuse priors (0.0147) (0.0569)
Bayesian--diffuse and Normality--Latane and -2.2893*** -2.9716***
semi-diffuse priors Rendleman's IV (0.0541) (0.0663)
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PANEL 4.2

T =250
Competing Models Confidence Levels
Model 1 Model 2 99% 95%
Bayesian--diffuse and 0.0000 0.0000
Bayesian--known prior
semi-diffuse priors (N.A)) (N.A))
-0.8887** 1.6218**
Bayesian--known prior Normality--historical
(0.0349) (0.0401)
-0.0050* 2.3653**
Bayesian--known prior Normality--Beckers' IV
(0.0000) (0.0378)
Normality--Latane and -2.8380*** -2.2536***
Bayesian--known prior
Rendleman's IV (0.0517) (0.0527)
Bayesian--diffuse and -0.8887** 1.6218**
Normality--historical
semi-diffuse priors (0.0349) (0.0401)
Bayesian--diffuse and -0.0050* 2.3653**
Normality--Beckers' IV
semi-diffuse priors (0.0000) (0.0378)
Bayesian--diffuse and Normality--Latane and -2.8380*** -2.2536***
semi-diffuse priors Rendleman's IV (0.0517) (0.0527)

Let's turn to the case in which T = 50. We first compare the Bayesian forecasts with
a (semi-) diffuse prior with the one with a known prior. If the known prior is correct, its
resulting VaR forecast must perform better than the one under the (semi-) diffuse prior.
However, the test indicates that this is not the case. The forecast with a (semi-) diffuse

prior can perform significantly better than the one with a known prior for VaR(1%) and
2
o
VaR(5%). This finding suggests that the constraint p— > = 0 imposed on the prior may
be incorrect. We compare the two Bayesian forecasts against the normality forecasts and

find that the Bayesian forecasts perform significantly better than all the normality forecasts,

including the Beckers' IV forecast.

The results for the case in which T = 250 are different. Here, the two Bayesian

forecasts give the same violation days, so the difference is zero and the statistical test
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cannot be conducted. For VaR(1%), the Bayesian forecasts are superior to all the normality
forecasts. For VaR(5%), however, the normalty forecasts are preferred except for the
Latane and Rendleman's IV forecast. The fact that the Bayesian forecasts perform poorer
when T grows to 250 observation may result from the dominance of the sample information

over the prior information.

VI. CONCLUSION

In this study, we develop a VaR forecast in a Bayesian framework. As opposed to
the traditional forecasts, which assume risk manager knows the return distribution and that
distribution is the same for the realized returns and next period's return, our return
distribution is predictive and is derived for the next period's return in particular. Moreover,
we are able to incorporate information in the volatilities implied by option prices, in addition
to that in the return samples, into the estimation of the predictive distribution. We
demonstrate its out-of-sample performance in the risk measurement of daily baht/dollar
exchange rate from December 24, 2001 to January 15, 2003. Our Bayesian VaR forecast
can outperform those from the traditional ones, which rely on historical or implied volatilities
alone. We plan to examine if the performance of the Bayesian forecast is robust across

assets and national markets.
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ABSTRACT
Outside Directors, Audit Committee Structure, and Firm Performance:

Evidence from Thailand

We examine the relationship of the firm's performance with the independence
structure of audit committee and other corporate governance mechanisms of Thai firms
listed on the Stock Exchange of Thailand in the year 2000. We apply the simultaneous-
equations approach to acknowledge the possible endogeneity relationship among the
variables in order to avoid inconsistency problems. We test for exogeneity and
endogeneity of the firm's performance and governance mechanisms, so that the
relationship is interpreted correctly. This test has never been conducted by any other

study and we consider it as our contribution.

We find that the independence structure of audit committee and the level of
debt financing are determined simultaneously with the firm's performance. As opposed
to previous studies, we find that the firm's performance, debt financing and audit
committee independence are exogenous to and are determinants of certain corporate

governance mechanisms.

JEL classification: G32; G34; C31
Keywords: Audit committee; Corporate governance; Firm performance; Outside

directors; Thailand
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Outside Directors, Audit Committee Structure, and

Firm Performance: Evidence from Thailand

1. Introduction

It is believed that good corporate governance can bring about certain benefits
to a firm for at least two reasons. One, good governance leads to closer and careful
internal monitoring of the firm's management, thereby ensuring the management's
operational and investment decisions that lead to a maximized firm value. Two, it
improves quality and transparency of information disclosure to the market.
Stakeholders--major and minor shareholders, creditors, employees, suppliers,
regulators, for example, now have sufficient and accurate information about the firm to
assess its performance and plans vis-a-vis their expectations. Stakeholders can be
very influential. Their monitoring of and corrective feedback to the firm are market

discipline, being sought after by regulators in all national markets.

Corporate governance mechanisms can come in various forms. An audit
committee is designed recently as a governance mechanism to reduce potential
conflicts of interests and moral hazards within a firm. The audit committee monitors
activities of the firm's top management, reviews the firm’s financial statements, and
provide the firm's stakeholders with internal audit investigations over transactions that
may be subject to conflict of interests or may be in favor of the top executives
(Wallace (1985), Klein (1998)). In addition, the audit committee can reduce
contractual costs, resulting from information asymmetry between the firm and external
stakeholders by providing certification on financial statements and by ensuring timely

release of unbiased accounting information (Deli and Gillan (2000)).

An audit committee in the structure of the firm's board of directors is well-
received in developed and emerging markets around the world. In Thailand, in
particular, good governance is so important that the government has set it as a national

agenda for social and economic development.

In 1993, the Stock Exchange of Thailand (SET) required its listed firms to elect

at least two independent directors to the boards. In addition, the audit committee



structure has been imposed recently in late 1999 as being its new governance
mechanism. This new rule is more stringent. At least three independent directors on the
board must serve in the audit committee. It is hoped that the newly imposed audit
committee structure can ensure a high standard of the information disclosure and the

monitoring process.

Verschoor (1993) and Vicknar et al. (1993) warn that the audit committee can
hardly serve as a very effective governance mechanism, unless its members are truly
independent of the firm's top management and major shareholders. Yet independence
of the audit committee members is practically the firm's choice, because candidates are
searched and nominated by the firm's top management. Furthermore, major
shareholders with decisive votes generally have a close tie with the top management,

so the management's nominees tend to be elected.

We use the information in the year 2000 for the SET's 264 listed firms in Table

1 to demonstrate this fact.



Table 1
The Structure of Audit Committees
of the SET's Listed Firms in 2000
This table presents the summary statistics for the audit committee structure. The
sample consists of 264 firms listed on the Stock Exchange of Thailan in 2000. Financial

firms are not included in the sample.

Audit committee information No. of firms (%)
Sample size 264

All audit committee members are independent 160 (60.61%)
No audit committee 3 (1.14%)

At least one audit committee is
Inside directors:

Employee of the firm, its subsidiary, or associated firm 4 (1.52%)
Representing major / controlling shareholders
Employee of the major / controlling shareholder's firm 9 (3.41%)
Business group 22 (8.33%)
Affiliated /Gray area directors:
Relative of the management 2 (0.76%)
Former employee 16 (6.06%)
Representing stakeholders:
Other blockholders 25 (9.47%)
Bank affiliated 14 (5.30%)
Other business relationship* 10 (3.79%)
Holding more than 0.5% of the company's shares 7 (2.65%)

Note: * representing firms’ suppliers, customers, lawyers, or business consultants.

In Table 1, we have inside directors, affiliated directors, and independent
directors. This classification is consistent with the SET's Code of Best Practice for
Directors of Listed Companies (1999). But our definitions differ. We refer the inside
directors to executive directors, employees or advisors, who receive regular salary or
any other benefits from the firm or its subsidiaries. We also refer the inside directors to

the directors who work in other firms but owned by the firm's major shareholders.

We define the affiliated directors as the directors who represent stakeholders of
the firm. For example, they are the relatives of top executives, former employees, and

the representatives of the firm's customers, suppliers, creditors, or blockholders. Next,



we define independent outside directors as those directors who have no affiliation with
the firm beyond being a member of the board or the audit committee. We follow the
SET by adding that independent directors must hold less than 0.5% of the firm's equity
stocks. Examples of independent directors are academic professions, government

officers, and top executives from truly independent firms.

Under the SET's rule, all the directors who serve in the audit committees must
be independent directors and all the firms must have an audit committee. Because the
rule was relatively new then in the year 2000, three firms in our sample still did not
have audit committees and four firms appointed their executives to serve in the

committees. We believe these seven cases were unintentional.

It is interesting to note that 40% (105 firms) of the sample firms have at least
one inside director or affiliated director serving in the audit committee. Most of these
seemingly dependent directors represent the firms' major shareholders, other
blockhoders, creditors or they are former employees of the firms. This finding is similar

with what was found earlier for U.S. firms by Verschoor (1993) and Klein (1998).

Table 1 points to the fact that the independence structure can be manipulated.
So, it is possible the firm's performance is jointly determined with--not by, audit
committee's independence and other control mechanisms, as is suggested by Agrawal
and Knoeber (1996) and Hermalin and Weisbach (1998). It is the empirical question as

to how the firm's performance and the audit committee independence are related.

Despite the significance of this question, empirical studies on the relationship of
the audit committee and firm's performance are limited. Moreover, some are conducted
improperly, so their results are not very reliable. For example, using an OLS regression
in her test, Klein (1998) reports that the independence structure of audit committees
cannot affect the firm's performance. As is pointed out by Hermalin and Weisbach
(1991, 2000) Agrawal and Knoeber (1996), and Mishra and Nielsen (2000), the
independence structure may not be exogenous to the firm's performance. If these two
variables are endogenous, Klein's OLS results are necessarily inconsistent and are

potentially incorrect.1

! This failure of the OLS regression is sometimes labeled simultaneous-equations bias.



In this study, we test for the relationship between the firm's performance and
the independence structure of audit committee against existing literature. We are aware
of the possible endogeneity relationship between the two variables and we recognize

the OLS' simultaneous-equations bias under such a relationship.

We propose a simultaneous-equations model to respond with the possible
endogeneity problem. This econometric model classifies the firm's performance and the
independence structure as being endogenous variables. This model always gives
consistent parameter estimates, even though in reality the independence structure is

exogenous.

We are also aware that alternative governance mechanisms are available to the
firm such as debt issuance or independent directors. These mechanisms can be use
with or serve as complement or as substitute mechanisms of the independence
structure. Our model considers these alternative governance mechanisms, in addition to
the independence structure, in order to ensure that our system of equations is

complete.

It is important that we conclude governance mechanisms are endogenous or
exogenous to the firm's performance in order for us to interpret their relationship
correctly. The simultaneous-equations model enables us to conduct such a test for
exogeneity. In this study, therefore, we propose a two-step procedure. In the first step
we do not assume but test for exogeneity of governance mechanisms to the firm's
performance. Then, we examine how the firm's performance and the governance

mechanisms relate with one another in the second step.

In her recent study, Klein (2002) acknowledges such a possible endogeneity
relationship among corporate governance mechanisms. She uses the simultaneous-
equations model to respond to this possibility. Although our study and hers apply the
same technique, the two studies differ in significant ways. Firstly, our study examines
the relationship of the firm's performance and governance mechanisms. The Klein study
considers only the relationship of independence composition of audit committee and
board of directors. It does not examine how these two governance mechanisms and the

firm's performance are related. Secondly, our study tests for exogeneity so that the



revealed relationship is interpreted correctly. The Klein study does not. It interprets the

results, assuming the variables are endogenous.

Our study is similar to Prevost et al. (2002). We both consider the firm's
performance and the control mechanisms as being endogenous and we apply the
simultaneous-equations approach to correct the possible inconsistency problems.
However, in the Prevost et al. study, other control mechanisms--such as insider
directors, blockholders and debt financing, are treated as exogenous, although these
control mechanisms are potentially endogenous. If these control mechanisms are
endogenous, the results from the Prevost et al. will still incur the problems. Our study
considers all these control mechanisms as endogenous and test for their exogeneity

before it interprets the results; hence all the inconsistency problems are hardly possible.

Using cross-sectional data for 264 firms listed on the SET in the year 2000, we
find that the firm's performance is endogenous to the independence structure of audit
committee and the level of debt financing. That is, audit committee independence and
debt level are determined simultaneously with the firm's performance. We also find that
the firm's performance, debt financing and audit committee independence are
exogenous to and are determinants of blockholdings, insider holdings, and independent
directors. The finding is important because it gives policy makers the correct
understanding of the role of audit committee and other governance mechanisms. In
general, it suggests that the firm's performance cannot be improved by good corporate
governance mechanisms. In fact, they are jointly and simultaneously determined. In
particular, it points to the fact that the SET's 1993 rule, that requires listed firms to

appoint independent directors, has not been effective.

The organization of this study is as follows. In section 2, we construct a
simultaneous-equations model to describe the endogeneity structure of the firm's
performance and governance mechanisms against exogenous variables considered in
the literature on good corporate governance. This structure is quite general. By
parameter restrictions, it can accommodate the structure under which the governance
mechanisms are exogenous to the firm's performance. We then use this fact to test for
exogeneity. Section 3 briefly describes the data. Section 4 reports the empirical results

and Section 5 concludes.



2. The Simultaneous-Equations Model
2.1 The Construction of the Model

In this study, we examine the relationship of the firm's performance with the
independence structure of audit committee (ACOMPO) and four other corporate
governance mechanisms, including the independence structure of the board of directors
(BCOMPO), the insider ownership (OWN), the blockholder ownership (BLOCK), and the
firm's leverage (DEBT).

We measure the firm's performance by its Tobin’s Q ratio. The ratio is the
market capitalization of the firm's equity stocks and debt securities over the market,
replacement value of the firm's assets. This variable reflects the market expectations of
the firm's value net of the agency costs. Hermalin and Weisbach (1991) point out that,
in absence of the firm's market power, a divergence of the ratio from 1.00 indicates the
firm's value over or under the accounting assets, probably resulting from the value of
the internal organization or the value of the expected agency costs. A ratio above one
indicates that the market views the firm’s internal organization as exceptionally good
and/or its expected agency costs as particularly small. Hence, the Q ratio is appropriate
because it is consistent with the design of corporate governance mechanisms for

reducing agency costs resulting from a separation of ownership and control.

Due to inactive markets for corporate debts and assets in place, we have to
replace the market value of debt securities and assets by their book values. This
modified ratio is widely used in the corporate governance literature, for example, by
Morck et al. (1988), McConnell and Servaes (1990), Yermack (1996). Moreover, Perfect
and Wiles (1994) find that this simple approximation such as the one we use here is

highly correlated with the correct ratio.

The relationship of the firm's performance with the five interesting governance
mechanisms can be described by the system of equations (1) to (6), written in matrices

as follows.
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Yo -+ o Ve Xk L €6i | (©)

In the system, we treat the variables Tobin's Q, ACOMPO, BCOMPO, OWN,
BLOCK, and DEBT as endogenous variables. Subscript i indicates that the variables
are for firm j. These variables appear on the left- and right-hand sides of the
equations, meaning they explain and are explained by the others as they are jointly
determined by the factors exogenous to the system. The coefficients ,B describe the
exact relationship among these variables. The coefficients ,6; where j = 1, 2,.., 6, are

necessarily zero to avoid the obvious identity.

We add independent/exogenous variables X, to X, in equations (1) to (6) as
control variables. The coefficients Y, indicate the reaction of the endogenous variables j
to the independent variable s. Each equation needs not have the same set of

independent variables. We restrict ;. to 0.00 if independent variable s is not considered
in equation (j) for the endogenous variable j. We will discuss the choices for the

independent variables and their reaction coefficients in Section 2.4. Finally, the

variables €, are regression errors in equation (j) for firm /.

2.2 Test for Exogeneity

If corporate governance mechanisms are exogenous to the firm's performance,
these mechanisms must not be explained directly or indirectly by the firm's
performance. So, if governance mechanism j, for some j = 2, is exogenous to the firm's

performance, the parameters must obey these two regularity conditions.



(i) Bﬂ = 0.00, i.e. the firm's performance cannot explain governance mechanism
j directly.

(i) If Bm1 # 0.00 for some m = 2 and m # j, i.e. if mechanism m is explained
by the firm's performance, then Bjm = 0.00, i.e. mechanism j must not be explained by

mechanism m. Or, mechanism j is not explained indirectly by the firm's performance

through mechanism m.

An exogenous governance mechanism j determines the firm's performance if its

relevant coefficients satisfy conditions (i) and (ii) above and its coefficient B” # 0.00.

2.3 The Endogeneity relationship of Corporate Governance Mechanisms with the
Firm's Performance

Before we proceed to discuss the role of independent variables, it is important
that we understand the relationship of the firm's performance with corporate governance

mechanisms.

Let us turn first to equation (1). Klein (1998) suggests that the ACOMPO is an

effective governance mechanism that can raise the firm's value. So, we expect a

positive B12. We will measure the ACOMPO by the percentage of audit committee

members held by independent outside directors.

We consider the BCOMPO in the system because Baysinger and Butler (1985)
suggest that outside directors offer monitoring services so that agency costs of the firm
is reduced. Here, the BCOMPO is the ratio of the number of independent directors and

the number of all the directors on the board. With respect to Baysinger and Butler

(1985), we expect B13 is greater than 0.00.

The OWN is the sum of all shareholdings of the management and the board
members. We consider this governance mechanism with respect to Jensen and

Meckling (1976), who argue firms with more insider ownership tend to incur lower

agency costs. So, [314 should be positive.

The BLOCK is motivated by Shleifer and Vishny, (1986, 1997), who propose

that large shareholders monitor the management of firm quite effectively. It is measured
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by the summed percentage holding of large shareholders with more than 5% holding of

the firm's equity stocks. If Morck et al. is correct, then B15 > 0.00.

Finally, the DEBT is included because, according to Jensen and Meckling
(1976), debt serves as a discipline mechanism to reduce agency problems between the
management and shareholders. Hence, B16 should be positive. In this study, the DEBT

is measured by the ratio of the book values of total debt to total assets.

In equations (2) to (6), the governance mechanisms can be endogenous to one
another because the firm may use one with the others to enhance performance even
more. Or, the firm may use a mechanism as complement or substitute of other
mechanisms. So, Bjs for s = 2, can be positive or negative. It can be zero, if

mechanism j and s are irrelevant.

The firm's performance may explain the corporate mechanisms too (Hermalin
and Weisbach (1998)). Because the firm can choose types of the mechanisms and their
degree of intensity, it may make its choice vis-a-vis the firm's performance in
equilibrium with respect to the optimization behavior. Hence, Bﬂ can be different from

Zero.

We will interpret the relationship of these variables from the parameter

estimates after the exogeneity hypothesis has been tested for.

2.4 Independent Variables
2.4.1 Equation (1): The Firm's Performance (Tobin's Q)

We turn next to the independent variables X. In equation (1), the independent
variables are the asset size (ASSET), the firm's investment in research and
development (RD), the growth opportunity (CAPEX), the firm's age (AGE), and the

industry dummies.

The ASSET--measured by the logged book value of the firm's assets, is to
control for size differences across the sample firms. The effect can be positive or
negative. On the one hand, Fama and Jensen (1983) note that the agency costs tend
to increase with firm size. So, based on this argument, a negative coefficient is

expected for this variable. On the other hand, however, Booth and Deli (1996) suggest
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that large firms tend to have more investment opportunities, resulting in a positive effect

on the firm's performance. Hence, a positive relation can also be found.

The RD variable is measured by a dummy variable to indicate the fact that the
firm spends or does not spend for research and development. This variable can affect
the firm's performance in two aspects. One, it reflects the firm's growth opportunity, so
the RD variable is positively related with the firm's performance (Morck et al. (1988)).
Two, however, the RD variable can proxy the scope of discretionary spending, which
are difficult to be monitored (Himmelberg et al. (1999)). Hence, the agency costs are
high and the firm's performance is lower with a rising RD. Because the first and second
effects are in opposite directions, the coefficient of the RD can be negative or positive.

Or, the effects can cancel, resulting in a zero coefficient.

As noted by Lang et al. (1989), because the Tobin’s Q ratio is a measure of
firm performance, it should reflect the discounted value of future growth opportunities.
In this study we use the ratio of net capital expenditure scaling by the book value of
assets to proxy the CAPEX. Lang et al. (1989) note that Tobin's Q grows with the firm's
growth opportunity, so the coefficient for the CAPEX should be positive.

Finally, for equation (1), we recognize we employ the book value of assets as
the denomination of Tobin's Q. But the book value is historical. It tends to understate
more the true asset value as the firm ages increase. So, we control for this upward bias
of our Tobin's Q by the AGE measured by the logged number of years counting from

the firm's inception. If the bias exists, the coefficient should be positive and significant.

We also recognize a different growth rate in each stage of the firm's life cycle. A
younger firm has a larger growth opportunity, while an older firm has a smaller one.
The AGE variable can also reflect this growth opportunity too. For the life-cycle
hypothesis, the AGE will vary negatively with the Tobin's Q ratio. Its resulting coefficient

is the net effect of the bias and the growth opportunity.

In addition to these independent variables, we also include the industry dummy

2
variables to remove the industry effects.

z The industry dummies will be added to all the equations. So, in the following equations, we will not repeat this

information.
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2.4.2 Equation (2): The Independence Structure of Audit Committee (ACOMPO)
We choose the ASSET, the ratio of the firm's fixed assets to its total assets
(CAPINT), and the reputation of audit-committee members (REP) to be independent
variables for equation (2). Klein (2002) documents that larger firms with a high ASSET
may require lower levels of audit committee independence because they tend to have
stronger internal auditing system. So, they require fewer independent directors to verify

the information and the coefficient should be negative.

As for the CAPINT, Himmelberg et al. (1999) point out that investment in fixed
assets can be observed and can be monitored quite easily from the outside. Firms with
more fixed assets (high CAPINT) need less monitoring. The relationship between the

CAPINT and ACOMPO should be negative.

In order to measure the REP, we notice that a more reputable director will serve
many more firms than does a less reputable one. So, we set the REP variable to the
sum of the numbers of all firms served by the firm's audit committee members, divided
by the number of members in that audit committee. Effectively, the REP is the average
number of firms, served by a member of the firm's audit committee. A higher REP
variable should reflect its members' reputation. Fama (1980) and Fama and Jensen
(1983) argue that directors have incentive to maintain their reputation in the labor
market. Because it is costly for a reputable director to behave in an appropriate way,
the independence structure of the audit committee tends to be less important. We

expect the REP is negatively related with the ACOMPO.

2.4.3 Equation (3): The Independence Structure of Board of Directors (BCOMPO)
The independent variables for the BCOMPO equation are the ASSET, the
diversified-business dummy (MSEG), the intensity of executives on the board
(INSIDER), and the CAPINT. As for the ASSET variable, Agrawal and Knoeber (1996)
assert that large firms have greater visibility and can attract independent directors from
the outside. The MSEG variable captures the firm's diversification of its businesses to
several segments as it is disclosed in the annual report. A more diversified firm needs
many independent directors to give guidance for unique business lines. If these reasons

are correct, the coefficients for these two variables must be positive.
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However, it should be noted that the given reasons are from a perspective in a
developed market. In an emerging market such as Thailand, independence of board
directors is relatively new. Although it is true for Thailand that larger firms or
conglomerate firms tend to have more directors on the board, the number of
independent directors is small around its required minimum as has been shown earlier
in Table 1. So, it is possible that the sign of the coefficients may be the opposite to

what has been expected in a more developed market.

Next, the INSIDER variable is proxied by a ratio of the number of the firm's
executives on the board and the total number of the directors. On the one hand, more
executives on the board induce entrenchment, i.e., to avoid monitoring from the outside
directors and to lessen their number, thereby resulting in a negative coefficient. On the
other hand, however, these executives have more information about the firm than the
other board members. Because the BCOMPO monitors entrenchment, a high INSIDER
can be associated with a high BCOMPO so that the entrenchment is controlled, while

the board retains the insightful information from its executive directors.

The CAPINT variable captures the investment in fixed assets. Himmelberg et
al. (1999) find that, because fixed assets are visible, firms with more fixed assets needs
less monitoring from the outside, including the one from outside directors. For this

reason, its coefficient should be negative.

2.4.4 Equation (4): The Inside Ownership (OWN)

Jensen et al. (1992) proposes that the firm's attributes affect the OWN variable.
We follow this proposition to identify the independent variables for this equation. Firstly,
we choose the RD and MSEG variables. It is difficult for external investors to monitor a
firm that spends for research and development or a firm that has many divisions. This
difficulty benefits insider owners and should induce more of them. So, the coefficients of

these two variables should be positive.

For Thailand, it is important to note that research and development are
considered luxurious by most firms. Firms that spend on research and development are
usually large technology-oriented firms with more disperse ownership. As we will
discuss in the next paragraph, a large firm tends to have a low OWN. For this reason,

the coefficient of the RD can as well be negative.
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Secondly, we acknowledge that the wealth of insider owners is limited. For large
firms, these insider owners tend to hold fewer equity stocks due to the insufficient-fund
and risk-diversification reasons. So, we add the ASSET variable as an independent

variable in this equation and expect its negative coefficient.

Thirdly, most of the sample firms began from family-owned businesses.
Although these firms become public firms today, the founding families can maintain
their control power by appointing their family members to serve on the boards. The
more family members there are on the board, the higher should the OWN be. We set
the FAM variable, measured by the number of members of founding families on the
board, as an additional control variable for this equation and expect its positive

relationship with the OWN variable.

Finally, the size of the board should affect the OWN variable. The OWN
variable measures the wealth of the firm's management and board directors in equity
stocks. Fewer directors on the board imply more holding per person, thereby
constituting risk concentration. The risk spreads out if the board has more directors.

The OWN should rise with the number of the board directors (NDIR).

For this matter, John and Senbet (1993) make an important observation that
more directors on the board can raise the board’s monitoring capability. Insider owners
have less chance to earn more than their fair shares from the firm. So, their holdings

reduce and the coefficient is negative.

2.4.5 Equation (5): The Blockholder Ownership (BLOCK)

The role of the BLOCK variable to the firm's blockholders is similar to the role of
the OWN variable to the firm's insider owners. That is, it reflects risk concentration. So,
we put the ASSET and NBLOCK variables as control variables in the fifth equation,
where the NBLOCK variable is the number of the firm's blockholders. We expect the

same signs for their coefficient as the comparable ones in equation (4).

We also consider the RD variable, but its relationship with the BLOCK should
be negative rather than positive. This is because blockholders are outside not inside

owners. The difficulty to monitor research and development works against them.
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The firm's riskiness (STDV) can significantly affect the BLOCK. According to
Demsetz and Lehn (1985), it is difficult to monitor a firm whose risk is unique.
Blockholders concentrate their investment in the firm. Hence, a very risky firm will be
less attractive for holding shares in blocks. So, the effect is negative. However, Cho
(1998) has a different opinion on the effect. He believes the effects can be positive.
Cho argues that, because it is more difficult to monitor a more risky firm, large
shareholders have opportunities to exploit the firm's resources for their own interests
while other stakeholders of the firms bear the costs (Shleifer and Vishney (1997), La
Porta et al. (1999), Johnson et al. (2000)). To absorb more of this benefit, the BLOCK
rises with the STDV. We will measure the STDV variable by a three-year average

standard deviation of the firm's stock return.

2.4.6 Equation (6): The Leverage (DEBT)

Due to tax deductibility of its interest expenses and coupons, debt is an
inexpensive source of funds to the firm. It has been the rule that creditors examine
certain qualifications of the firm before they approve loans or purchase debt securities.
So, we consider the variables, which can estimate those qualifications, as the
independent variables for this equation. They are the ASSET, non-debt tax shield
(NDTS), CAPINT, earnings before depreciation expenses, interests, and taxes (EBDA),
and RD variables. We explain why these variables are relevant with the DEBT variable

in turn.

The DEBT should be positively related with ASSET for two reasons. One, given
a leverage level, the chance to go into bankruptcy should be smaller for larger firms.
Two, Bradley, Jarrell, and Kim (1984) argue that asset can be used as collateral for

debt. So, more assets are favorable to debt issuance.

We consider the Bradley et al. argument a bit further. Usually, collateral assets
are fixed assets. Therefore, we add the CAPINT in the equation and expect the same

positive sign.

The NDTS variable measures the firm's non-debt tax benefits, equal to the sum
of depreciation and amortization over the firm's total assets. We expect that firms with a

high non-debt tax shield will use low level of debt because the tax shield from interest
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expenses and coupons is relatively less important to reduce the firm's taxable income.

The NDTS' coefficient should be negative (DeAngelo and Masulis (1980)).

It should be noted that debt can vary positively with the NDTS too. We notice
that the amortization component in the calculation of the NDTS is quite small. So, the
NDTS is dominated by the depreciation. With respect to the secured-debt hypothesis,
high depreciation reflects the firm's high fixed assets and these fixed assets are

favorable to debt issuance (Scott (1977)).

We expect the DEBT variable to vary negatively with the EBDA variable. The
EBDA is defined here by the ratio of earnings before depreciation expenses, interests,
and taxes to the firm's total assets. The EBDA reflects cash earnings for the year.
Myers and Majluf (1984) relate the firm's profitability to the choice of debt by the
pecking-order hypothesis. That is, a profitable firm accumulates retained earnings. So, it

uses its internal source of fund first. The choice for debt is deferred.

There are at least two competing hypotheses that explain how research and
development can affect the firm's DEBT. Firstly, the RD variable can proxy the firm's
growth opportunities. With respect to Myers' (1977) under-investment hypothesis, a firm
with growth opportunities will experience an under-investment problem if it finances the
projects by debt. So, the firm with a high RD tends to rely less on debt financing.
Secondly, nonetheless, Ross' (1977) signaling hypothesis suggests that a firm that
spends more on research and development should employ more debt because a high
RD will eventually result in good performance. High debt signals that the firm is a good

firm. Therefore, the positive coefficient is expected.

2.5 The Estimation Technique

At this stage, we proceed to the econometrics for the estimation of the model.
We noted in the first place that the firm's performance and governance mechanisms
could be endogenous. If that is the case, the OLS regression will give inconsistent
coefficient estimates. The statistics will not converge in probability to their correct
values. We propose a two-stage least squares (2SLS) regression to correct this
possible econometric problem. As we have shown earlier, the model is still correct even

though the governance variables are exogenous. Consistency is maintained.
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The 2SLS regression requires independent variables to serve as instrument
variables (IVs) in each equation. The set of our IVs consists of all the independent
variables in Section 2. We use this full IV set in the regressions in the first stage for all
the equations so that all the information we have is employed in estimation. The

coefficients that we report are from the regressions in the second stage.

3. Data Descriptions

The data used in this study are cross-sectional of 264 non-financial firms being
listed in the year 2000 on the SET. We choose the Thai data because audit committee
has been recently implemented in the country. Our findings will give insightful
understanding for Thailand about the role audit committees actually play and will fill the

gap in the literature for emerging markets.

We choose the year 2000 as our sample period because it is the only available
data set. The year 2000 is the first year all the SET's listed firms had to appoint
independent board members to serve in the audit committees, after this rule had been

implemented in late 1999.

These 264 sample firms exclude the firms with incomplete data on the variables
we described in Section 2. They also exclude financial firms because financial firms are
in a regulated industry and therefore their governance mechanisms can differ from the
others. Booth et al. (2002) report for the U.S.A. market that internal monitoring
mechanisms of regulated firms such as banks and utilities are significantly less than

those of unregulated firms.

We collect accounting and financial variables from the DATASTREAM
INTERNATIONAL database. These variables are year-end, including stock prices, total

assets, tangible assets, net capital expenditure, and total debt.

Blockholdings and director descriptions are obtained from the I-SIMS database
provided by the SET. Shareholdings of executives and board directors are manually
collected from Form 56-1 submitted by listed firms to the SET. Classifications of
members to the firm's audit committee are based on the information in Form 56-1,
which reports the directors' current professions, past experiences, and their relations

with the firms.
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4. Empirical Results
4.1. Descriptive Statistics

Table 2 reports descriptive statistics of the firm's performance, corporate
governance mechanisms, and certain independent variables. From the table, the
average Tobin's Q ratio is 0.89, indicating that our sample firms have small growth
opportunity or large agency costs. The average ratio of independent audit committee
members to all members in the committee is 81.04%, although the SET imposes that
the ratio is 100%. This number suggests that the independence structure can be

managed with respect to the firm's choice.

The average board size has about 12 directors, while the largest board has 24
directors and the smallest has 6. The ratio of independent directors to the total number
of board directors is 27.58%. This ratio, when it is analyzed with the average 12
directors on the board, results in about three independent directors on the board. It
should be noted that three is also the minimum number of independent directors to
serve in the audit committee. This analysis supports our conjecture in Section 2.3.3 that

firms tend to appoint independent directors to meet the SET's minimum requirement.

The average holdings of executives and directors are 16.7%, while those of
blockholders are 53.2%. Their sum is 69.9%, thereby suggesting that the SET's listed

firms still exhibit ownership concentration.
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Descriptive Statistics

Table 2

The summary statistics in this table are the mean, median, maximum, and minimum of

the dependent and explanatory variables.

Mean Median Max Min
Tobin's Q 0.864 0.857 1.730 0.223
ACOMPO 0.810 1.000 1.000 0.000
BCOMPO 0.276 0.267 0.643 0.000
OWN 0.171 0.091 0.943 0.000
BLOCK 0.530 0.538 0.985 0.085
DEBT 0.393 0.380 2.142 0.000
ASSET 8,889.084 2,250.948 260,309.120 207.537
AGE 23.672 21.000 118.000 7.000
CAPEX 0.042 0.025 0.274 0.000
REP 1.023 0.667 6.500 0.000
INSIDER 0.375 0.385 0.857 0.000
CAPINT 0.426 0.419 0.971 0.000
NFAM 0.235 0.227 0.750 0.000
NDIR 12.050 12.000 24.000 6.000
STDV 0.055 0.051 0.251 0.009
NBLOCK 3.656 4.000 10.000 1.000
EBDA 0.060 0.102 1.475 -10.301
NDTS 0.053 0.042 0.498 0.000

Our model in the system of equations (1) to (6) is based on the premise that

relationship of the firm's performance with corporate governance mechanisms exists.

So, before we proceed to estimate the model, we compute the correlation matrix and

report the results in Table 3.
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We focus our attention to the first column of the correlation matrix. Significant
correlation implies that the relationship exists, but we cannot infer its direction from the

significant correlation alone.

From the table, we find that all the correlation coefficients of all the governance
mechanisms, except for the OWN, with the firm's performance are significant. As for our
focused ACOMPOQ variable, the correlation is very high at 0.21 and significant at a 99%

confidence level.

4.2. Model Estimation
4.2.1 An Overview

We estimate the simultaneous-equations model in equations (1) to (6), using
two stage least squares, and report the results in Table 4. The coefficient estimates are

in the first lines and their t-statistics are in parentheses in the second Iine.3

: The coefficients of the industry dummies are not reported to save space, but they are available upon request. We

do

2
not report the R statistics here because they have no natural interpretation when 1V variables serve as regressors as in

this 2SLS case (Wooldridge (2000)).

22



Table 4
Simultaneous-Equations Analysis of

Firm's Performance and Corporate Governance Mechanisms

Regression results estimated by the 2SLS procedure are shown. The dependent
variables are Tobin’s Q ratio and other five corporate governance variables in a system
of six equations. Industry dummy variables are included for all models but not shown in

the table. The t-statistics are given below in the parentheses.

Tobin's Q ACOMPO BCOMPO OWN BLOCK DEBT
Constant -0.3834 13421 *% 10075 *** 14669 *** 0.6056 *** 28276 **
(-0.7246) (2.4472) (1.9195) (1.9434) (1.7251) (-2.1078)
Tobin's Q 07539 ** 07619 **  0.2513 0.4167 -0.7821
(2.0283) (2.1934) (0.6406) (1.2645) (-0.9249)
ACOMPO 0.2069 -0.3537 0.4647 *** 03981 **  (.9539 *k*
(1.0871) (-1.4362) (1.8287) (-2.3094) (1.7372)
BCOMPO 0.2917 -0.4702 -1.2830 0.3306 0.4911
(1.3575) (-1.3762) (-1.4915) (1.3781) (0.8593)
OWN -0.1642 0.2481 0.1885 -0.3160 0.3163
(-0.6895) (0.9949) (0.8589) (-1.5835) (0.8581)
BLOCK 0.3010 -0.2730 -0.1439 -0.0294 0.4549
(1.5684) (-1.0204) (-0.6084) (-0.1413) (0.9485)
DEBT 0.1999 **  0.1087 -0.0741 -0.0901 102258 **
(2.2954) (-0.8011) (-0.6535) (-0.7819) (-2.5160)
ASSET 0.1101 *  -0.0814 -0.1020 *** .0.0749 -0.0322 02715 **
(2.9831) (-1.2111) (-1.8271) (-1.4287) (-0.7056) (1.9865)
RD 0.0068 20.0529 *** _0.0101 0.0689
(0.1823) (-1.7836) (-0.3569) (1.0537)
REP -0.0408  **
(-2.3506)
STDV 0.3916
(0.4514)
INSIDER 0.0114
(0.1156)
AGE -0.1485  #
(-1.9214)
NFAM 0.2061 **
(2.2337)
EBDA 02272 *
(-4.4057)
CAPINT -0.1537 0.1318  Hkx 0.2793
(-1.5656) (-1.8057) (1.6039)
CAPEX 0.0001
(0.8110)
NBLOCK 0.0461 *
(4.7115)
NDTS 0.6266
(1.2254)
NDIR 10,8122 Hx
(-1.7954)
MSEG -0.0085 0.0832 *
(-0.2542) (2.8446)

Note: * Parameter estimate is significantly different from zero at 1% level
** Parameter estimate is significantly different from zero at 5% level
*** Parameter estimate is significantly different from zero at 10% level
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4.2.2 The Roles of Independent Variables

Before we test for exogeneity and analyze the relationship among the
interesting variables, we examine the resulting coefficients of the independent variables
in each equation to reconcile the results with our expectations and to understand how

these variables function with our interesting variables.

In the first equation for the Tobin's Q variable, the coefficients of the ASSET and
AGE are positive and negative. Both are significant. The significantly positive coefficient
of the ASSET is expected. The significantly negative coefficient of the AGE supports
the life-cycle hypothesis, as opposed to the bias resulting from the use of low historical
asset values. The coefficient of the CAPEX has a correct sign. but it is not significant.
Finally, the coefficient of the RD is positive but it is not significant, probably due to the
canceling effects of the growth opportunity and the agency costs proxied by this

variable.

In the second equation for the ACOMPO variable, all the coefficients of the
independent variables--ASSET, REP, and CAPINT, assume the correct negative sign.
But only that of the REP is significant, leading to an important implication that

reputation can substitute independence.

In equation (3) for the BCOMPO variable, we argue that the coefficients of the
ASSET and MSEG variables may not have the same sign as they are usually expected
in more developed market. It turns out that the results support our argument that the
sample firms simply meet the minimum requirement for independent directors, while
their board sizes grow with asset sizes and business lines. The coefficient of the
CAPINT has the expected sign and significant. However, the coefficient for the
INSIDER is not significant, probably due to the conflicting contribution of the INSIDER

from insightful information against agency costs.

Equation (4) for the OWN variable shows an interesting result for the RD

variable. Its coefficient is negative and significant, which is the opposite to what is
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expected in a more developed market. We argued earlier that this result was possible

because in Thailand the RD was associated with large firms.

As for the ASSET, NFAM, and MSEG, their coefficients have the expected
signs. But only those of the first two variables are significant. The result for the NDIR
helps to clarify how the decision to hold more shares of insider directors is affected by
the number of board directors. A significantly negative coefficient refutes the hypothesis
that additional directors help to reduce concentration risk incurred by the OWN. It
supports the hypothesis that more board directors raise the board's monitoring

capability as was proposed by John and Senbet (1998).

Finally, all the results of equations (5) and (6) for the BLOCK and DEBT
variables are as expected. The positive and significant coefficient for the STDV variable
in equation (5) supports Cho (1998), who proposes that volatility increases benefits to

the OWN because it makes the firm more difficult to be monitored.

4.2.3 Test for Exogeneity

In previous studies, it is assumed that the governance mechanisms are
exogenous to the firm's governance. So, they employ the OLS regression to test for the
existence of the relationship. This test gives incorrect results due to the inconsistent
estimates, if in fact the firm's performance and governance mechanisms are
endogenous. It is our contribution to the literature to propose the exogeneity is tested

first, so the results can be interpreted correctly.

From Table 4, it is clear from equations (2) and (3) that the ACOMPO and
BCOMPO are not exogenous to the firm's performance. These two variables are
explained by the firm's performance. The results are significant statistically at a 95%

confidence level.

As for the OWN, BLOCK, and DEBT variables, even though they are not
explained directly by the firm's performance, i.e. the coefficients of the Tobin's Q

variable in their equations are not significant, they are explained indirectly through the
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ACOMPO variable. The coefficients of the ACOMPO in their respective equations (3),
(4) and (5) are significant and the ACOMPO is explained by the Tobin's Q variable in

equation (2).

Based on these findings, we conclude that the corporate governance
mechanisms are not exogenous to the firm's performance. This fact has an important
implication. Good governance mechanisms do not particularly improve the firm's

performance.

Given the results, it is interesting to explore further whether the firm's

performance is exogenous to any of these governance mechanisms. We begin by

examining the coefficients B” in the first equation. From Table 4, B16 of the DEBT
variable is significant. So, the firm's performance cannot be exogenous to the DEBT
mechanism. Moreover, we recall that the DEBT is explained significantly by the
ACOMPO variable. So, the firm's performance is not exogenous to the ACOMPO

mechanism either.

Because the firm's performance explains and is explained by the ACOMPO and
DEBT mechanisms, we conclude that the three variables are endogenous to one

another.

Finally, we notice from Table 4 that the DEBT is the only significant explanatory
variable of the Tobin's Q variable and that the DEBT is not explained by the BCOMPO,
OWN, and BLOCK variables. We conclude that the firm's performance is exogenous to
the BCOMPO, OWN, and BLOCK mechanisms. Moreover, because the firm's
performance, the ACOMPO mechanism, and the DEBT mechanism are endogenous,
the ACOMPO and DEBT mechanisms must be exogenous to the BCOMPO, OWN, and

BLOCK mechanisms too.
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4.3.4 Relationship of the Firm's Performance with Corporate Governance

Mechanisms

From Section 4.3.3, we find that the firm's performance is endogenous to the
ACOMPO and DEBT mechanisms and that it is exogenous to the BCOMPO, OWN, and

BLOCK mechanisms. We examine the endogeneity and exogeneity relationship in turn.

4.3.4.1 The Endogeneity Relationship

From Table 4, the firm's performance, the ACOMPO mechanism and the DEBT
mechanism have endogeneity relationship. Simultaneously, the firm's performance
positively explains the ACOMPO mechanism in equation (2), the ACOMPO mechanism
positively explains the DEBT mechanism in equation (6), and the DEBT mechanism
positively explains the firm's performance in equation (1). These variables do not
determine or are not determined by one another. This result suggests that they are
jointly determined in equilibrium by the firm's optimization behavior (Demsetz and Lehn
(1985), Agrawal and Knoeber (1996) and Hermalin and Weisbach (1998)). We interpret

this circular relationship as follows.

In equation (2), there are at least two reasons to explain why the ACOMPO
mechanism increases with the firm's performance. Firstly, an outperforming firm is
willing to elect truly independent directors to serve on its audit committee. This result is
consistent with the signaling theory (Ross (1977)). An outperforming firm may choose
independent audit committee members to signal its performance. The independence
structure promotes effective monitoring and improves quality of information disclosure.
For this reason, an independence structure is a convincing signal because it is more
costly to poorly performing firms to maintain one. Secondly, Todhanakasem (2002)
makes an important observation for Thai listed firms that it is very difficult generally for
those firms to have qualified independent directors to serve in their audit committees.
Outperforming firms are more visible. These firms tend to be more successful to invite
independent directors to serve on their boards and audit committees (Agrawal and

Knoeber (1996)).

It is not difficult to explain why the DEBT rises with the ACOMPO mechanism in

equation (6). Independent audit committee members are favorable to debt issuance
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because they lessen asymmetric information problems between the firm and its
creditors (Deli and Gilan (2000)). Moreover, independent audit committee members
serve all the firm's stakeholders and the public. The fact that they can monitor the firm's
management effectively benefits the creditors too. The ACOMPO ensures that the firm
is not mismanaged and that the creditors' wealth in the firm's debt securities is not

siphoned to its equity holders (Watt and Zimmerman (1986)).

In equation (1), the firm's performance rises with debt. We follow Jensen and
Meckling (1976) to explain this finding that debt serves as a discipline mechanism to

reduce agency problems, thereby increasing the firm's value.

We also notice that debt is an inexpensive source of funds. The fact that the
coefficient for the non-debt tax shield (NDTS) in equation (6) is positive implies that the
firm is able to issue debt as we pointed out earlier, and that debt is preferred even
though the firm has a non-debt tax shield. Our findings in equations (2) and (6) suggest
that an outperforming firm can afford more debt, through the ACOMPO mechanism.

Its reduced cost of funds is then fed in to raise the firm's performance.

4.3.4.2 The Exogeneity Relationship

In Section 4.2, we conclude from our exogenetity tests that the firm's
performance, the ACOMPO mechanism, and the DEBT mechanism are exogenous to

the BCOMPO, OWN, and BLOCK mechanisms.

As opposed to what is generally believed (e.g., Baysinger and Butler (1985)),
for our sample firms in equation (3) the firm's performance determines the BCOMPO
mechanism. The relationship is positive and significant at a 95% confidence level. Certo
et al. (2001) explains that the firm's performance can determine the BCOMPO because
it is the concern of independent directors to accept the invitation to sit on the board.

Sitting on the board of an under-performance firm can jeopardize their reputation.

This finding has an important policy implication. It points to the fact that the

SET's 1993 good governance rule, that requires its listed firms to elect at least two
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independent directors to the boards, has been ineffective. The mechanism has never
served as the determinant of performance. Rather, the independent-directors
mechanism is a choice chosen by a well performing firm and avoided by a poorly

performing firm.

In equation (4), the OWN mechanism is positively determined by the ACOMPO
mechanism. Independent members of the audit committee are usually experts in the
business, whose guidance can contribute to the firm's successful operations. In
addition, from equation (2), we see that the ACOMPO mechanism is associated with the
firm's good performance. So, the insider owners raise their holdings to benefit from the

performance.

Finally, in equation (5) the BLOCK is negatively related with the ACOMPO and
DEBT mechanisms. The relationship is significant at a 95% confidence level. Benefits to
blockholders can be more than a fair share, resulting from their exploitation of the firm's
resources (Shleifer and Vishny (1997), La Porta et al. (1999)). This is possible because
blockholders have control power from their decisive voting rights. We find that the
ACOMPO and DEBT mechanisms lead to low blockholdings, probably reflecting a

lessened opportunity for blockholders to earn more than their fair shares.

5. Conclusions

In this study, we examine the relationship of the firm's performance with the
independence structure of audit committee and other corporate governance
mechanisms of Thai firms listed on the Stock Exchange of Thailand in the year 2000.
We apply the simultaneous-equations approach to acknowledge the possible
endogeneity relationship among these variables in order to avoid inconsistency
problems. We test for exogeneity and endogeneity of variables, before the relationship
is interpreted. This test has never been conducted by any other study and we consider

it as our contribution.

We find that the firm's performance is endogenous to the independence
structure of audit committee and the level of debt financing. That is, audit committee

independence and debt level are determined simultaneously with the firm's
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performance. We find that the firm's performance, debt financing and audit committee
independence are exogenous to and are determinants of blockholdings, insider

holdings, and independent directors.

The finding is important because it gives policy makers the correct
understanding of the role of audit committee and other governance mechanisms. In
general, it suggests that performance cannot be improved by good corporate
governance mechanisms. Rather, they are determined jointly and simultaneously. In
particular, it points to the fact that the SET's 1993 rule, that requires listed firms to

appoint independent directors, has not been effective.
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Appendix

Variable Description

Tobin's Q The ratio of the market value of the firm's equity plus book value of total debt divided by the book value of the firm's assets.
ACOMPO The percentage of audit committee members held by independent outside directors.
BCOMPO The ratio of the number of independent directors and the number of all the directors on the board.

OWN The sum of all shareholdings of the management and the board members.

BLOCK The summed percentage holding of large shareholders with more than 5% holding of the firm's equity stocks.
DEBT The ratio of the book values of total debt to total assets.

ASSET The logged book value of the firm's assets.

AGE The logged number of years counting from the firm's inception.

CAPEX The ratio of net capital expenditure on fixed assets scaling by the book value of assets.

REP The sum of the numbers of all firms served by the firm's audit committee members.

INSIDER The ratio of the number of the firm's executives on the board and the total number of the directors.
CAPINT The ratio of fixed assets to the firm’s total assets.

NFAM The number of members of founding families on the board.

NDIR The number of directors on the board.

STDV Three-year average standard deviation of the firm's stock return.

NBLOCK The number of the firm's blockholders.

EBDA The earnings before depreciation expenses, interests, and taxes.

NDTS The sum of depreciation and amortization over the firm's total assets.

RD The dummy variable to indicate that the firm spends or does not spend for research and development.
MSEG The dummy variable to indicate that the firm has multiple lines of business.
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Abstract
Did Families Lose or Gain Control?

Thai Firms after the East Asian Financial Crisis

This paper investigates the ownership and control of Thai public firms in the period after
the East Asian financial crisis, compared to those in the pre-crisis period. Using the
comprehensive unique database of ownership and board structures, we find that the ownership
and control appear to be more concentrated in the hands of controlling shareholders subsequent
to the crisis. Interestingly, even though families remain the most prevalent owners of Thai firms
and are still actively involved in the management after the financial crisis, their role as the
controlling shareholder becomes less significant. In addition, our results show that direct
shareholdings are most frequently used as a means of control in both periods. Pyramids and

cross-shareholdings, however, are employed to the lesser extent following the crisis.
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Did Families Lose or Gain Control?

Thai Firms after the East Asian Financial Crisis

1. Introduction

Financial crises have been frequent phenomenon in recent years. During the past decade,
there have been major crises in East Asia, Eastern Europe, and Latin America. It is well
documented that a macroeconomic and financial crisis has caused tremendous changes in the
economy and financial system, which in turn affect the micro firm level and force firms to
undertake various restructuring activities to survive. This study investigates the impact of a
macroeconomic shock on ownership and board structures using the comprehensive unique data

from Thailand.

Previous studies document that changes in ownership and board structures of firms in
the US occur in response to changes in the business or industry conditions of the firms due to
changes in regulations, input costs, technology and financial system (Mitchell and Mulherin, 1996;
Holderness et al., 1999; Kole and Lehn, 1999). In addition, ownership and board changes might
be attributable to past stock price returns, top executives changes, and corporate control threats
(Denis and Sarin, 1999). However, little evidence on ownership structure changes following a

macroeconomic shock or crisis has been documented.

Although recently studies focusing on how firms respond to an economy-wide shock have
been increasing, to our knowledge there is no study that directly investigates an impact of a
macroeconomic shock on ownership and board structures. For example, Baek et al. (2002) focus
only on the effects of the East Asian financial crisis on restructuring activities using data on
Korean firms. They assume that ownership structure is predetermined, and document the negative
relation between ownership by owner-managers and the likelihood that firms undertake downsizing
activities. Unlike Baek et al. (2002), we investigate changes in ownership as a part of the
restructuring process in response to the macroeconomic shock. Similar to most research on the

ownership structure literature, our analysis is best viewed as an exploratory data study.



The 1997 East Asian crisis and hence Thailand provide a spectacular opportunity to
explore this issue. Thailand was the first casualty of the crisis, experiencing the first wave of
serious speculative attacks on its currency in July, 1997, followed by a sharp decline in its stock
market, after which South Korea, Malaysia, Indonesia and the Philippines were also affected. The
East Asian financial crisis has not only caused a large shock to economies across the region but
also brought out economic inefficiencies all over the region. Consequently, many of financial
institutions as well as non-financial corporations have been in distress (Claessens et al., 1998 and

2000a; Krugman, 1998).

To survive rises in debt burden and declines in profitability, many firms in East Asia have
been actively restructuring (Gilson, 2001). The restructuring activities include selling off some of
the affiliates/subsidiaries in order to save the core businesses. More severely, the controlling
shareholders might be forced to sell off their shares and/or issue new equity to raise more funds
to keep their main business alive. It is a thus general thought that these activities might affect the
controlling power of a corporate ultimate owner, resulting in changes in corporate ownership and

control structure.

Our study focuses on Thai non-financial publicly traded firms in 2000 compared to those of
1996, which is one year before the crisis. This comparison allows us to address three principal
issues. First, how corporate ownership structure changes as the economy, the financial system
and the regulation on foreign ownership have changed. Second, whether there are any variations
in mechanisms used by the owners to control the firms before and after the crisis. Finally, to what
extent the degree of controlling shareholders’ participation in management changes, subsequent to

the economic shock.

Our study is based on comprehensive data sources of ownership. Previous research on
ownership structure of firms in East Asian countries (for example, Claessens et al., 2000b;
Lemmon and Lins, 2001; Lins, 2002; Mitton, 2002) typically employs data sources that include
shareholders with shareholdings of at least 5 percent, while our database includes more detailed
information. More precisely, our database provides the information on shareholders who hold at
least 0.5 percent of a firm’s shares. Additionally, we are able to trace the ownership beyond

shareholder names for at least two reasons. First, our database allows us to identify ultimate



owners of privately owned companies that in turn hold shares in the publicly traded firms in our
focus. Second, we cover more information on family relationships than other studies on Thai

corporate ownership, using various sources of documents in Thai.

Surprisingly, we find that the ownership and control appear to be more concentrated in the
hands of controlling shareholders, subsequent to the crisis. Interestingly, even though families are
still the most prevalent owners of Thai firms, their role is reduced. Similar to the pre-crisis period,
the controlling shareholders are typically involved in management in the majority of firms.
Especially in family-owned firms, the participation of controlling families’ members in the board is
even greater after the crisis. In addition, our results show that direct shareholdings are the most
common means of control used in more than two-third of the firms in both periods. Rather than
direct ownership, pyramidal structures and cross-shareholdings are employed. These control-
enhancing mechanisms, nevertheless, are used less often, reflected in the lower degree of

separation between ownership and control following the macroeconomic shock.

The paper is organized as followed. In Section 2, we describe data sources, data
collection, and data definition. In Section 3, we examine who control Thai firms in the period after
the crisis. Section 4 provides analyses of the deviation between ownership and control of the firms’
ultimate owners and the means they use to enhance their voting rights from associated cash-flow
rights. We also investigate the separation between ownership and management in this Section. In
Section 5, we explore the concentration of ownership and control in firms that have no controlling

shareholder. Finally, our conclusion is drawn in Section 6.

2. Data construction
2.1 Data sources

Our sample includes all non-financial companies listed in the Stock Exchange of Thailand.
The data of 1996 and 2000 are used to represent the pre- and post-crisis periods, respectively.
The choices of these two years are arbitrary, however. We do not investigate banks and other
financial companies here because unlike non-financial companies, there are ownership restrictions

imposed on banks and financial institutions by the Bank of Thailand1.

! No shareholder is allowed to own more than 5 and 10 percent of the shares of commercial banks and finance companies,

respectively.



The major source of the ownership and board data is the I-SIMS database produced by
the Stock Exchange of Thailand. This database provides the information of shareholders who own
at least 0.5 percent of a firm’s outstanding shares and lists of a firm’s board members. Additional
information on the ownership and board data, such as lists of a company’s affiliates and
shareholdings by these companies as well as family relationships among board members, is
manually collected from company files (FM 56-1) available at the library and the website of the
Stock Exchange of Thailand. Besides Johnstone et al. (2001), we also search various books
written in Thai to trace the family relationships beyond their surnames (Pornkulwat, 1996;

Sappaiboon, 2000a, 2000b, and 2001).

We use the BOL database provided by BusinessOnLine Ltd. to trace the ownership of
private companies that appear as corporate shareholders of our sample firms. The BOL has the
license from the Ministry of Commerce to reproduce the company information from the Ministry’s
databank. Basically, this databank includes major information of all registered companies in

Thailand that is reported annually to the Ministry.

With all the above data sources, we are able to trace the ultimate owners of all privately
owned companies that are the (domestic corporate) shareholders of firms in our focus. As will be
shown later, one would underestimate equity stakes held by the firm’s shareholders without

searching for the owners of these private companies.

2.2 Definition of controlling shareholder

We define a controlling shareholder or an ultimate owner following the definition of the
Stock Exchange of Thailand (Stock Exchange of Thailand, 1998). More precisely, a controlling
shareholder is a shareholder who directly or indirectly owns more than 25 percent of a company’s
votes. We are aware that the cut-off levels of 10 percent and 20 percent are more commonly used
in the literature (La Porta et al., 1999; Claessens et al., 2000b; Faccio and Lang, 2002). However,
due to differences in law and legislation across countries, the 25 percent cut-off should be more
appropriate as far as Thailand is concernedz. The shareholder with more than 25 percent stakes

can control a firm because in which case no other single shareholder would own enough voting

2 See also Wiwattanakantang (2000 and 2001) for the argument of this issue.



rights to have the absolute power over the firm to challenge him. Under the Public Limited
Companies Act B.E. 2535, to have the absolute power over a firm, a shareholder needs to own at

least 75 percent of a firm’s votes.

More ironically, a shareholder with the 25 percent of votes has sufficient legal rights to
perform the following actions under the Thai corporate law. First, he has the right to ask the court
to withdraw a resolution that fails to comply with or that is in contravention of the articles of the
company’s association or the provisions of the Public Limited Companies Act. Second, he has the
right to demand an inspection of the company’s business operation and financial condition. Third,
he has the right to call an extraordinary general meeting at any time. Fourth, he has the right to
request the court to dissolute the company if he expects that further business operation will bring
in only losses and that the company has no chance to be recovered (Sersansie and

Nimmansomboon, 1996).

2.3 Definition of ownership and control

Direct ownership means that a shareholder owns shares under his own name or via a
private company owned by him. Indirect ownership is when a company is owned via other public
firms or a chain of public firms. This chain of controls is in the form of pyramidal structures and/or
cross-shareholdings, which can include many layers of firms. In which case, we search for the
controlling shareholder(s) of these firms. Following the literature, we also calculate both cash-flow
and voting rights by following the standard approach used in Claessens et al. (2000b) and Faccio
and Lang (2002). Regarding the definition of pyramidal structures and cross-shareholdings, we use

the conventional method of La Porta et al. (1999).

Unlike many countries in Europe, multiple voting shares do not exist in Thailand. The law
prohibits the issuance of such shares. Therefore, we focus only on the three control mechanisms,
namely, direct, pyramidal, and cross-shareholdings, here. Previous studies suggest that while
direct shareholdings do not create discrepancies between voting and cash-flow rights, pyramids
and cross-shareholdings do (Grossman and Hart, 1988; Harris and Raviv, 1988; Wolfenzon, 1998;

Bebchuk et al., 1999). Appendix 1 provides the definition of these control-enhancing mechanisms.

We classify an ultimate owner or a controlling shareholder into eight types as follow:



1. A group of related families, which is defined as an individual, a family, and members of a
group of families that are relatives, including in-law families. Regarding family relationship, we treat
members of a family as a single shareholder assuming that they vote as a coalition. Members of a
family include those who have the same family name, those who are close relatives, and those
who are relatives of in-laws of a family.

2. The state, which is the Thai government.

3. Domestic financial institution, which is defined as a financial (and securities)company as
well as a mutual fund that is owned by domestic investors.

4. Foreign investor, which is defined as a foreign individual, family, and corporations. Note
here that similar to the literature, we do not search for the ultimate owner of the parent companies
of foreign corporate shareholders. So it might be the case that firms that have foreign corporations
as their controlling shareholders, and hence defined as foreign-controlled firms, are actually widely
held if their parent companies in the home based countries are dispersedly owned.

5. Foreign institutional investor, which is defined as a financial (and securities), insurance
company as well as a mutual fund that is owned by foreign investors.

6. A group of unrelated families, which is defined as members of a group of families that
are not related but jointly own a private company, which in turn ultimately controls the sample
firms.

7. Multiple controlling shareholders, which is defined as a firm in which the number of
controlling shareholders is more than one.

8. No controlling shareholder, which is defined as a firm that does not have an ultimate

controlling shareholder.

2.4 Comparability with Claessens et al. (2000b)

There are a number of issues that might affect the comparability of our results and those
of Claessens et al. (2000b) who investigate the ownership of East Asian firms using 1996 data.
First, the sample firms are different. Their sample includes financial companies and banks, while
ours does not. Furthermore, while our sample covers all non-financial listed firms, their sample
covers only 36.78 percent of all listed companies. Second, their definition of controlling
shareholder differs from ours. Specifically, they use the 20 percent cut-off in defining the
controlling shareholder, while we employ the 25 percent cut-off. Third, their ownership data might

not be as comprehensive as ours in that their database provides only shareholders with stakes of



at least 5 percent, while our database includes more detailed information of shareholders who hold
at least 0.5 percent. Also, they only trace the ownership within publicly traded firms. Consequently,
their ownership calculation could give some biased results. For example, firms that were classified
as widely held in their sample might not truly represent firms with no controlling shareholder.
Perhaps these firms are classified into such category simply because their ownership could not be

traced.

3. Results: Who Control Thai Firms after the East Asian financial Crisis

We begin our exploration by investigating who ultimately own and control Thai listed
companies based on 2000 data, and then compare the results with the pre-crisis structure. Table 1
shows that the existence of controlling shareholders has been typical for Thai firms during the pre-
and post-crisis periods. More than three quarters of our sample firms have at least one controlling
shareholder. Specifically, in 2000, about 79.19 percent of the firms have controlling shareholders.
Among these firms, 67.05 percent (209 firms) have a single controlling block, while 14.29 percent
(46 firms) are ultimately owned by a group of controlling shareholders. When compared to the pre-
crisis data, the ownership appears to be slightly more concentrated. In 1996, controlling
shareholders exist in 78.69 percent of the sample firms. The proportion of firms in which the

controlling shareholder exists is not statistically different between both periods.

We compare our results with those of Claessens et al. (2000b) while keeping the facts
stated in Section 2.4 in mind. To be comparable, we extend the calculation of the ownership and
control by using the 20 percent cut-off. Our findings show that around 10.25 and 11.65 percent of
our sample firms have no controlling shareholder in 2000 and 1996, respectively. Claessens et al.
(2000b), however, document that in 1996 only 6.6 percent of Thai firms in their sample are widely
held3. The comparison, using either 25 percent or 20 percent cut-off level, gives the consistent

results that the ownership happens to be marginally more concentrated in the post-crisis period.

Changes in the ownership structure should be seen more clearly when investigating the
percentage of firms associated with a particular type of controlling shareholders. After the crisis,

firms that are controlled by a group of single family still appear to be the most prevalent in Thai

3A plausible reason why Claessens et al. (2000b) find smaller number of widely held firms than our calculation might be that their

samples exclude firms that are difficult to trace the ultimate owners (see Section 2.4).



stock market. However, the percentage of such firms has declined. That is, a single family controls
about 45.65 percent of the firms in the sample in 2000, while such a group controls about 51.4
percent of the firms in 1996. The fraction of single family-controlled firms in the post-crisis period
is, nevertheless, not significantly different at the conventional levels from that in the pre-crisis

period.

Family controlling ownership seems to be substituted by other types of shareholders.
Particularly, we find that foreign ownership increases from 13.07 percent in 1996 to 15.22 percent
in 2000. Moreover, the fraction of firms owned by domestic financial institutions rises from 0.57
percent to 1.24 percent. In addition, the fraction of firms owned by a group of controlling
shareholders increases from 11.65 percent to 14.29 percent. The Thai government remains as the
controlling shareholder of nine firms after the crisis, while it controls eight firms before the crisis.
These firms account for 2.48 percent of the 2000 sample. Among firms with a group of controlling
shareholders, the proportion of firms that are controlled by a group of unrelated families slightly
declines from 5.97 percent in 1996 to 5.59 percent in 2000, while the proportion of firms with

multiple controlling shareholders increases from 5.68 percent to 8.70 percent.

Although none of the changes in the fraction of firms with each type of controlling
shareholders between both periods is statistically significant, the decline in the fraction of single
family-controlled firms and the rise in the fraction of firms with multiple controlling shareholders

have the highest t-statistics of 1.43 and 1.57, respectively.

We further investigate the ownership characteristics of firms with multiple controlling
shareholders. Consistent with the main results, Table 2 shows a decreasing role of single families
as the controlling shareholders following the crisis. To be specific, in 1996, single controlling
families appear in 95 percent of firms with multiple controlling shareholders. In 2000, these families
exist in only 67.86 percent of these firms. In contrast, other categories of controlling shareholders,
namely, the Thai government, domestic institutions, foreign investors, and a group of unrelated

families play greater role in such firms after the economic shock.



4. Ownership and Control of Controlling Shareholders
4.1 Control Mechanisms

We investigate how the controlling shareholder owns and controls the firms in this section.
As discussed in Section 2, we consider three types of control mechanisms: Direct ownership,
pyramidal structures, and cross-shareholdings. Table 3 shows that direct ownership is used most
often in Thai public firms during the pre- and post-crisis years. In 2000, in approximately 78.04
percent of the firms, their controlling shareholders use simply direct shareholdings, compared to
76.53 percent in 1996. In other words, controlling shareholders in more than two-third of the firms
own the shares using their own names and/or through their private companies. Based on our
comprehensive database, we find that, on average, 35.8 and 35.5 percent of the direct
shareholdings are done via companies that are privately owned in 1996 and 2000, respectively.
Hence, without tracing the ownership of these private companies, one would underestimate the

actual cash-flow and control rights held by the controlling shareholders.

Interestingly, in almost all the firms, controlling shareholders do not use either pyramids or
cross-shareholdings alone to control the firms. In 2000, there are only two instances of using
simply pyramids, while there is no single case where the controlling shareholders employ cross-
shareholdings alone. The combinations of pyramids with direct shareholdings and pyramids with
direct and cross shareholdings are more common. Specifically, in about 14.9 percent of the firms,
direct shareholdings are used with pyramids, and in about 6.27 percent of the firms, direct

shareholdings are used with pyramids and cross-shareholdings.

The combination of direct shareholdings with pyramids and cross-shareholdings is used
most often in firms controlled by single families. Statistically, out of 38 firms that use direct
shareholdings-cum-pyramids, 21 firms belong to a group of related families, seven firms are
multiple controlling shareholders-owned, six firms are foreign-owned, three firms belong to a group
of unrelated families, and the rest one firm is state-owned. A similar picture emerges regarding the

use of direct shareholdings-cum-pyramids-cum-cross-shareholdings.

Interestingly, compared to the pre-crisis period, the exercise of pyramidal structures slightly
decreases. Overall, our results show that pyramids are used in 21.96 and 23.47 percent of the

firms with controlling shareholders in 2000 and 1996, respectively.
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Compared to other countries in East Asia (Claessens et al., 2000b) and more developed
economies (La Porta et al., 1999; Faccio and Lang, 2002)4, pyramids are less commonly used in
Thailand. Pyramids are employed in about 38.17 percent of companies in East Asia (Claessens et
al., 2000b) and 26 percent of firms in the 27 wealthiest countries (La Porta et al., 1999). Thai firms
appear to use pyramids slightly more frequently when compared to firms in Western European
countries, however. Faccio and Lang (2002) reveal that pyramids are found in approximately 19.13

percent of the European firms in their sample.

Consistent with findings from other countries, cross-shareholdings happen to be used
much less often by the controlling shareholders of Thai firms. In 2000, only about 6.27 percent of
the firms with controlling shareholders (16 firms) employ cross-shareholdings, being most
prevalent in firms controlled by a group of related families. Specifically, out of these 16 firms, 12
companies5 are owned by a group of related families, accounting for 8.39 percent of all single
family-controlled firms. Cross-shareholdings also appear in firms that are controlled by domestic

financial institutions (two firms) and a group of unrelated families (two firms).

The proportion of firms using cross-shareholding structures marginally decreases from that
of the pre-crisis period. In 1996, there exist 20 firms, accounting for 7.22 percent of all firms with
controlling shareholders, in which cross-shareholdings are employed. Again, cross-shareholdings

appear most in the firms controlled by a group of related families (16 firms).

When compared with more developed countries, the proportion of Thai firms exercising
cross-shareholdings is relatively more prevalent. Cross-shareholdings are used in about 3.15
percent of the sample firms in La Porta et al. (1999) and 6.25 percent of the Western European

firms in Faccio and Lang (2002).

¢ La Porta et al. (1999) use the data of 20 largest firms in the 27 wealthiest countries in 1995. Faccio and Lang (2002) use the data
of 5,232 publicly traded companies in 13 Western European countries for the period between 1996 and 1999. Both studies include
shareholder with at least 5 percent of the firms’ shares and employ the 20 percent cut-off to define the controlling shareholders.

° Among these 12 companies, nine companies belong to a single family, Chokwatana, who is one of the biggest business groups.
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When compared with those in other East Asian economies, controlling shareholders in
Thailand, however, employ cross-shareholdings in the lesser degree. In particular, Claessens et al.
(2000b) document that in 1996, approximately 10.1 percent of firms in nine East Asian countries
use cross-shareholdings. Regarding Thailand, they find that only 0.8 percent of Thai firms in their
sample use cross-shareholdings, which are the least prevalent among all East Asian firms. We
suspect, however, that their results might be underestimated since their sample coverage is small.
More precisely, 232 firms are excluded probably because these firms are controlled by private
companies in which ultimate owners are difficult to be identified (see Claessens et al., 2000b, p.

88). In fact, we find that pyramids and cross-shareholdings are often used in this type of firms.

4.2 Ownership concentration

In this section, we investigate ownership concentration in the hands of controlling
shareholders, measured by cash-flow and voting rights. The results are shown in Panel A and B of
Table 4. In 2000, a controlling shareholder owns, on average, 45.27 percent of the firm’'s cash-flow
rights, and 48.18 percent of the firm’s voting rights, with the median values of 44.41 percent and
46.99 percent, respectively. The cash-flow rights held by controlling shareholders range from 12.38

percent to 92.85 percent, while their voting rights range from 25.03 percent to 92.85 percent.

Among all types of firms with controlling shareholders, the Thai government holds the
highest mean value of cash-flow rights (52.71 percent), followed by the controlling shareholders in
firms that are owned by related families (47.11 percent), unrelated families (46.47 percent), foreign
investors (46.02 percent), and foreign institutional investors (43.03 percent). In firms controlled by
domestic financial institutions and firms with multiple controlling shareholdersS, the controlling
shareholders hold the lowest average cash-flow rights of 34.2 percent and 36.09 percent,

respectively.

Regarding the control, the most concentrated voting rights appear in firms owned by the
Thai government of 52.83 percent. The mean values of voting rights held by controlling

shareholders in firms owned by related families (50.41 percent), unrelated families (48.05 percent),

¢ Note that cash-flow and voting rights in firms owned by multiple controlling shareholders are the rights held by the largest

controlling shareholder.
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foreign investors (47.31 percent), and foreign institutional investors (43.03 percent) are also
relatively high. The lowest mean values of controlling shareholders’ voting rights are shown in
firms owned by domestic financial institutions (40.3 percent) and firms with multiple controlling

shareholders (40.13 percent).

Compared to the results of the pre-crisis period, the concentration of ownership and control
in the hands of controlling shareholders slightly increases. Specifically, the average cash-flow
rights (voting rights) held by controlling shareholders rise from 44.66 percent (47.75 percent) in
1996, to 45.27 percent (48.18 percent) in 2000. The median value of cash-flow rights increases
from 44.1 percent to 44.41 percent, while the median value of voting rights declines from 47.75

percent to 46.99 percent.

Except the Thai government, cash-flow and voting rights of all groups of controlling
shareholders increase after the crisis. Specifically, in firms owned by a group of related families,
the controlling families hold, on average, 46 percent of the firms’ cash-flow rights in 1996,
compared to 47.11 percent in 2000. The mean value of cash-flow rights owned by the controlling
shareholders in firms owned by domestic financial institutions rises from 27.26 percent in 1996 to
34.2 percent in 2000. The average cash-flow rights held by controlling foreign investors also

increase from 42.85 percent to 44.77 percent.

Ownership concentration in firms controlled by a group of controlling shareholders is also
higher. More precisely, a group of unrelated controlling families holds, on average, 43.75 percent
of the firm’s cash-flow rights in 1996, relative to 47.16 percent in 2000. Likewise, in firms owned
by multiple controlling blocks, the mean value of cash-flow rights held by the controlling

shareholders rises from 35.41 percent to 36.63 percent.

In contrast, the Thai government holds less cash-flow rights in 2000 than in 1996.
Specifically, the average cash-flow rights held by the Thai government decline from 54.68 percent

to 52.71 percent.

Regarding voting rights, we find that the controlling shareholders of firms that are owned

by families (both related and unrelated), domestic financial institutions, and foreign investors have
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greater control after the crisis. The Thai government and multiple controlling blocks, however, hold

less voting rights in 2000, relative to those in 1996.

Even if there are changes in the controlling shareholder's cash-flow and voting rights
following the crisis, our results show that the mean and median values of these two rights in the

hands of all types of controlling shareholders are not significantly different between the two periods.

In Panel C, the results support our findings in Section 4.1. As direct shareholdings are the
most commonly used means of control, the deviation of control from ownership is small. Overall,
the average ratio of cash-flow to voting rights is 0.939, meaning that a controlling shareholder
holds 100 ultimate votes for each 93.9 direct shares owned. The median value of the ratio is one,
however. This is relatively high when compared to the average ratio of firms in nine East Asian
countries (0.746) documented in Claessens et al. (2000b) and that of firms in 13 Western

European countries (0.868) documented in Faccio and Lang (2002).

The largest separation between ownership and control occurs in firms that are controlled
by domestic financial institutions (0.843). In contrast, firms controlled by the State and foreign
institutional investors show almost no separation. In the middle of these two extreme cases are
firms that are controlled by multiple controlling blocks (0.919), single families (0.926), , foreign

investors (0.967), and by a group of unrelated families (0.97).

The degree of the separation between ownership and control appears to be slightly lower
after the crisis. Specifically, the mean ratio of cash-flow to voting rights held by controlling
shareholders is 0.931 in 1996 and 0.939 in 2000. The median values of the ratio for both periods
are one, however. Among all types of firms with controlling shareholders, firms owned by a group
of controlling shareholders have the greatest change in the mean ratio of cash-flow to voting rights.
To be specific, the mean ratio increases from 0.938 in 1996 to 0.97 in 2000 in firms controlled by
a group of unrelated families, and from 0.871 to 0.919 in firms with multiple controlling
shareholders. To a lesser extent, in foreign-owned firms, the mean ratio increases from 0.955 to
0.967. There are, however, no changes in the ratio of cash-flow to voting rights in single family-

owned and state-owned firms during the two periods.
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Following Claessens et al. (2002), we also calculate the difference between voting and
cash-flow rights, by deducting the controlling shareholders’ cash-flow rights from the voting rights

they hold. The outcome reported in Panel D is consistent with the results in Panel C.

However, similar to changes in the controlling shareholder’s cash-flow and voting rights,
we do not find any significant changes in the ratio of cash-flow to voting rights as well as the
difference between these two rights in all types of controlling shareholders, during the pre- and

post-crisis periods.

4.3 Discrepancy between Ownership and Management

We investigate how often the controlling shareholders and their family members are
involved in management in this section. We categorize management into two groups: Executive
and non-executive directors. An executive director is a person who holds one of the following
positions: Honorary chairman, chairman, executive chairman, vice chairman, president, vice
president, chief executive officer, managing director, deputy managing director, and assistant
managing director. A non-executive director is a board member who does not hold an executive

position.

Consistent with the previous literature, our results in Panel A of Table 5 show that
controlling shareholders in about two-third of the firms are involved in management. Specifically,
in about 67.84 percent and percent 60.780f the firms with controlling shareholders in 2000, there
is at least one member of the controlling family sitting in the board at top executive and non-

executive levels, respectively.

As expected, the controlling shareholders’ participation in the board is most prevalent in
firms controlled by families, including related and unrelated families. Statistically, the incidence of
controlling families holding top executive positions occurs in 85.71 percent and 88.89 percent of
the firms that are controlled by related families and unrelated families respectively. Similar picture
emerges regarding the controlling shareholders’ participation in non-executive positions.
Specifically, this incidence appears in 76.19 percent and 94.44 percent of the firms controlled by

related families and unrelated families, respectively.
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Controlling shareholders in the firms with multiple controlling blocks are also highly
involved in management. In 75 percent and 67.86 percent of such firms, their controlling

shareholders sit in the executive and non-executive boards, respectively.

To a lesser degree, controlling shareholders in foreign-owned firms serve as executive and
non-executive directors. This incidence is found in about 21.28 percent and 14.89 percent of these
firms. Board representation by the controlling shareholders does not occur in the firms that are

owned by foreign institutional investors, however.

Compared to the pre-crisis results, the controlling shareholders’ involvement in
management as executives slightly decreases from 68.95 percent in 1996 to 67.84 percent in
2000. The declining in the board representation by controlling shareholders is more pronounced at
the non-executive level. The proportion of firms where controlling shareholders and their family
members serve as non-executive directors declines from 65.7 percent in 1996 to 60.78 percent in
2000. However, in overall the incidence that controlling shareholders participate as both executive

and non-executive directors does not differ significantly between these two periods.

Regarding each type of controlling shareholders, we find the interesting results that the
proportion of firms where controlling shareholders serve as executives increases after the crisis in
firms that are owned by families, namely a group of related and unrelated families. In related
family-controlled firms, this proportion increases from 84.44 percent in 1996 to 85.71 percent in
2000, while in unrelated family-controlled firms the proportion increases from 66.67 percent to
88.89 percent. The percentage of firms with the controlling shareholders’ involvement as top
managers is also greater in firms owned by multiple controlling blocks, from 70 percent in 1996 to
75 percent in 2000. The fraction, however, is lower, from 23.91 percent to 21.28 percent, in

foreignowned firms.

Concerning the controlling shareholders’ participation as non-executive directors, it turns

out that after the crisis controlling shareholders in all types of firms hold fewer board positions.

Our investigation also reveals that for each group of controlling shareholders, the

differences in the percentage of firms where controlling shareholders sit in the board between the
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pre- and post-crisis periods are not statistically significant at the conventional levels. However, in
firms owned by a group of unrelated families, the difference in the proportion of firms where
controlling shareholders and their family members serve as executive directors is most

pronounced, with the t-statistics of —1.56.

Considering the number of board positions held by controlling shareholders, we find that
the controlling shareholder often holds more than one position. Panel B shows that in 2000, the
average numbers of executive and non-executive directors held by controlling shareholders are
1.23 and 1.37 respectively. As expected, the incidence of having more than one person from the
controlling shareholder’s family on the board happens more often in family-owned firms.
Statistically, in firms that are controlled by related families, the average (median) executive
positions held by the controlling families are 1.68 (2), while the average (median) numbers of non-
executive positions are 1.75 (1). Likewise, in firms owned by unrelated families, members of the
controlling families hold the average executive positions of 1.39, with the median value of 1, and
the average non-executive positions of 2.89, with the median value of 2. This evidence is
consistent with the study of the US majority-owned firms with majority-ownership by Denis and
Denis (1994). They find that in 79 percent of their sample firms, more than two members of the

controlling families sit in the top management team.

Compared with the pre-crisis results, the controlling shareholders hold a smaller number of
board positions at both executive and non-executive levels. More precisely, the mean value of
executive positions served by controlling shareholders decreases from 1.29 in 1996 to 1.23 in
2000. The average number of non-executive positions held by the controlling shareholders also

declines from 1.59 to 1.37.

When considering what happen in each type of firms regarding the controlling
shareholders’ participation as non-executives, we find that except in the firms that are controlled
by related and unrelated families, controlling shareholders hold less positions in 2000 than in

1996.

Again, our results show that the differences in both the mean and median values of board

positions held by controlling shareholders between the pre- and post-crisis periods are not
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statistically significant from zero. In firms with multiple controlling shareholders, the differences in
the mean and median values of non-executive board seats held by controlling shareholders before

and after the crisis are greatest with the t-statistics of 1.54 and z-statistics of 1.3, respectively.

We further investigate the controlling shareholders’ involvement in management by
controlling the board size effect. Panel C shows the ratio of board positions held by controlling
shareholders divided by board size. The results reveal that controlling shareholders occupy about
one-third of the firm’s boards. The average ratios are 0.33 in both periods, while the median ratio

is 0.29 in 1996 and 0.3 in 2000.

Consistent with the previous findings, the board representation by controlling shareholders
is remarkably high in firms that are owned by families, and low in firms that are owned by foreign
investors. To be specific, in related family-owned firms, the average ratio of board positions held
by the controlling family to board size is 0.43, with the median value of 0.4. Similarly, in firms
owned by a group of unrelated families, members of the families hold the mean ratio of 0.5, with
the median value of 0.48. On the contrary, in foreign-owned firms, the average ratio of board
position served by controlling shareholders to the total number of board positions is only 0.09, with

the median value of zero.

When compared to the pre-crisis results, in firms owned by families, both related and
unrelated, the controlling families’ members hold a higher fraction of board positions. In contrast, in
firms owned by multiple controlling blocks, the controlling shareholders have fewer positions in the
board. The ratio of board positions held by any type of controlling shareholders to board size does
not differ significantly in the periods before and after the crisis, although the differences in the
mean and median values of this ratio are most pronounced in firms owned by unrelated families

with the t-statistics of —1.65 and z-statistics of -1.63, respectively.

4.4 Managerial Ownership: The case of non-controlling shareholders

In this section, we analyze the ownership by executive and non-executive directors who
are not the firm's controlling shareholders. Ownership here is measured by aggregating
percentages of shares held by all the board members who are not the firm’s controlling

shareholders or members of the controlling families.
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Table 6 shows that overall management that is not from the controlling shareholders or
their families almost holds no shares. The median shareholdings of both groups of these directors
are zero percent in both pre- and post-crisis periods. The average shareholdings of the executives,
however, are 2.26 percent in 1996 and 2.54 percent in 2000. As for non-executives, their
shareholdings are, on average, 3.18 percent in 1996 and 3.85 percent in 2000. There are no

significant differences in the shareholdings of these directors between both periods, however.

In the post-crisis period, the top executives in firms owned by a group of unrelated
families have the highest average shareholdings of 4.08 percent with the median value of 1.99
percent, while the non-executive directors in firms owned by foreign institutional investors hold the
greatest mean and median values of the shareholdings of 17.43 percent. In the pre-crisis year,
however, the executives in foreign-controlled firms own more shares than those in other types of
firms. Their average shareholdings are 3.3 percent, with the median value of zero percent. The
non-executives in firms owned by domestic institutions hold the highest mean and median values
of equity stakes of 11.29 percent. As one might expect, directors in firms that are controlled by

multiple controlling blocks and by single families hold the lowest shares in both periods.

5. Ownership structure in firms with no controlling shareholder

In this Section, we investigate the ownership of the firms that are defined as firms with no
controlling shareholder. These firms account for 20.81 percent and 21.31 percent in our 1996 and
2000 samples, respectively. We examine whether such firms are really dispersedly owned, as

described in the model of the UK and the US.

Panel A of Table 7 presents the cash-flow and voting rights held by the largest shareholder
of these firms. The results show that the ownership of these firms is quite concentrated in both
periods. In 2000, the largest shareholder holds, on average, 16.74 percent of the firm’s cash-flow
rights with the median value of 16.49 percent. The average voting rights held by this largest
shareholder is 18.16 percent with the median value of 19.51 percent. The maximum level of both
rights is 25 percent, and the minimum is 5.57 percent. When compared with the pre-crisis results,

the mean value of cash-flow rights held by the largest shareholder slightly increases from 16.38
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percent in 1996 to 16.74 percent in 2000, while the mean values of voting rights are the same in

these two periods.

Panel B provides further information on the distribution of the ownership and control. In
2000, in 37.31 percent (25 firms) of all firms with no controlling shareholder, the largest
shareholder has between 20 percent and 25 percent of cash-flow rights. Regarding the voting
rights, in 29 firms (43.28 percent), the shareholder owns the range of 20 percent to 25 percent.
So, if we relax the definition of controlling shareholdings from those with the voting rights of 25
percent to 20 percent, which is the threshold commonly used in the literature, then these 29 firms
would be classified as firms with the controlling shareholder. This issue is also addressed in

Section 3.

Interestingly, if we use the cut-off level of 10 percent7, another commonly used threshold to
define controlling shareholding, only seven firms in 1996 and six firms in 2000 can be classified as
having no controlling shareholder or widely held. These firms account for only about 2 percent of
the overall samples. These findings are consistent with those documented in Claessens et al.
(2000Db) for the pre-crisis period. They find that 2.2 percent of Thai firms in their sample are widely
held at the 10 percent cut-off.

If we lower the cut-off level further to 5 percent, then there would be no firm that can be

classified as widely held in both periods.

Viewed collectively, our results show that, only a small fraction of firms in our sample can
be considered as dispersedly held by atomistic shareholders in the same way as described in the
US and UK model. In other words, the ownership of Thai publicly traded companies is very

concentrated.

We also investigate the degree of discrepancy between ownership and control in these

firms. The mean value of the ratio of cash-flow to voting rights is 0.93, with the median value of 1,

! In fact, at this level of ownership, a shareholder is defined as a major shareholder. According to the Thai corporate law, he has
the right to ask the court for the company’s dissolution and to demand the company to claim compensation from any misbehaved

managers.
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suggesting that the control-enhancing means such as pyramiding and cross-shareholding are not
commonly used. This is similar to the case of firms with controlling shareholders documented in
Section 4. In fact, our evidence reveals that the largest shareholder in 11 firms employs pyramidal
structures, and in one firm uses cross-shareholdings. After the crisis, the degree of separation
between ownership and control held by the largest shareholder is reduced, as measured by an
increase in the ratio of cash-flow to voting rights from 0.91 in 1996 to 0.93 in 2000. The degree of
separation is, however, not significantly different between the pre- and post-crisis periods. This is

again consistent with the case of firms with controlling shareholders.

6. Conclusion

This study documents the corporate ownership and board structures after the East Asian
financial crisis. We compare the structure with those before the crisis to address the effects of an
economic downturn on the ownership and board structures. The results reveal that the post-crisis
ownership structure indicates a decline of the role of families in controlling publicly traded firms.
The controlling families are replaced mainly by foreign investors and domestic financial institutions.
We also find the greater fraction of firms controlled by multiple controlling shareholders after the

crisis.

Controlling shareholders appear to use less complicated shareholdings, in the forms of
pyramidal structures and cross-shareholdings, to enhance their control after the crisis. This is
reflected in the lower deviation of control from ownership, as computed by the ratio of cash-flow to
voting rights held by controlling shareholders, and by the simple difference between the two rights.
Interestingly, we find that overall, the ownership and control in the hands of controlling

shareholders become more concentrated subsequent to the crisis.

The degree of separation between ownership and management, measured by the
incidence that controlling shareholders participate in the board, is not significantly different during
the pre- and post- crisis periods. Nevertheless, families appear to participate more, while foreign

investors seem to be involved less often in management.

Viewed collectively, although we do not find any statistically significant differences in the

ownership and board structure of Thai publicly traded corporations between the pre- and post-
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crisis periods, it might still be hard to deny that the macroeconomic shock has no effect on the
firms. The related issue on what factors determine the ownership and board changes after the

crisis, however, is left for future research.
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Appendix 1: Definition of pyramiding and cross-shareholding, and calculation of cash-flow
rights and control rights

Definition of pyramidal structure and cross-shareholding

Pyramidal corporate structures are most commonly used to enhance ultimate owners’
control (La Porta et al., 1999). It is a process in which a shareholder exercises control over the
firm through tiers of companies. According to La Porta et al. (1999), Shareholder X controls
Company Z via a pyramid if he ultimately owns Public Company Y, which in turn controls Company
Z. We do not place a limit on the number of companies between the sample firm and its ultimate
owner. However, companies along the chain of control are required to be publicly traded. If
Company Y is privately owned by Shareholder X, we will not consider this ownership structure as

a pyramid. In which case, the ultimate owner cannot separate cash-flow and control rights.

While in pyramidal structures, an ultimate owner controls a firm via the vertical layer(s) of
public companies, in cross-shareholding structures, an ultimate owner controls a firm by having
firms hold each other shares horizontally across the chain of control. Therefore, the voting rights of
an ultimate controlling group are dispersed over the whole control chain, rather than concentrated
on a single shareholder (Bebchuk et al., 1999). We define cross-shareholdings in the same way as
La Porta et al. (1999). That is, Company Z is in cross-holding structure if it also holds shares of its

controlling shareholder, or of any companies along the control chain.

Calculation of cash-flow rights and control rights

Both pyramidal structures and cross-shareholdings can separate voting rights from cash-
flow rights. Consider a simple case of the sequence of two companies, Y and Z. Shareholder X
holds 50 percent of shares in Public Company Y, which in turn owns 60 percent of Company Z's
equity. Suppose that there are neither multiple classes of shares in companies Y and Z, nor cross-

holdings between these two companies. In this case, Shareholder X actually holds only 30 percent
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(the product of two ownership structure along the chain) of Company Z's cash-flow rights.
However, he can exercise more control over Company Z since he holds 50 percent (the smallest
ownership stake along the chain) of Company Z's voting rights. If there exists more than one layer
in the control chain, an ultimate owner’s cash-flow rights are the products of all ownership stakes
along the chain, while his control rights are the smallest ownership stakes in the chain. Unless
companies between the sample firm and its ultimate owner are publicly traded, the separation

between cash-flow and voting rights is not applicable.

When an ultimate owner controls the company via numerous chains of control, especially
in the case of cross-shareholdings, we calculate his cash-flow and control rights for each chain
separately, and then sum them up to obtain the ultimate cash-flow and control rights. For example,
suppose that Shareholder X has, in his hands, 50 percent of shares of Public Company Y, which in
turn owns 60 percent of Company Z's stocks. That is, along this chain, Shareholder X holds 30
percent (the product of two ownership stakes) of cash-flow rights, but 50 percent (the smallest
ownership stake) of voting rights of Company A. Suppose also that Shareholder X holds 30
percent of shares of Public Company W, which in turn has 10 percent of Company Z's stocks.
Along this chain of control, Shareholder X has 3 percent (30 percent*10 percent) of cash-flow
rights, but 10 percent (min {30 percent, 10 percent}) of voting rights in Company Z. Shareholder X,
thus, ultimately owns 33 percent (30 percent+3 percent) of cash-flow rights, while he has more
control rights of 60 percent (50 percent+10 percent) over Company Z. It is easily seen from this
example that exercising control-enhancing vehicles can make the huge difference between

ultimate ownership and control.
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Table 1: Identification of Controlling Shareholders
This table presents the identification of controlling shareholders. Our sample includes non-financial
companies listed in the Stock Exchange of Thailand in 1996 and 2000. Firms are classified into
each category according to their controlling shareholders. In Panel A and B present the results
when the ownership cut-off levels are 25 percent and 20 percent, respectively. Companies without
a controlling shareholder are classified as companies with no controlling shareholder. The
‘difference’ column in Panel A reports two-tailed t-tests of equal proportion for each variable

between the two periods.

Panel A: The 25 percent ownership cut-off

2000 1996 Difference
Type of controlling shareholder No. of firms % No. of firms %  t-statistics
1. Firms with controlling shareholders 255 79.19 277 78.69 0.184-
1.1 With one controlling shareholder 209 64.91 236 67.05 0.528
1.1.1 A group of related families 147 45.65 180 51.14 1.431
1.1.2 State 9 2.80 8 227 0.206-
1.1.3 Domestic financial institution 4 1.24 2 0.57 1.277-
1.1.4 Foreign investor 47 14.60 46 13.07 0.641-
1.1.5 Foreign institutional investor 2 0.62 0 0.00 1.491-
1.2 With a group of controlling
shareholders 46 14.29 41 11.65 0.968-
1.2.1 A group of unrelated families 18 5.59 21 5.97 0.345-
1.2.1 Multiple controlling shareholders 28 8.70 20 5.68 1.567-
2. Firms with no controlling
shareholder 67 20.81 75 21.31 0.184
Total 322 100.00 352 100.00 -
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Panel B: The 20 percent ownership cut-off

2000 1996
Type of controlling shareholder No. of firms % No. of firms %
1. Firms with controlling shareholders 289 89.75 311 88.35
1.1 With one controlling shareholder 212 65.84 242 68.75
1.1.1 A group of related families 151 46.89 192 54.55
1.1.2 State 9 2.80 6 1.70
1.1.3 Domestic financial institution 5 1.55 1 0.28
1.1.4 Foreign investor 45 13.98 43 12.22
1.1.5 Foreign institutional investor 2 0.62 0 0.00
1.2 With a group of controlling
shareholders 77 23.91 69 19.60
1.2.1 A group of unrelated families 22 6.83 22 6.25
1.2.1 Multiple controlling shareholders 55 17.08 47 13.35
2. Firms with no controlling shareholder 33 10.25 41 11.65
Total 322 100.00 352 100.00
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Table 2: Characteristics of Firms with Multiple Controlling Shareholders
This table shows the characteristic of firms that have more than one controlling blocks. A
controlling shareholder is a shareholder who directly or indirectly owns more than 25 percent of
the firm's voting rights. Figures in the percentage columns are calculated as a fraction of firms with

controlling shareholders.

2000 1996
Type of controlling shareholder No. of frms %  No. of fiirms %
1. Two groups of controlling blocks
1.1 A combination between a group of related families
and 18 64.29 18 90.00
1.1.1 A group of other related families 2 714 4 20.00
1.1.2 State 1 3.57 0 0.00
1.1.3 Domestic financial institution 3 10.71 0 0.00
1.1.4 Foreign investors 7 25.00 11 55.00
1.1.5 Foreign institutional investors 1 3.57 0 0.00
1.1.6 A group of unrelated families 4 14.29 3 15.00
1.2 Foreign investor with foreign investor 3 10.71 0 0.00
1.3 Foreign investor with foreign institutional investor 1 3.57 0 0.00
1.4 Foreign investor with a group of unrelated families 5 17.86 1 5.00
2. Three groups of controlling blocks 1 3.57 1 5.00
2.1 A group of related families, a group of unrelated
families, and foreign investor 1 3.57 1 5.00
Total 28 100.00 20 100.00
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Abstract
No, the U.S. Market is not the World Factor

Returns in national stock markets exhibit strong interdependence. Among these
markets, the U.S. market has ability to explain and predict the movement of other
markets. In this study, we examine the mechanism that constitutes this ability. We
propose two competing hypotheses. Under the first hypothesis, the U.S. return is a
common or world factor that drives returns in all national markets. Hence, all the
national market returns must be explained by the U.S. return by the construction. The
predictive ability results from the delayed reaction of markets to the U.S. returns on
earlier dates. Under the second hypothesis, the U.S. return and other national market
returns are driven by a common factor and by the idiosyncratic factors of their own. The
explanatory ability is from the common factor that moves all the returns together; the
predictive ability is from the delayed reaction of markets to the common factor, which

has already acknowledged by the U.S. market on earlier dates.

We use daily return data on the U.S., Canadian, U.K., German and Japanese
markets from January 5, 1987 to December 22, 2000 (2,646 observations) for the tests.
Our results support the second hypothesis. The U.S. market is not the world factor.

JEL classifications: G14 G15

Key words: Common factor, Kalman filter, Stock returns, Market efficiency
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No, the U.S. Market is not the World Factor

I. Introduction

Returns in national stock markets exhibit strong interdependence (Ripley (1973),
Hillard (1979) and Jaffe and Westerfield (1985)). For these markets, Eun and Shim
(1989), Becker et al. (1990) and Hamao et al. (1990) reported that the U.S. market was
the most influential market and the U.S. market return was able to explain and predict

other national market returns.

In this study, we examine the mechanism that constitutes this ability. We
propose two competing hypotheses. Under our first hypothesis, the U.S. return is a
common or world factor that drives returns in all national markets. Hence, all the
national market returns must be explained by the U.S. return by the construction. The
predictive ability results from the delayed reaction of markets to the U.S. return on

earlier dates.

Jorion (1990), King et al. (1994) and Harvey (1995) found that observed
economic variables, such as exchange rate, world market portfolio, U.S. term premia,
industrial production index and commodity prices, could not explain movements in
national stock market returns very well. But strong interdependence and co-movement
of stock returns must result from the returns being driven by common factors. These
findings seem to suggest that the U.S. market return is not a common factor, hence

leading us to our second, competing hypothesis.

Under this hypothesis, the U.S. return and other national market returns are
driven by a common factor and by the idiosyncratic factors of their own. The
explanatory ability is from the common factor that drives all the returns. And, the
predictive ability is from the delayed reaction of markets to the common factor, which

has already acknowledged by the U.S. market on earlier dates.

It is important to test these hypotheses for at least three reasons. First, the
findings will help us to understand the mechanism of information transmission in the
world capital markets. That is, if the U.S. market return is a common factor as in our
first hypothesis, the information is originated from the U.S.A. That information then

disseminates to other national markets. But if all national market returns are driven by a
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common factor as in our second hypothesis, information transmission cannot explain
interdependence of national market returns. Correlation of returns on a market with
lagged returns on other markets has to come from different degrees of market efficiency

to acknowledge the information.

Second, in tests of the capital asset pricing model used, for example, by Chen,
Roll and Ross (1986), the U.S. market return can serve as a predetermined pricing
factor. This variable is appropriate and justified only when it is a factor that drives asset
returns in common. Third, the U.S. market return is widely used in regressions as an
explanatory or predictive variable for asset returns. If the U.S. and asset returns are
driven by a common factor as in our second hypothesis, all the returns are endogenous.

The regressions are mis-specified and cannot give correct results.

In this study, we examine the hypotheses by decomposing national market
returns into two parts. One is explained by a common factor and the remainder is
explained by their idiosyncratic factors. If the U.S. market return is that common, world
factor, it must be proportional to the explanatory common factor and its idiosyncratic

factor must be zero.

Even though the common factor and idiosyncratic factors cannot be observed,
we can estimate these factors based on a state-space model by the Kalman-filtering
technique. The technique is a recursive, predictive updating technique that can
determine the parameters of a process with unobserved regressors. We estimate the
model and perform hypothesis tests, using daily return data on the U.S., Canadian,
U.K., German, and Japanese markets from January 5, 1987 to December 22, 2000
(2,646 observations). Our results show a common factor exists. All the sample returns
are driven by this common factor and their idiosyncratic factors. The common factor can
explain about 50% of the total return volatilities, except for about 25% for the Japanese
return volatility. As for the U.S. market return, the idiosyncratic factor's role to explain
the return movement is significant. Hence, the U.S. market return cannot be that
common factor. The empirical evidence enables us to conclude that the U.S. market is

not the world factor.



The organization of the paper is the following. In Section Il, we construct a
state-space model to describe the return behavior in our sample markets and propose
tests for our competing hypotheses. The data description is in Section Ill. We report the

empirical results in Section IV and conclude our study in Section V.

Il. METHODOLOGY
1.1 The State-Space Model

In this study, we explain the movement of national market returns by a common
factor and their idiosyncratic factors. We assume that the idiosyncratic factors are
independent and serially uncorrelated. The independence assumption is intended to
express the role of the common factor as being the only factor to explain the
interdependence and co-movement of returns. Because this common factor is the only
factor that drives all the returns, we will refer to this factor as the world, common factor.
The serial-correlation assumption implies that the markets can absorb local news
immediately. Hence, serial correlation of the returns must result from the market
inefficiency to respond to the world factor. This assumption is not unrealistic with
respect to geographical vicinity of information sources and to better understanding of

local information contents.

Let Y, be an (nX1) column vector of time t's returns on n national stock markets,

C, be time t's world factor, and E, be an (nX1) column vector of time t's idiosyncratic
factors. We assume that the returns Y, are related linearly with the common factor and

their idiosyncratic factors as in equation (1).

2 ~
Y, =) AC._ +E, )

J=0

where A, is an (nXn) column vector of coefficients a; fori = 1,..., nand forj=0, 1, ..,
p. These coefficients describe the reaction of Y, to lagged common factor C,, where n
is the number of sample countries and p is the lag length. We assume that the
idiosyncratic factors E, are distributed multivariate normally with a zero mean vector and

an (nXn) diagonal covariance matrix H. hi--the diagonal element i of matrix H, is the

variance of country i's idiosyncratic factor. Moreover, E{EE_}= 0 for t#s. This assumed

structure reflects the independence and serial correlation assumptions for E,.



We assume that the common factor a is a random walk, distributed normally

with a zero mean and variance q. That is,
C, =7, (2)

where 1, ~ N(0,q) and E{TM, 1. } = O for t#s. The assumption E{N], 1.} = 0 guarantees
n, q n, My P n, N 9

that C, is news. The markets cannot predict C, using any 1),_,. Finally, we assume

t
that CNT, and E, are independent to clearly separate the roles of the common factor and

the idiosyncratic factors.

Our model in equations (1) and (2) is very similar to the model used by Gregory
et al. (1997). In that model, the output, consumption and investment in seven countries
are explained by the unobserved world common factor. That world factor is assumed to
follow a random walk. But that model differs from ours in that its dependent variables
respond to the world factor in the current period. Our model is less restrictive. It allows
the dependent returns to respond to the common factor on the current date as well as

on previous dates.

The common factor and the idiosyncratic factors in equations (1) and (2) cannot
be observed. But we can estimate these factors from the realized return series, using

the Kalman-filtering technique.

To proceed, we analyze the model in equations (1) and (2) in a state-space

framework by interpreting the common factor C, as the state variable. The motion of

t
the stock returns and the common factor can be modeled by the measurement
equations (3.1) and (3.2) and the transition equations (4.1) and (4.2), respectively. The

measurement equations relate the observed return variables linearly with the state

variable by
Y, =AC, +E, (3.1)
Yu Ay a,, G e,
=| : + 0t (3.2)
yr/r anO anp Ct—p ent



C,=BC_, +Rn, 4.1)
¢ 7 o o C.,
3 1 0 N 0 4.2)
“lo .0 | '
Ct_p 0O 0 1 O C,_p_l 0
0 0 1
1 0 :
where B(p+1 X p+1) = 0 and R(p+1 x1) =
0O 0 1 O 0

Harvey (1989) explains that Kalman filtering can estimate the system of
equations (3.2) and (4.2) by delivering recursive values that can be fed into the
prediction error decomposition of the likelihood function. The estimation problem is then

to maximize the likelihood function with respect to the parameter set {A, H, q}.

11.2 Identification of Lag Length
In our model, the lag length p is not known and must be estimated. It is
important to estimate p correctly. If the estimate p is too small, the model will be mis-
specified. It should be noted that the model is highly non-linear in parameters and in
data. Its complexity grows quickly with p. Hence, if the estimate p is too large, it is
difficult to reach convergence. The model calibration is inefficient and can be imprecise.
We follow Harvey (1989) to use the Bayes information criterion (BIC) test to

identify the lag length p. The BIC statistic is given by

BIC = IF| Exp(@j (5)



where T is the number of observations, |F| is the determinant of prediction error
variance1, and k is the total number of parameters in the system. The BIC test trades
off reduction in the prediction error variance with reduction in degrees of freedom as lag
length grows in parsimonious models. We will choose the lag length p* that corresponds

to the minimum BIC statistic.2

1.3 Is the U.S. Market the World Factor?

We will use the model in equations (3.2) and (4.2) to examine the role the U.S.
market plays in the world capital markets. Our test is performed in two steps. In step
one, we test for existence of the common factor. If that common factor exists, we will
proceed in the second step to test for the significant role of idiosyncratic factor to
explain the U.S. return. If the idiosyncratic factor is insignificant, the U.S. return and the

common factor must be the same factor.

11.3.1 Test for Existence of Common Factor

In equations (1) and (3), if the factor C is a common factor, its current and/or
lagged value must move the returns Y, in all the national markets. This fact implies the
response coefficients a; must be significant for some lag j = 0,1,..,p and for all countries

i. Our null hypothesis for the existence of common factor is
y=-.=a,=0 (6)

for country i = 1, 2,...,n. We will use a Wald test to test the hypothesis in equation (6). If
the factor C cannot explain the return movement in country i, the Wald statistic will be
distributed as a chi-square variable with p+1 degrees of freedom. If the factor C is

common to all the markets, the hypothesis must be rejected for all the sample countries.

! The prediction error (V,) equals the actual returns (Y;) minus the predicted returns (Yy.4) from the Kalman Filtering

1 <& '
technique. The prediction error variance (F) is estimated from —Z VtVt
t=1
2 The Akaike Information Criteria (AIC) test is also a popular test for lag length. But we do not consider the AIC test
in this study because, in tests with a large sample size like ours, the AIC test tends to bias toward selecting an over-

parameterized model (Enders (1995)).



11.3.2 Test for the U.S. Return Being the World Factor

In the studies of Eun and Shim (1989) and Hamao et al. (1990), the U.S. market
return is presumed to be the world factor that influences the returns in other national
markets. If this presumption is correct, the idiosyncratic factor of the U.S. market must
be insignificant. From equations (1) and (3), the U.S. return must be a function of the

common factor C alone.

We interpret the insignificance of the idiosyncratic factor as representing by a
small variance hyg of the U.S.' idiosyncratic factor. A zero hyg implies that the
idiosyncratic factor does not exist at all. So, we test for the U.S. return being the world

factor by
Ho: hUS =0. (7)

Because the variance hyg cannot be negative, a conventional f-test of
hypothesis (7) is inappropriate. Harvey (1989, p. 236) suggests the hypothesis is tested
by a classical likelihood-ratio (LR) test. The LR statistic equals minus two times the
difference of log likelihoods of the unrestricted and restricted models.3

It should be noted that, under Hy the LR statistic is not distributed as a chi-
square variable with one degree of freedom. Instead it is distributed as a mixture of two

chi-square variables.

1o 15
LR~—y;+—vy7, 8
2X0 2X1 (8)
meaning in a large sample the LR statistic has a 0.5 chance of taking a value xﬁ of
zero and a 0.5 chance of being drawn from a y; distribution. At a 1-OL confidence

level, the size of the LR test must be set appropriately to a 20 level, not just OL.

We are aware of our large sample size of 2,646 observations. The significant LR

statistic may be a pure statistical artifact from a large sample. In order to ensure the

The restricted model is estimated under the restriction h,s = 0. The estimation is possible because the variance

used in the likelihood function is H plus the covariance matrix of the estimation error.



significance (or insignificance) of hys, we analyze the share of the U.S. return, explained

by the common factor.

Consider the structure of return i in equations (1) and (3). The total variance

o>, of the return must be
2 > 2 _2 2 S 2
0, = 4,00 +0, =3 a,q+h 9)
j=0 '

Let R, < 1.00 denote the share of the variance ajl. to be explained by the

common factor C. From equation (9), R; is

For the U.S. market, if the variance hyg is small and insignificant, the ratio R, must be

large of about 1.00.

lll. DATA DESCRIPTION

In the empirical tests, we will use daily returns on five national stock markets,
consisting of the U.S., Canadian, U.K., German and Japanese markets. These markets
are the most important, developed markets in North America, Europe, and Asia. The
returns are the logged difference of the countries' closing indexes. We use the Dow
Jones Industrial 30 index for the U.S. market, the Toronto SE 300 Composite index for
the Canadian market, the FTSE 100 for the U.K. market, the DAX 30 Performance for
the German market and the Nikkei 225 for the Japanese market. All the indexes are
collected from the Datastream database and run from January 5, 1987 to December 22,

2000.

We construct the time-series returns very carefully. First, we consider only
trading days on which all the markets open, in order to recognize national holidays for
respective markets. Second, we are aware that the sample markets operate in different
time zone. For the same trading day, the U.S. and Canadian stock markets are the last

to close. Following Eun and Shim (1980), for trading day t we will use day t's returns
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for the U.K. German and Japanese markets and day t-1's returns for the U.S. and

Canadian markets. This data construction constitutes 2,646 observations for our tests.

Table 1: Descriptive Statistics
The table reports descriptive statistics of the 5 national market returns. The returns are
daily starting from January 5, 1987 and ending December 22, 2000 (2,646

observations). P-values appear in parentheses.

Statistics Sample Countries

USA Canada UK Germany Japan
Mean 0.0006 0.0004 0.0005 0.0006 -0.0001
(0.0031)*] (0.0275)***] (0.0181)**] (0.0312)*** (0.6579)
Standard Deviation 0.0121 0.0105 0.0120 0.0155 0.0162

Serial Correlation

Lagl 0.032 0.167 0.093 0.013 -0.014
(0.0499)*** (0.000)*]  (0.0000)* (0.2518) (0.7643)
Lag2 -0.026 -0.018 -0.03 -0.009 -0.059
(0.9095) (0.8228) (0.9386) (0.6783)]  (0.9988)*
Lag3 -0.007 0.007 -0.02 0.019 -0.02
(0.6406) (0.3594) (0.8482) (0.1642) (0.8482)

' Significance at 99%, N Significance at 95%, Significance at 90%

Table 1 reports the descriptive statistics of the sample returns. Their p-values
are on the second lines. The sample means of daily returns are positive and
significantly different from zero for all the sample countries except for Japan. Since our
model in equations (1) and (3) does not include intercepts, the return series must be de-

meaned before it is used in model calibration.

The table also reports serial correlations up to three lags. For the U.S., U.K. and
Canadian markets, the correlation is significant at one lag. For the Japanese market, it
is significant at two lags. With respect to our description of returns in equations (1) and
(3), the significant serial correlation indicates inefficient response of the markets to the

common factor C.

IV. EMPIRICAL RESULTS
IV.1 Full Sample

We estimate a system of equations (3.2) and (4.2), using Kalman filtering for 1-,
2- and 3-lag specifications to identify the appropriate lag length p*. The numbers of

parameters and the BIC statistics for each specification are reported in Table 2. We find
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that the BIC statistic of the 1-lag specification is smallest, suggesting the appropriate lag

length is 1. So, our analyses and tests to follow will be based on the 1-lag specification.

Table 2: Identification of Lag Length

The table reports the results for BIC test for lag length. The BIC statistic is computed

as

Exp(Ln(T)x kJ
BIC = |F]| T

where T = numbers of observation, |F| = the determinant of prediction error variance

k = total number of parameters estimated in all equations

Lag N BIC
(*e-20)
1 16] 3.0111
2 21 3.0450
3 26) 3.0711

12



Table 3: Estimation Results
(Full Sample: January 5, 1987-December 22, 2000)

The national market returns are described by

where Y, is a (5x1) column vector of daily returns at time ¢, A, is a (5x1) column vector
of coefficients whose elements a,, for i = 1, 2, 3, 4, 5 describes the reaction of y, to,
A, is a (5x1) column vector of coefficients whose elements a,, for i = 1, 2, 3, 4, 5,
describes the reaction of y, to C,,, CN‘H is the world common factor at time t and j = 0,

1, E, is a (5x1) column vector of the idiosyncratic factors at time ¢, 1), is a series of

independent disturbances with mean zero and variance q, and E, is MVN (0, H) and E

(eit, ejt) =0 fori# J

Wald test:

The Wald test is for testing whether each national market responds to the unobserved

world factor. The null hypothesis is
Ho: ai0=ai1=0

Likelihood Ratio test (LR):
LR is for testing whether a national.market represents the unobserved world factor. The

null hypothesis is

R:
R; denotes the share of the variance of return of market i accounted for by the response

to the common factor.

R = (aiZO +261,i)q

o,

13



Parameters Sample Countries
Estimates and
Test Statistics U.S. Canada U.K. Germany Japan
a; 0.0246 0.0176 0.0284 0.0366 0.0252
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*
a; 0.0116 0.0145 0.0009 0.0002 0.0043
(0.0000)*|  (0.0000)*|(0.0363)***| (0.0063)**| (0.0000)*
h; 7.71E-05] 5.98E-05] 6.56E-05 0.0001 0.0002
(0.0000)*|  (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*
q 0.0959
(0.0000)*
Wald test 125.0679| 123.4125 67.6347 70.2897 78.4478
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*
LR test 732.9582| 1292.3581| 736.3585( 953.8789| 2344.5942
(0.0000)*]  (0.0000)*| (0.0000)*] (0.0000)*| (0.0000)*
R 0.4781 0.4536 0.5413 0.5337 0.2386
(0.0000)*|  (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*

' Significance at 99%, N Significance at 95%, Significance at 90%

Table 3 reports the parameter estimates of the state-space model with a 1-lag
specification. It is found that all the estimates are significant at a conventional
confidence level. Significance of the response coefficients a;; to the lagged common
factor C., indicates inefficient response of the sample markets to the world news. This

result is consistent with significant serial correlation found for all the markets in Table 1.

Next, we test for significance response of the return on market i with the
common factor, based on the joint hypothesis a,, = a;; = 0.00. If market i does not
respond to the common factor, the Wald statistic must be distributed as a chi-square
variable with 2 degrees of freedom. From the table, we find that the Wald statistics are
very large and significant for all the sample markets. We conclude that the common

factor exists and this factor drives all the markets to move together.

This common factor can or cannot be the U.S. market return. If it is the U.S.
return, the U.S. idiosyncratic factor must be zero, implying hys = 0.00. The LR statistic
is reported in the U.S. column of the table. The LR statistic is 732.9582 and is much
larger than its 99%-critical value of 5.412. We reject the hypothesis that hyg = 0.00.

We notice that the variance hyg is small of 7.71e-5. So, this small hys may be

economically insignificant and can be simply a statistical artifact resulting from our large

14



sample size. In order to ensure the significance of hyg, we compute the share Ryg of
the U.S. total return volatility being explained by the common factor. If the U.S. return is
the world factor, the variance hyg has to be small and the share Ryg will be close to
1.00. The table reports the share Ryg is 0.4781. This share is significantly different from
1.00. The significant LR statistic and the share Rys lead us to conclude that the U.S.

market is not the world factor.

If the U.S. market is not the world factor, it is interesting to ask further whether
any other markets in our sample can be the world factor. To answer this question, we
repeat the LR tests and compute the shares R; for all the remaining countries. The LR
tests indicate that the idiosyncratic factors are highly significant. The shares R; are
about 0.50 for Canada, U.K. and Germany and it is 0.24 for Japan. These shares are
significantly different from 1.00. These results are also in Table 3. So, no countries in

the sample can be the world factor.

IV.2 Sub-samples

Our sample period is quite long, covering January 5, 1987 to December 22,
2000. There may be significant structural changes during this long period. For example,
the studies by Bang and Furstenberg (1990) and Chan et al. (1992) reported that the
interdependence among markets was much stronger after the Black Monday incident in
1987 and the Asian financial crisis in 1997. Moreover, the importance of the U.S.
market in terms of market capitalization is decreasing over time due to higher growth
rates of other national markets. Hence, the influence of the U.S. market could be more
noticeable during the early sample period than during later sample period. These

structural changes may bias our results.
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Table 4.1: Estimation Results

(First Sub-Sample: January 5, 1987-December 30, 1993)

Parameters Sample Countries
Estimates and
Test Statistics U.S. Canada U.K. Germany Japan
a; 0.0261 0.0162 0.0251 0.0290 0.0249
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*
a; 0.0133 0.0139 0.0023 -0.0017 0.0034
(0.0000)*|  (0.0000)*| (0.0040)**| (1.0000)*] (0.0040)**
h; 6.28E-05| 3.14E-05| 7.80E-05 0.0002 0.0002
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*
q 0.1060
(0.0000)*
Wald test 219.4660| 249.4887| 132.3561| 174.5305] 113.9550
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*
LR test 206.2500] 455.9380 879.4440| 474.9845| 1211.0952
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*
R 0.5916 0.6064 0.4632 0.3734 0.2453
(0.0000)*|  (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*

Table 4.2: Estimation Results

(Second Sub-Sample: January 5, 1994-December 22, 2000)

Parameters Sample Countries
Estimates and
Test Statistics U.S. Canada U.K. Germany Japan
a; 0.0301 0.0249 0.0408 0.0570 0.0299
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*
a; 0.0112 0.0184 -0.0028 -0.0001 0.0055
(0.0000)*| (0.0000)*| (0.9836)** (0.7229)[  (0.0007)*
h; 8.69E-05| 8.73E-05| 5.29E-05] 7.07E-05 0.0002
(0.0000)*| (0.0000)* (0.0000)*| (0.0000)*] (0.0000)*
q 0.0524
(0.0014)*
Wald test 58.8104 65.8794 39.4700 36.2879 43.1877
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*
LR test 594.4972] 850.3381| 207.2488| 324.8390| 1357.0023
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*
R 0.3837 0.3653 0.6236 0.7067 0.1927
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*] (0.0000)*

' Significance at 99%, N Significance at 95%, Significance at 90%

We check for robustness of the results by dividing the sample period into two
sub-periods. The first sub-period covers January 5, 1987 to December 30, 1993 (1,304

observations) and the second sub-period covers January 5, 1994 to December 22, 2000
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(1,342 observations). The 1987 Black Monday incident is in the first sub-sample, while
the 1997 Asian financial crisis is in the second sub-sample. The parameter estimates
and test statistics for the first and second sub-samples are shown in Tables 4.1 and 4.2,
respectively. We find that the sub-sample results are similar to the full-sample results.
All the sample returns are driven by the common factor. But this common factor is not
the U.S. return in either sub-sample. We also cannot find returns on any other sample

markets to be the world factor.

V. CONCLUSION

In this study, we examine the mechanism that enables the U.S. market return to
explain and predict other national market returns. We propose two competing
hypotheses. Under the first hypothesis, the U.S. return is a common or world factor that
drives returns in all national markets. Hence, all the national market returns must be
explained by the U.S. return by the construction. The predictive ability results from the
delayed reaction of markets to the U.S. returns on earlier dates. Under the second
hypothesis, the U.S. return and other national market returns are driven by a common
factor and by the idiosyncratic factors of their own. The explanatory ability is from the
common factor that drives all the returns; the predictive ability is from the delayed
reaction of markets to the common factor, which has already acknowledged by the U.S.

market on earlier dates.

We apply the state-space model to describe the sample returns and estimate
the common factor and idiosyncratic factors by Kalman filtering. Using daily return data
on the U.S., Canadian, U.K., German and Japanese markets from January 5, 1987 to
December 22, 2000, we find that the common factor exists. But our results clearly show
that the U.S. market is not the world factor. Neither can the returns on other markets be
that factor. These findings support our second hypothesis. We leave the identification of

the common, world factor for future research.
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Appendix A: Estimation Results
2-Lag Specification

The national market returns are described by
Y, = Aoér + Alér—l + Azéz—z +E,

~

C[ = ﬁl
Parameters Sample Countries
Estimates and
Test Statistics U.S. Canada U.K. Germany Japan
a; 0.0207 0.0148 0.0240 0.0309 0.0212
(0.0003)*| (0.0003)*| (0.0003)*| (0.0004)*| (0.0005)*
a; 0.0097 0.0122 0.0006 0.0001 0.0036
(0.0005)*| (0.0003)* (0.1231)| (0.0012)*| (0.0050)*
a; -0.0013 -0.0004 -0.0013 -0.0010 -0.0023
(0.8228)| (0.9852)**] (1.0000)* (0.8902)[ (0.9870)**
h; 7.71E-05| 5.96E-05| 6.55E-05 0.0001 0.0002
(0.0000)*|  (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*
q 0.1339
(0.0430)***
Wald test 23.4197 28.1713 32.6686 21.9653 22.6049
(0.0000)*|  (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*
R 0.4770 0.4538 0.5419 0.5320 0.2394
(0.0000)*]  (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*

' Significance at 99%, N Significance at 95%, - Significance at 90%

Wald test:

The Wald test is for testing whether each national market responds to the
unobserved world factor. The null hypothesis is

Ho: a,=a,=a,=0

R:

R;denotes the share of the variance of return of market i accounted for by the

2 2 2
response to the common factor. p _ (a0 +ai+an)g
i 2
O .
i
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Appendix B: Estimation Results

3-Lag Specification

The national market returns are described by

Y = Aoét + Alét—l + Azér_z + A3ét—3 +E,

~

C[ = ﬁl
Parameters Sample Countries
Estimates and
Test Statistics U.S. Canada U.K. Germany Japan

a5 0.0076 0.0054 0.0088 0.0113 0.0077
(0.0000)*|  (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*
a; 0.0036 0.0045 0.0002 0.0000 0.0013
(0.0000)*| (0.0000)* (0.0018)* (0.0517)] (0.0006)*
a; -0.0005 -0.0001 -0.0005 -0.0004 -0.0009
(0.9793)**| (0.9817)**| (0.9802)**| (0.9971)*| (0.9800)**
a; -0.0002 0.0001 -0.0001 0.0007 0.0002
(0.9997)* (0.0539)]  (0.9996)*](0.0477)*** (0.1363)
h; 7.71E-05] 5.98E-05] 6.52E-05 0.0001 0.0002
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*

q 0.9995

(0.0000)*
Wald test 805.52761| 846.7541 924.3783| 907.1245| 409.4230
(0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*
R 0.4761 0.4523 0.5439 0.5337 0.2388
(0.0000)*]  (0.0000)*| (0.0000)*| (0.0000)*| (0.0000)*

Significance at 99%, N

Wald test:

The Wald test is for testing whether each national market responds to the

Significance at 95%, Significance at 90%

unobserved world factor. The null hypothesis is

Ho: ap=ay,=a,=ay;=0

R:

R, denotes the share of the variance of return of market / accounted for by the

response to the common factor.

(

2, 2, 2
+a, +ai2+ai3)q

i

2
o,
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ABSTRACT
The Quality of Life in Thai Patients

with Chronic Liver Diseases

Health-related quality of life (HRQOL) is a concept that incorporates many aspects of
life beyond “health”. HRQOL is important for measuring the impact of chronic disease on
patients. The research for QOL in chronic liver disease (CLD) has hardly been received
attention in Southeast Asian countries. We compare the QOL in Thai patients having CLD with
that in normal people and to investigate for factors relating to the QOL. We find that the CLDQ,
a western originated questionnaire, is valid and applicable in Thai patients with CLD. Generic
and liver disease-specific health measurement reveals that QOL in these patients is lower than
that in normal people. QOL is more impaired in advanced stage of CLD. Other factors, such as
age, sex, education level, career, financial problem and etiology of liver disease may

individually influence HRQOL in Thais with CLD.
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RESULTS: Two-hundred and fifty patients with CLD and
fifty normal subjects were enrollad into the study. Mean
age and the numbers of low educated, unemployed,
blue-collar career and poor health perception increasesd
significantly from chronic hepatitis to Child’s Classes
A to B to C. Advanced stage of CLD was related to
deterioration of HRQL. Increasing age and female
reduced physical health area. Low socioeconomic factors
and financial burden affected multiple areas of HRQL.
In overall, the positive impact of self-rating health
perception on HRQL was consistently showed.

CONCLUSION: Advanced stages of chronic liver
disease, old age, female sex, low socioeconomic status
and financial burden are important factors reducing
HRQL. Good health perception improves HRQL regardless
of stages of liver disease.

© 2006 The WG Press. All rights reserved.
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INTRODUCTION

In 1947, the World Health Organization expanded the
definition of health to include in addition to the absence
of disease, a complete state of physical, mental and
social We'.l—beiugm. Health-related quality of life (HRQL)
emerges as a tool for measuring outcome from the
paticnt’s viewpoint, incorperating soc:al, psychological,
physiological and physical functiouing[l‘zl. Combined using

generic and disease-specific instruments can provide more
accurate assessment of both the global aspects and the
specific featmres of HRQL of a specific condition™. The
assessment of HRQL has been done in gastrointestinal
diseases and chronic liver disease (CLD)[H. It has been
reported that the presence of CLD reduce HRQL and the
deterioration of HRQL is apparent while the severity of
disease increases™™. Furthermore, demographic factors
such as age and gender, alcohol, co-moibid illness, disease
awareness and psychological status can affect HRQL in
CLD"™". However, a recent study showed that active
psychiatric illness and medical co-morb:dities, but not
severity of liver disease, were determinants of HRQT.
reduction™. Previous researches of HRQL in normal and
chronic medical conditions showed that socioeconomic
and demographic factors can influence HRQLDT'ZO].
The contribution of sociocconomic factors and health
perception to HRQL was not known in CLD. Sel:-
rating palient health perception is one of the stiougest
predictors of mortality™. HRQL in CLD may be
improved by changing patient health perception if there is
a relationship between health perception and HRQL. The
impact of mamntal status on HRQL 1s our mterest because
its significance had never been studied in CLD*™. Our
assumption was that married couple would have more
psychosocial and emotional support than single, unmarried
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or divorced people. An earlier study revealed that HRQL
in Thai patients with CLD was lower than that of normal
subjects similar to the reports from Western countries™
We aimed to investigate variables that truly affected
HRQL, such as disease severity, etiology of liver disease,
demographic and socioeconomic factors, and patient
health perception in Thai patients with CLD.

MATERIALS AND METHODS
Study design and population

A cross-sectional study was carried out at the Gastroen-
terological Clinic between 1% January 2004 and 30% June
2004. Eligible patients with CLD, age 15-80 years, both
men and women, were enrolled consecutively into the
study. Exclusion criteria were the concomitant presence
of hepatic encephalopathy, active medical co-morbidity,
malignancy, current or previous treatment of antiviral
agents and those who refused to participate with the study.
CLD were classified into chronic hepatitis and cirrhosis.
Chronic hepatitis was defined by the elevation of sernm
transaminase higher than 1.5 times of upper normal
limit for 6 mo. The diagnosis of cirrhosis was confirmed
from clinical finding, biochemical test, ultrasound or liver
histology™. The staging of cirrhosis was graded according
to Child-Pugh classification: Child’s classes A, B and C*¥.
Causes of CLD were divided into viral hepatitis, alcohol,
viral hepatitis combining with alcohol, non-alcoholic fatty
liver disease and miscellaneous causes. Alcohol was the

etiology of CLD if daily alcohol drinking was greater
than 40 g for at least 10 years. The cause of CLD was

A
)
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Data were ¢ from pat
records. Normal subjects who did not have medica
illness were invited into the study. The study protocol
was approved by the Hospital Ethical Committee and
it was carried onut according to the Helsinki Declaration
Guidelines™. Written informed consent was obtained

prior to the study.

Data collection
HRQL instruments (dependent variables): The study
patients were asked to self-admunister the short-form 36
(SF-36) heath survey and chronic liver disease questionnaire
(CLDQ), and the answered questionnaires were checked
for completeness by a research assistant who also helped
interviewing illiterate patients for the questionnaires. The
SF-36 consists of 36 items which are categorized into 8
domains of physical functioning, role-physical, bodily pain,
general health, vitality, social functioning, role-emotional
and mental health ranging from 0 to 100 with higher scores
reflecting better perception of health. Physical functioning,
role-physical, bodily pain and general health represent
physical health scale, whereas vitality, social functioning,
role-emotional and mental health define mental health
scale. The domain scores were calculated according to the
standard reference®”

There are 29 items in the CLDQ summarized into

6 domains of abdominal symptoms, fatigue, systemic
symptoms, activity, emotional function and worry. Each
item consists of 7 linkert scales. Domain score is calculated
from the average score of all items of that domain®. Both
questionnaires were formally translated from the original
versions and the validation of the questionnaires was
reported elsewhere™ ",

Definition of study variables (independent varia-
bles): Clinical, demographic and socioeconomic data
were collected from each subject. Marital status was
dichotomized mnto single and paired. Single was extended
to include unmarried person, divorced or deceased couple.
Socioeconomic status was assessed by using the level
of education: lower than bachelor’s degree and equal to
or higher than bachelor’s degree; presence and types of
career: unemployed, blue-collar and white-collar; presence
or absence of financial burden. Subjects were asked to rate

po B

their health as “very good”, “good”, “fair”, “poor” or “very
poor”. Good health perception included “very good”,
“good” and “fair”. Poor health perception consisted of

“poor” and “very poor”.

Statistical analysis

Data were entered into Excel spreadsheet (Microsoft
Corporation) and analyzed using SPSS (version 11.5; SPSS,
Inc., Chicago, IL) Categorical data are described as number
and percentage [# (%0)]. Continuous data were presented
as mean T SD and median (range). Statistical analysis of
continuous data was performed with One-way Anova or
non-parametric methods as appropriate. ;{2 test was used

rhich sive us thi
O
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of other variables. P valie less than 0.05 was considered
statistically significant

Characteristics of the study population

A total of 364 patients with CLD attended the
Gastroenterology Clinic during the 6-mo period. Of these,
114 patients were ineligible for the study: 80 patients were
either currently recerving or had received antiviral therapy;
17 patients had hepatocellular carcinoma; 13 patients had
active co-morbid illness; two patients were having hepatic
encephalopathy and two patients refused to participate in
the study. Two-hundred and fifty subjects with CLD, and
50 normal subjects were enrolled into the study. Mean
age (range) of the whole group was 48.1 (18-77) years.
The number (%) of male to female ratio was 188:112
(62.7%:37.3%). The details of clinical, demographic and
socioeconomic data are shown in Table 1. The majority of
patients in both groups was male and had education lower
than bachelor’s degree. Although both groups reported
financial problems in equal proportion, the socioeconomic
status of CLD group was inferior to that of normal group,
which was shown from the higher number of unemployed
subjects and blue-collar typed career in the former group
(P < 0.01). It is not surprsing that poor health perception

www.wijgnet.com
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Table 1 Baseline data of chronic liver disease and normal groups

Variable Chronic liver disease Normal group P
n 250 50
Age (Mean £ SD, yr) 49.1+85 47.9 £12.0 0.65
Sex

Male 160 (64.0%) 28 (56.0%) 0.33
Marital status*

Single 71/238 (29.8%) 9/49 (18.4%) 0.07
Educational level'

< Bachelor degree 165/237 (69.6%) 30/50 (60.0%) 012
Career'

Unemployed 61/231 (26.1%) 3,/16 (6.5%) =001

Blue-collar 37/231 (16.0%) 1/46 (2.2%)

White-collar 133/231 (57.6%) 42746 (913%)
Financial burden'

Present 87/238 (36.6%) 22/50 (44.0%) 0.20
Self-rating health perception’

Poor health perception 61/238 (25.6%) 4/50 (8.0%) <0.01

Disease severity

Chronic hepatitis 135/250 (54.0%)
Child's class A cirrhosis 59/250 (23.6%)
Child's class B cirrhosis 40/250 (16.0%)
Child’s class C cirrhosis 16,/250 (6.4%)
Causes of chronic liver disease

Viral hepatitis B 99 (39.6%)
Viral hepatitis C 48 (19.2%)
fitsstnil 43 (17.2%)
Non-alcoholic fatty liver disease 27 (10.8%)
@t lnr 33 (13.2%)

‘Incomplete data.

n 50 135
A__ MAE_ L OTS -\ Ao1 L1005 A2 5 1199

Age (Mean + 5D, y1) 491 +85 4352122

bV o DY 20 fSeor Y Qo fac Dory
Mals 28 (56%) 88 {65.2%)
Single! 0/49 (18.4%) 55/133 (41.4%)
Low education’ 30/50 (60%) 79/133 (59.4%)
Unemployment® 2/50 (4.0%) 16/133 (12.0%)
Blue-collar career’ 1/46 (2.2%) 16/129 (12.4%)
Financial burden® 22/50 (44.0%) 16/133 (34.6%)
Good health perception® 46/50 (92.0%) 106/133 (79.7%)

a5 40 16

517291 541+10.2 546+3.0 <001

T s, R, S

29(66.1%) 22 (55%) 10 (62.5%) 073
7/53 (13.2%) 7/37 (13.9%) 3/15 (20.0%) <001
30/53 (73.6%) 33736 (91.7%) 14/15 (93.3%) <001
11/53 (20.8%) 14737 (37.8%) 2/15 (20.0%) <001
8/51 (15.7%) 6/37 (16.2% 7/15 (46.7%) <001

22/53 (415%) 14/37 (37.8%) 5/15 (33.3%) 077
38/53 (71.7%) 24/37 (64.9%) 9/15 (60.0%) <0.01

‘Incomplete data.

was more frequent in the CLD than the normal group. In
this study, there were only 16 (6.4%) patients with Child’s
class C cirrhosis, and viral hepatitis was the most common
cause of CLD (58.8%), followed by chronic alcoholic
(17.2%) and non-alcoholic fatty liver disease (10.8%).

Association of variables and disease severity

Similar to previous reports of any chronic liver diseases,
male predominated in this study. The greatest number
of single was found in chronic hepatitis group (P <
0.01). Mean age of this group was the lowest and age
increased in advanced stages of CLD (P < 0.01). Low
socioeconomic status, which was represented by lower
education, nnemployment and blue-collar typed career,

www.wjgnet.com

mcreased in advanced stages of CLD. The reason of this
finding 1s not known. Low socioeconomic statns may
keep the patients from appropriate treatment; hence the
deterioration of liver disease is likely to happen. The
proportion of good health perception decreased while the
severity of CLD went up (Table 2).

The effect of disease severity on HRQL by univariate
analysis

By univariate analysis, higher stages of CLD decreased
HRQL in some domains of the SF-36, such as physical
function, role-physical, general health and role-emotion
(P < 0.001), and in all area of the CLDQ (P < 0.03).
However, we could not make a conclusion that advanced
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Figure 1 The domain scores of short-form 36 (SF-36) by disease severity. °P <
0.001 vs normal group.

Table 3 Variables affecting SF-36 domains'

Figure 2 The domain scores of chronic liver disease questionnaire (CLDQ) by
disease severity. *P< 0.03 vsnormal group.

Variable Physical function Role-physical Bodily pain  General health Vitality Social function Role-emotion Mental health
Good health perception 13.7 (2.6) 36.4 (5.4) 21.6 (5.3) 26.2 (2.9) 17.2 (2.1) 158 (2.8) 231 (5.9) 18.0 (2.2)
Advanced stage -3.1(1.0) -75(2.2) -40(1.1) -6.1(2.4)

Age (yr) -0.4 (0.1) 0.6 (0.2) 0.8(0.2)

Female -6.3 (2.2)

Financial burden -6.9(2.2) -15.8 (4.6) 4.4(1.8) -17.0 (5.0) -6.9(1.9)
Low education -4.7 (1.8)

High level career 7.7 (3.0)

F-statistic 18.5 26.2 18 55.6 32.2 il il 428

3 0.26 0.28 0.12 0.29 0.26 0.1 0.17 0.24

lOﬂ.ly data with P < 0.05 are expressed as B-coefficient (SEM).

Table 4 Variables affecting CLDQ domains’

Variable Abdominal symptoms Fatigue Systemic symptoms Activity Emotional function Worry Average CLDQ
Good health perception 1.1(0.2) 0.9(0.2) 0.9(0.2) 0.7 (0.2) 0.9 (0.2) 1.0(0.2) 1.0 (0.2)
Advanced stage 0.2 (0.1) 0.3 (0.1) 0.2 (0.1) -0.2 (0.1) 0.3(0.1) 0.2 (0.1) 0.3 (0.1)
Financial burden 0.4 (0.1) -0.3 (0.1) 0.3(0.2)

F-statistic 29 202 245 ikl 36.3 16.1 252

R 0.18 0.2 BLiLs 0.18 0.21 015 0.22

*Only data with P < 0.05 are expressed as p-coefficient (SEM).

stages of CLD reduced the HRQL due to the presence of
several confounding factors in advanced stages of CLD,
such as old age, low socioeconomic status and poor health
perception (Figures 1 and 2.

Influence of disease stage and variables on HRQL while
controlling other variables

Multiple regression analysis of the association of HRQL
domains and multiple variables such as stages of CLD,
self-rating health perception, age, sex, financial burden,
type of career, education level and viral hepatitis infection
as a cause of CLD was performed. The advanced
stages of CLD reduced all of the CLDQ domains, the

majority of physical health scales of the SF-36 (physical
functioning, role-physical and general health) and role-
emotional domains. A one-year increase in age was
associated with the reduction of 3 domains of physical
heath scales of the SF-36 (physical functioning, role-
physical and bodily pain), similar to the negative effect
of female on physical functioning. While the presence of
financial burden decreased multiple domains of the SF-36
and CLDQ, lower levels of education and career reduced
predominantly the domains of mental health scales (vitality
and role-emotion, respectively). Good health perception
increased the SF-36 and CLDQ scores across the board.
Viral hepatitis infection was not shown to affect any
domains of HRQL (Tables 3 and 4).

www.wijgnet.com
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DISCUSSION

Patients with CLD usually have HRQL lower than normal
population, and the detenioration of HRQL appears while
the severity of CLD increases® ). This study focus nat
only on liver disease factors but also on other variables,
such as age, sex, family support, socioeconomic status
(education level, employment and career type), financial
burden and self-rating health perception. Multiple

regression analysis was performed to confirm the effect
of wariables on HRQL while controlling the inflnence
of other variables. Advanced stages of CLD reduced all
domains of the CLDQ, and the physical function, role-
physical, general health and role-emotion domains of the
SF-36. The effect of viral hepatitis infection as causes
of CLD on HRQL reported from several studies is still
inconclusive!*. Recent systematic review revealed that
the patients with HCV infection scored lower than the
controls across all domains of the SF-367". In our study,
we could not find the impact of viral hepatitis infection,
especially viral hepatitis C, on HRQL. However, the
total cases of HCV infection in the study were quite
low. There were only 48 (19.2%) patients with HCV
mfection distributing in three stages of cirrhosis and
chronic hepatitis. In general, the elderly is associated
with less favorable appraisal of personal health due to
their health concerns, pessimistic health appraisals, social
isolation and unemployment™. A previous study in CLD
revealed that old age had a uegatﬂe unpact on H

RQL“ 1

T dg(‘ llrl(l 4 Imore lIIlPAllIIlt‘llL lll HI\\_L th n
. While 1mp01mn[ factors were controlle U a
one-year increase in age reduced the scores of physical
function, role-physical, and bodily pain from 0.4 to 0.8. In
general, females have more health concerns and are more
treatment-seeker than male. One study in CLD reported
the minor effect of gender on HRQL in CLD'"". We
found that female gender vielded negative inflnence on

the 61(161

physical functionir

v

1ot affect HRQL. This findir
close-knit type of Thai society, so CLD patients could get
psvchosocial support from other family members even
when they are single or divorced. Low socioeconomic
status was shown to be important factor affecting HRQL
in normal population and in patients with medical illnesses,
such as prostate cancer, end-stage renal diseases and lung
cancer™™™™ Education level and career type were used
as markers of socioeconomic status in this study because
there is no standard categorization of socioeconomic
status in Thailand. In general, education can help people
cope their own problems. Low educated people are prone
to have psychological problems and have false beliefs.
People with lower socioeconomic status have more stress,
more depression and interfamilial relationship problems
in their life. As far as we know, there is only one study in
chronic hepatitis C that reported the effect of education
on HRQL"™. We found that lower education level and type
of career reduced vitality and role-emotion. The presence
of financial burden can lower HRQL in several areas of
the SF-36 and CLDQ. The impact of low socioeconomic
status on HRQL supports the proposed conceptual model

www.wjgnet.com

of HRQL by Wilson IB and Cleary PD in 1995, which
states that socloeconomic f'1ct01s influnence multiple
domains of functional status®'. The most important
contribution showed from our study is that self-rating
patient health perception can atfect HRQL in CLD. In
the conceptual model, health perception is included in
the model together with other factors, such as biological
and physiological variables, symptom status, functional
status, characteristics of individual and envitonment™",
We found that the proportion of good health perception
declined while the severity of CLD increased. Good
health perception was the only factor shown to be
positively associated with the SF-36 and CLDQ domains
unanimously. This finding supports the HRQL model
that health perception is related to functional status,
symptom status, biological and physiological variables. It is
possible that HRQL i CLD can be improved by searching
strategy to increase patients health perception. There is
some evidence showing that psychological and emotional
support can improve patient health perception®™

In this study, we showed that the important factors that
reduced HRQL in CLD included not only advanced stages
of CLD but also old age, female sex, low socioeconomic
status, financial burden, as well as poor health perception
in accordance with the conceptual model of HRQL. We
conclude that while medical treatment is a key to improve
patient condition and HRQL, additional treatment with
psychosocial support to raise patient health perception
may improve HRQL, perhaps even better.
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COMME

Background

Health-related quality of life (HRQL) in chronic liver disease patients is lower than
normal popuiation. Factors relating to the reduction of HRGL are inconsistently
reparied. The study of faciors affecting HRGL in chronic iver disease i Asians
has never been carried out.

Research frontiers

The data of several variables, e.g. disease severity, etiologic factor, demographic
and socioeconomic, and patient self-rating health perception were collected.
Then, multiple regression analysis was used to identify the factors that
independently affect HRQL in chronic liver disease.

Innovations and breakthroughs

The study demonstrated that advanced stages of chronic liver disease, old age
and female sex reduced HRQL in Thai patients. Furthermore, socioeconomic
factors which hardly receive attention in previous studies of HRQL in chronic
liver disease can affect HRQL. Importantly, this 1s the first time that patient
health perception is shown to be strongly associated with HRQL in chronic liver
disease.

Appiications

While the medical treatment is a key to improve patient condition and HRQL,
complementary treatment with psychosocial support aimed to raise patient
health perception may improve HRQL. This conclusion needs further study to
confirm.

Terminology

HRQL is a concept which reflects the physical, social, and emotional attitudes
and behaviors of an individual as they relate to their prior and current health
state. HROL assessment describes health status from patients’ perspective and
serves as a powerful tool fo assess and explain disease outcomes.

Peer review

This study concerns over the understanding of readers for the demonstration of
results from multiple regression analysis. The key point of the analysis is to show
if the presence of individual relating factor affects HRQL in chronic liver disease.
Overall the paper requires grammatical work.

S- Editor Wang GP  L- Editor Kumar M E- Editor Ma WH
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ABSTRACT
Empirical Evidence on Equity Valuation of Thai Firms

This study aims at providing empirical evidence on a comparison of two equity valuation
models: (1) the dividend discount model (DDM) and (2) the residual income model (RIM), in
estimating equity values of Thai firms during 1995-2004. Results suggest that DDM and RIM
underestimate equity values of Thai firms and that RIM outperforms DDM in predicting cross-
sectional stock prices. Results on regression of cross-sectional stock prices on the
decomposed DDM and RIM equity values indicate that book value of equity provides the
greatest incremental explanatory power, relative to other components in DDM and RIM terminal
values, suggesting that book value distortions resulting from accounting procedures and choices

are less severe than forecast and measurement errors in discount rates and growth rates.

We also document that the incremental explanatory power of book value of equity
during 1998-2004, representing the information environment under Thai Accounting Standards
reformed after the 1997 economic crisis to conform to International Accounting Standards, is
significantly greater than that during 1995-1996, representing the information environment under
the pre-reformed Thai Accounting Standards. This implies that the book value distortions are
less severe under the 1997 Reformed Thai Accounting Standards than the pre-reformed Thai

Accounting Standards.
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Empirical Evidence on Equity Valuation of Thai Firms

Somchai Supattarakul and Anya Khanthavit

Abstract—This study aims at providing empirical evidence on a
comparison of two equity valuation models: (1) the dividend discount
model (DDM) and (2) the residual income model (RIM), in
estimating equity values of Thai firms during 1995-2004. Results
suggest that DDM and RIM underestimate equity values of Thai
firms and that RIM outperforms DDM in predicting cross-sectional
stock prices. Results on regression of cross-sectional stock prices on
the dzcomposed DDM and RIM equity values indicate that book
value of cquity provides the greatest ineremental explanatory power,
relative to other components in DDM and RIM terminal values,
suggesting that book value distortions resulting from accounting
procedures and choices are less severe than forecast and
measurement errors in discount rates and growth rates.

We also document that the mneremental explanatory power of book
value of equity during 1998-2004, representing the information
environment under Thai Accounting Standards reformed atter the
1997 economic crisis to conform to International Accounting
Standards. 1s significantly greater than that durng 1995-1996,
representing the information environment under the pre-reformed
Thai Accounting Standards. This implies that the book value
distortions are less severe under the 1997 Reformed Thai Accounting
Standards than the pre-reformed Thai Accounting Standards.

Keywords—Dividend Discounl Model, Equity Valuation Model,
Residual Income Model, Thai Stock Market

I. INTRODUCTION
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ted by DDM and RIM.
Their resuits suggest that RIM. over a range of conditions.
outperforms DDM in predicting US companies’ stock prices.
Moreover. {2] suggest that the superiority of RIM over DDM
can be explained by the fact that book values distortions
resulting from accounting procedures and accounting choices
of TI.S. companies are less severe than forecast and
measurement errors in discount rates and growth rates.
Accounting data of Thai firms are prepared in conformity with
the Thai Accounting Standards (Thai GAAP) which is not
identical to the U.S. Accounting Standards (US GAAP).

Somcha: Supattarakul is with the Department of Accounting. Thammasat
Business School, Thammasat University, Banglok 10200, THAILAND.
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Sangvian Indaravijaya Foundation and the Thailand Research Fund (TRF) for
financial support.

Anya Khanthavit is with the Department of Finance, Thamumasat Business
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Whether RIM will outperform DDM in explaining stock
prices of 1hai firms is therefore an empirical question. 1his
study aims at providing empirical evidence on relative
performance of RIM and DDM in  explaining
contemporzneous stock prices of Thai firms.

This study compares equity values of Thai firms estimated
by DDM and RIM during 1993-2004. In order to examine
whether RIM generates more accurate equity values than does
DDM. we first calculate the bias index (BIASP™ and
BIAS™) defined as a difference between estimated equity
value and stock price, scaled by the stock price and the
aceuracy index (ACC™™Y and ACC™™) defined as (he absolute
value of a difference between estimated equity value and stock
price. detlated by the stock price.

We find that medians of BIAS over a specific range of
conditions are significantly less than zero, suggesting that
DDM equity values are downwardly biased. relative to
contemporeneous stock prices. We also document that
medians of BIAS™ over a specific range of conditions
generally are significantly less than zero and less negative than
medians of BIASP™. This suggests that both DDM and RIM
underestimate cross-sectional stock prices, but RIM equity
values are less biased than DDM equity values. Our empirical
evidence also shows tlm DDM md RDd equiry values wth a
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values are more accurate than those without a component of
DDM lerminal values while RIM (erminal values have no
effact on the accuracy of RIM equity values.

More importantly. our empirical results reveal that RIM
equity values are more accurate in  predicting
confemporaneons stock prices than are DDM equity vahies.
In other words, RIM outperforms DDM in predicting cross-
sectional stock prices of Thai tirms. consistent with empirical
evidence on U.S. companies in [2] and [7].

Alternatively. in order to evaluate the relative explainability
of DDM and RIM equity values on cross-sectional stock
prices, we regress cross-sectional stock prices on cither DDM
or RIM equity values and compare the tesulting adjusted R’.
Our empirical evidence indicates that adjusted R° of both



DDM and RIM equity values increases as forecast horizons
increase but the adjusted R’ of the model with the
corresponding terminal value is similar to that of the model
without the terminal value. This suggests that forecast
horizons improve the explainability of DDM and RIM equity
values on cross-sectional stock prices, but DDM and RIM
terminal values seem to have no effect on the explainability of
DDM and RIM equity values. More importantly, a
comparison of adjusted R’ of DDM and RIM equity values
reveals inconclusive evidence on the relative performance of
DDM and RIM in explaining contemporaneous stock prices.
Specifically, for a one-year forecast horizon. DDM
outperforms RIM: for a two-year forecast horizon, RIM
outperforms DDM: for a three-year forecast horizon. DDM
and RIM perform equally well.

Additionally, in order to further evaluate the relative
performance of DDM and RIM in explaining cross-sectional
stock prices and to further examine whether for Thai firms.
book value distortions in book values resulting from
accounting procedures and accounting choices are less severe
than forecast and measurement errors in discount rates and
growth rates used to estimated future dividends and earnings
as for the US firms, we regress cross-sectional stock prices on
decomposed DDM and RIM equity values. Specifically,
DDM equity values are decomposed into two components: (i)
the sum of the present values of future dividends over a
specified finite forecast horizon and (ii) the present value of
DDM terminal value whereas RIM equity values are
decomposed into three components: (i) book value of equity.
(11) the sum of the present values of future residual income or
abnormal earnings over a specified finite forecast horizon, and
(iii) the present value of RIM terminal value.

We find that RIM’s adjusted R’ is higher than DDM’s
adjusted R’ for both two-year and three-year forecast horizons,
suggesting that RIM outperforms DDM in explaining cross-
sectional stock prices. consistent with Francis, Olsson. and
Oswald [2000]. We also document that DDM terminal value
provides greater incremental explanatory power than does the
sum of the present values of future dividends, consistent with
our results on the accuracy of DDM equity values in
predicting cross-sectional stock prices.  Our empirical
evidence on the incremental explanatory power for models
with decomposed RIM equity values indicates that book value
of equity provides the highest incremental explanatory power
over the other two components in decomposed RIM equity
values and both components in decomposed DDM equity
values. In other words. book value of equity explains a
significant portion of the variation in cross-sectional stock
prices. Overall. our empirical evidence implies that book
value distortions resulting from accounting procedures and
choices are less severe than forecast and measurement errors
in discount rates and growth rates.

In addition. Thai Accounting Standards have been reformed
to conform to International Accounting Standards (TIAS) after
the 1997 economic crisis because the society perceived that
the former Thai Accounting Standards did not generate high
quality of accounting numbers. Thus, this provides a unique

setting to examine the relative distortions in accounting
numbers generated from the former and current Thai
Accounting Standards. We compare the relative explainability
of book value for sub-sample firms prior to 1997 (ie.. a
sample period of 1995-1996) and book value of sub-sample
firms after 1997 (ie., a sample period of 1998-2004) to
contemporaneous stock prices.

Our empirical results on the incremental explanatory power
of each component in decomposed DDM and RIM equity
values for sub-sample firms during 1995-1996 and 1998-2004
are consistent with those for full-sample firms discussed
earlier. More importantly, the incremental explanatory power
of book value of equity for sub-sample firms during 1998-
2004, representing information environment under the current
Thai Accounting Standards reformed after the 1997 economic
crisis, is significantly greater than that for sub-sample firms
during 1995-1996, representing information environment
under the former Thai Accounting Standards. This implies
that the book value distortions are less severe under the
current Thai Accounting Standards which is inconformity with
International Accounting Standards than under the former
Thai Accounting Standards.

The remainder of the paper is organized as follows. Section
2 reviews two valuation models: DDM and RIM. Section 3
discusses DDM and RIM model specifications. Section 4
describes our sample and data collection. Section 5 reports
empirical results.

II. Two EQUITY VALUATION MODELS

A. Review Stage

In this study, we consider two equity valuation models: the
dividend discount model (DDM) and the residual income
model (RIM). Both DDM and RIM define an equity value as
the sum of the present values of expected future payoffs to
shareholders. However, they differ in terms of their defined
payofis.

DDM equity value equals the sum of the present values of
all expected future dividends. The following equation depicts
the definition. Firm subscripts and expectation operators are
suppressed for ease of notation.

) = DIV,
yPPM _ = s+;r (1)
=1(1+7,)
where:
VPPY = intrinsic value of equity at valuation date S,

DIV .= expected dividends for year S+, and

1, = cost of equity capital.

RIM is developed based on the DDM concept with an
additional accounting assumption typically called the clean
surplus relation. The following equation depicts the clean
surplus relation.

BV, =BV, + NI, - DIV, 2
where:

BV, = equity capital invested or book value at time 7.

NI, = net income or earnings for year 7, and



DIy,
Equation (2) can be rewritten as follows:
DIV, = BV, ,— BV, + NI, ©)
RIM also defines residual income or abnormal earnings as
net income minus charges of equity capital invested. The
following equation depicts the definition.
AE, = NI, —(BV,_; xr,) @

= dividends for year ¢.

where:
AE, = residual income or abnormal earnings for year 7.
Equation (3) can we rewritten as follows:
MI, = 4E,+(BV,;x,) ®)
Substitute N/ from equation (5) in equation (3) gives the
following equation:
DIV, = BV,_; — BV, + AE, + (BV,_; x1,)
= AE, +(1+1,)BV, ,— BV, ©
Substitute DIV from equation (6) in equation (1) gives RIM
equity value ( VRIM ) as follows:
VR{M7Y~A’11§ +(4+)BV,, BV,
a (lH’)

(AESH‘ sy B 4 ABs | Bl BW, |
L (1+7) (1+1)J (1+r9)- (1+7) (1“2)2; @
_ppea By, Ay |
(1+7) (l+r)’
—BV+V A
=y

Therefore, RIM equity value equals a combination of equity
capital invested (or book value of equity) and the sum of all
expected future residual income or abnormal earnings where
residual income equals net income minus charges of equity
capital invested at the beginning of the period. Above set of
equations shows that RIM is an algebraic transformation of
DDM. In other words, RIM is theoretically equivalent to
DDM.

III. MODEL SPECIFICATION

From equation (1). DDM is implemented as follows:
DIVs. r(1+ gpw)

DDy _ vDIVs t

Aal+r)  (l+r, )T("e —&pw) )
. ; DIV TVDW
m(+n) (1+r )

4 »DDM
where TV, 7

is DDM terminal value under certain
assumptions of growth rates of future dividends ( gpyr) and
forecast horizons (7). From equation (8), it can be concluded

that an accuracy of VSDDM depends primarily on measurement
r,) and

forecast errors in future dividends which depends heavily on
growth rates.
From equation (7). RIM is implemented as follows:

errors in discount rates (i.e.. cost of equity capital.

VR _ BV5+V AEser | 44E5+§(1+g35)
m(+r)  Q+r) (,—g4z) ©)
= BV vy A Tsr v
Ad+nY A+rn)
where TV{ is RIM terminal value under certain

assumptions of growth rates of future abnormal earnings (
grny ) and forecast horizons (7).

As discussed in Section 2, RIM is an algebraic
transformation of DDM: thus, RIM is theoretically equivalent

to DDM. As a result, VE s subject to the same theoretical

V. SDDM

limitations as . mentioned earlier. Specifically. both

DDM and RIM face measurement errors in discount rates and
forecast errors in growth rates. Measurement errors in
discount rates and forecast errors in growth rates. however,

should have a smaller effect on an accuracy of V& than

V SPDM

they do on an accuracy of since V&M s also based

partly on the amount of current equity capital invested or
current book value of equity, which is not subject to the
forecast and measurement errors. The fact that book value of

r RIM
4 s

equity is one component in causes an accuracy of

Vgiw to depend upon a degree of distortions in book value of

equation resulting from accounting procedures and accounting
choices while the book value distortions have no effect on an

accuracy of VDDM

Reference [2] uses analyst forecast data of future
dividends and earnings to proxy for future dividends (DIV)
and earnings (NI) in both DDM and RIM while [7] uses
realizations (ex post data) instead of analyst forecast data.
References [1]. [3]. [4]. and [5] also use analysts” forecasts of
future earnings and dividends as a basis for estimating future
book value of equity and abnormal earnings in RIM.
Consistent with prior studies. this study uses analysts’
forecasts of future dividends as a proxy for future dividends
(DIV) in DDM and uses analysts’ forecasts of both future
dividends and earnings as a basis for estimating future book
value of equity (BF) and future residual income or abnormal
earnings in RIM. Specifically. future book value is calculated
using the clean surplus relation stated in equation (2) as
BV, =BV, + NI, — DIV, . and future abnormal earnings (4E)
— BV, %7,).

Subject to data availability of analysts” forecasts of future
dividends and earnings. we use four different forecast horizons
(T) for both DDM and RIM: one-year. two-year. three-year.
and four-year forecast horizons. Three different growth rates
are arbitrarily chosen for both future dividends and abnormal
earnings (gpy and gpp,): O percent. 3 percent. and 5

are calculated using equation (4) as AE, = NI,

percent and three different levels of cost of equity capital (7, )
are arbitrarily employed: 10 percent.
percent.

12 percent, and 15



[V. SAMPLE AND DATA COLLECTION

Thai firms included in our sample must have (1) actual
annual earnings per share (EPS). (2) year-end book value per
share (BPS). (3) annual dividend per share (DPS). and (4)
year-end stock price (PRICE), available on Thomson
Datastream database. and (5) analysts’ forecasts of future
earnings and (6) analysts’ forecasts of future dividends.
available on I/B/E/S database. Subject to data availability of
analysts® forecasts of future earnings and dividends on I/B/E/S
database. onr sample period is limited to 1995 to 2004.

V. EMPIRICAL TESTS AND RESULTS

A Rias and Accuracy of DDM and RIM Equity Values
In order to examine which model between DDM and RIM
generates more accurate value, relative to stock price, the bias

index and accuracy index are calculated as follows:
Bias Index of DDM Equity Values

pPDM _ p
BI4SPPM -8 s (10)
P
Bias Index of RIM Equity Values
RIM
prastv Y5~ 5 (11)
s
Accuracy Index of DDM Equity Values
DDM _ p
ACCPPM _ f | (12)
B
Accuracy Index of RIM Equity Values
EM _p
A :7‘ Gl (13)
Fs
BIASPPH and BL4S™ are the bias index of DDM and

RIM. respectively, ACCP"" and 4CC™ are the accuracy
index of DDM and RIM, respectively. i

price at the valuation date S. A comparison of BL4SP?M and

BIAS™! provides empirical evidence on a relative bias of
DDM and RIM equity values. relative to cross-sectional stock

1

. £
1

equity values, relaiive o cross-sectiona

Panel A of table 1 presents medians of BI4SP? and
BIAS™  the bias index or signed prediction errors while
panel B of table 1 shows medians of ACCPPY and ACCRM |
the accuracy index or absolute prediction errors. BIASPPM

BIAS™ | 4CCPP™ and ACC™M are calculated over a
range of conditions: three levels of cost of equity capital (10%.
12%. and 13%). three different growth rares (1%. 3%. and
5%). four forecast horizons (ome year to four years). and
equity values with and without a component of terminal value.

We arbitrarily choose to report results on three pairs of cost
of equity capital (r,) and growth rates (g): (10%. 1%), (12%.
3%) and (15%. 5%). For DDM under the assumed cost of

equity capital of 10% and the assumed growth rate of 1%, and
four forecast horizons (T) of one to four years. medians of

BIASPPM for DDM equity values without terminal value
(with terminal value) range from -0.9746 to -0.8923 (from
-0.6901t0-0.5554). All medians are significantly less than

zero. For the same forecast horizon, median of BL4SPPM for
DDM equity values with terminal value is significantly less
negative than median of BI4SPPY for DDM equity values
without terminal value. as expected. This suggests that DDM
equity values are downwardly biased. relative to
contemporaneous stock prices and the downward bias is
reduced when DDM terminal values are taken into account in
estimating DDM equity values. Evidence on the other two
pairs of cost of equity capital and growth rates is qualitatively
identical.

For RIM under the assumed cost of equity capifal of 10%
and the assumed growth rate of 1%, and four forecast horizons
(T) of one to four years, medians of BI4S®™ for RIM equity
values without terminal value (with terminal value) range
from -0.2724 to0 -0.1701 (tftom 0.0222 to 0.1465). For
the same forecast horizon. median of BIAS™ for RIM
equity values with terminal value is significantly greater than
median of BIAS®™ for RIM equity values without terminal
value, as predicted. Empirical results on the other two pairs of
cost of equity capital and growth rates are consistent with
discussed results.  This suggests that in gencral RIM equity
values are downwardly biased, relative to cross-sectional stock
prices and the downward bias is reduced when RIM terminal
values are included. consistent with results on DDM equity
values. Overall, DDM and RIM implementing as discussed in
this paper generally underestimate equity values, relatively to
contemporaneous stock prices.

A cowparison of (he accuracy index of DDM and RIM
(ACCPPY and ACCH#M ) helps address how accurate DDM
and RIM estimate contemporaneous stock prices. Since our
cmpirical results for all three pairs of cost of cquity capital and
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equity values without ferminal vaiue (with terminal vaiue
range from 0.8251 to 0.9455 (from 0.4023 to 0.4653).
Results show that as forecast horizons increase, DDM equity
values are more accurate in predicting the stock prices.
suggesting that forecast horizons affect performance of DDM
in estimating equity values. This is consistent with empirical
evidence of US firms in [7]. Morcover. for the same forecast
horizon, medians of ACCPPM for DDM equity values with
terminal value is significantly less than that without terminal
value. suggesting that DDM equity values are more accurate
when DDM terminal values are included in the estimation of
equity value. Specifically. median of ACC®? is doubled
when DDM terminal value is taken into account. This
indicates that DDM terminal value is an important



componentof DDM equity values. This is consistent with
results on US firms documented by [7].

For RIM. medians of ACCT™ for RIM equity values
without terminal value (with ferminal value) range from
0.2485 to 0.2709 (from 0.2113 to 0.2547). Medians of
ACCT! under eight reported conditions are not significantly
different. Our results indicate that forecast horizons and RIM
terminal values do not have a significant effect on
performance of RIM in estimating equity value. This is
consistent with empirical evidence on US firms documented in
(7]

More importantly, medians of 4CC
DDM

AL are significantly

lower than medians of AC in all reported conditions.
suggesting that RIM equity values are more accurate than are
DDM equity values, relative to cross-sectional stock prices. In
other words, RIM outperforms DDM in predicting
contemporaneous stock prices of Thai firms. This is
consistent with empirical evidence on US companies reported
in [2] and [7]. In addition, median of ACC®™ for book
value of equity (BV) is 0.2931. which is lower than that of
DDM equity values. This suggests that book value of equity

also outperforms DDM in predicting cross-sectional stock
prices of Thai firms.

B. The Explainability of DDM and RIM Equity Values

In order to examine relative performance of DDM and RIM
equity values in explaining cross-sectional stock prices, the
following regression models are estimated.

Stock Prices and DDM Equity Values

P = "M | ﬁDDMVSDDM 4 gPDM (14)
Stock Prices and RIM Equity Values
P, — R +ﬁRIMVSRIM | R (15)

A comparison of adjusted R’s of these models provides
evidence on the relative explainability of DDM and RIM
equity values on cross-sectional stock prices. Table 2 reports
estimated slope coefficients, APPM and &Y standard

errors. adjusted R’, and number of observations (1) for the
DDM and RIM regression models over a range of conditions:
three levels of cost of equity capital (10%, 12%. and 15%),
three different growth rates (1%, 3%. and 5%). three forecast
horizons (one year fo three years). and models with equity
values with and without terminal values.

TABLE 1
The Bias and Accuracy Index of the DDM and RIM Ecquity Values

Panel A: Bias or Sipned Prediction Errors

Moadel L g BV Without Terminal Value With Terminal Value
T=1 T=2 T=3 T=4 T=1 T=2 T=3 T=4
DDM 10.00% 1.00% -0.9746 -0.9464 -0.9154 -0.8923 -0.6901 -0.6407 -0.5680 -0.5554
1482 1414 945 290 1482 1414 945 290
RIM 10.00% 1.00% -0.1223 -0.1701 -0.1975 -0.2618 -0.2724 0.0662 0.0222 0.0819 0.1465
2741 1452 1300 923 315 1259 1201 918 320
DDM 12.00% 3.00% -0.9751 -0.9477 -0.9184 -0.8985 -0.6901 -0.6471 -0.5826 -0.5775
1482 1414 945 290 1482 1414 945 290
RIM 12.00% 3.00% -0.1223 -0.1849 -0.2252 -0.2989 -0.3220 -0.0183 -0.0958 -0.0362 -0.0089
2741 1452 1300 923 315 1163 1120 875 310
DDM 15.00% 5.00% -0.9757 -0.9500 -0.9227 -0.9060 -0.7211 -0.6877 -0.6388 -0.6405
1482 1414 945 290 1482 1414 945 290
RIM 15.00% 5.00% -0.1223 -0.2062 -0.2641 -0.3499 -0.3870 -0.2204 -0.2872 -0.2493 -0.2560
2741 1452 1300 924 315 1096 1052 845 301
Panel B: Accuracy or Absolute Prediction Errors
Model L g BV Without T erminal Value With Terminal Value
T=1 T=2 T=3 T=4 T=1 T=2 T=3 T=4
DDM 10.00% 1.00% 0.9455 0.8908 0.8291 0.8251 0.4653 0.4381 0.4105 0.4023
1482 1414 945 290 1482 1414 945 290
RIM 10.00% 1.00% 0.2931 0.2659 0.2690 0.2709 0.2485 0.2547 0.2461 0.2392 02113
2741 1452 1300 923 315 1259 1201 918 320
DDM 12.00% 3.00% 0.9465 0.8937 0.8354 0.8321 0.4653 0.4418 0.4280 0.4169
1482 1414 945 290 1482 1414 945 290
RIM 12.00% 3.00% 0.2931 0.2665 0.2665 0.2806 0.2397 0.2479 0.2452 0.2461 0.1950
2741 1452 1300 923 315 1163 1120 875 310
DDM 15.00% 5.00% 0.9479 0.8978 0.8419 0.8437 0.5000 0.4807 04710 0.4590
1482 1414 945 290 1482 1414 945 290
RIM 15.00% 5.00% 0.2931 0.2622 0.2678 0.2828 0.2756 0.2809 0.2997 0.2950 0.2430
2741 1452 1300 924 315 1096 1052 845 301




TABLE2
T he Relative Explainability of the DDM and RIM Equity Values

Model r, g BV Without Terminal Value With Terminal Value
T=1 T=2 T=3 T=1 T=2 T=3
DDM 10.00%  1.00% b 03278 **+ 01723 #**  0.1366 *** 0.0268 *#*  0.0259 ***  0.0468 ***
SE 0.0064 0.0026 0.0014 0.0005 0.0003 0.0005
Adj R? 0.6394 0.7588 0.9136 0.6394 0.8031 0.9149
n 1482 1414 945 1482 1414 945
RIM 10.00%  1.00% b 33199 #££ (2303 *FE (1588 *HE 00976 *H* 0.0170 *#*  0.0134 *+* (0163 ***
SE 0.0861 0.0082 0.0018 0.0010 0.0009 0.0002 0.0002
Adi R 0.3518 03501 0.8549 0.9191 0.3338 0.8599 09134
n 2741 1452 1300 923 1259 1201 918
DDM 12.00%  3.00% b 0.3338 *4+ 01770 ***  0,1410 *** 0.0268 *#*  0,0264 ***  0,0484 ***
SE 0.0065 0.0027 0.0014 0.0005 0.0003 0.0005
Adi R 0.6394 0.7581 0.9136 0.6394 0.8031 0.9149
n 1482 1414 945 1482 1414 945
RIM 12.00%  3.00% b 33100 #2345 #4E (1633 #HF (1014 *H+ 0.0169 *#*+  0.0135 *+*+ (0163 ***
SE 0.0861 0.0084 0.0019 0.0010 0.0009 0.0002 0.0002
Adi R 0.3518 0.3501 0.8551 0.9190 0.3322 0.8598 0.9022
n 2741 1452 1300 923 1163 1120 875
DDM 15.00%  5.00% b 0.3427 #%+ 01841 ##*  0.1476 *** 0.0208 *#*+  0.0209 *** 00547 #**
SE 0.0067 0.0028 0.0015 0.0006 0.0004 0.0005
AdjR? 0.6394 0.7572 0.9136 0.6394 0.8026 0.9149
n 1482 1414 945 1482 1414 945
RIM 15.00%  5.00% b 33190 ##£ (2408 *++ (1702 #*+ 01071 **# 0.0186 *#+  0.0152 ***+ 00182 ***
SE 0.0861 0.0086 0.0019 0.0010 0.0010 0.0002 0.0002
Adj R? 0.3518 0.3501 0.8554 0.9188 0.3323 0.8587 0.8888
n 2741 1452 1300 924 1096 1052 845
Since our results for all three pairs of cost of equity capital For RIM performance in explaining cross-sectional stock
and growth rates are qualitatively identical. we discuss in this  prices, we find that adjusted R’ increases as forecast horizons

paper only results for the first pair: cost of equity capital of
BPPM and R under all

conditions are significantly positive. A comparison of
adjusted R’ of DDM models without terminal value indicates
that adjusted R’ increases as forecast horizons increase.
Specifically, adjusted R’ increases from 63.94% in the one-
year forecast horizon (T=1) to 75.88% in the two-year forecast
horizon and 91.36% in the three-year forecast horizon.
Results for DDM models with terminal value are consistent
with the previously discussed results. That is, adjusted R’
increases from 63.94% in the one-year forecast horizon (T=1)
to 80.31% in the two-year forecast horizon and 91.49% in the
three-year forecast horizon. This suggests that the
explainability of DDM equity values on cross-sectional stock
prices is increasing with forecast horizons, consistent with our
empirical results on the accuracy of DDM equity values in
predicting stock prices discussed earlier. Moreover, for the
same forecast horizon. adjusted R° of DDM models with
ferminal value is similar to that without terminal value. This
suggests that DDM terminal value has no significant effect on
the explainability of DDM equity values on cross-sectional
stock prices while our results on the accuracy of DDM equity
values indicate that DDM terminal value improves
performance of DDM equity value in estimating
contemporaneous stock prices.

10% and growth rate of 1%.

increase but is not affected by RIM terminal value, consistent
with results DDM results. Specifically. for RIM models
without terminal value, adjusted R’ increases from 35.01% in
the one-year forecast horizon (T=1) to 85.49% in the two-year
forecast horizon and 91.91% in the three-year forecast
horizon. and for RIM models with terminal value, adjusted R’
increases from 33.38% in the one-year forecast horizon (T=1)
to 85.99% in the two-year forecast horizon and 91.34% in the
three-year forecast horizon. Moreover, for the same forecast
horizon, adjusted R’ of RIM models with terminal value is
similar to that without terminal value. Note also that the
explainability on cross-sectional stock prices of book value of
equity (adjusted R’ of 35.01%) and RIM equity values in the
one-year forecast horizon are at a similar level.

A comparison of adjusted R° of DDM and RIM models
reveals mixed results on the relative explainability of DDM
and RIM equity values on cross-sectional stock prices.
Specifically, for the one-year forecast horizon, adjusted R’ of
DDM model (63.94%) is greater than those of RIM model
(35.01%) and book value of equity (35.18%); for the two-year
forecast horizon. adjusted R° of DDM model (75.88%) is
lower than that of RIM model (85.49%); for the three-year
forecast horizon, adjusted R’ of DDM model (91.36%) and
RIM (91.91%) model are not significantly different.
Reference [2] find empirical evidence that for five-year



TABLE 3
Regression of Stock Prices on the Decomposed DDM and RIM Equity Values

Maodel r, z Book Value Sum of PV of DIV or AE PVof TV
T=2 T=2 T=3 T=2 T=3
DDM 10.00% 1.00% b -0.1188 *#% 51618 *** 0.0504 ##¥ 27568 #**
SE 0.0138 0.1873 0.0024 0.0974
AdjR? 0.8171 0.9532
IncR? 0.0096 0.0375 0.0583 0.0395
n 1414 945
RIM 10.00% 1.00% b 1.5063 #++ 157 *+* -0.0865 *** 27049 *¥+ 0.0196 *#¥ 0557 *#+
SE 0.0316 0.043 0.0063 0.2925 0.0005 0.0622
AdjR? 0.9536 0.9697
Inc R? 0.0931 0.0476 0.0076 0.0030 0.0525 0.0029
n 1134 853
DDM 12.00% 3.00% b -0.1209 *#¥ _53028 *¥+ 0.0511 #+¥ 28406 ***
SE 0.0141 0.1924 0.0024 0.1004
AdjR? 0.8171 0.9532
Inc R? 0.0094 0.0375 0.0590 0.0395
n 1414 945
RIM 12.00% 3.00% b 1.5618 *4k | 6334 #* -0.0904 ¥k 25856 *kk 0.0198 ##* 0529 #
SE 0.0323 0.0442 0.0065 0.3065 0.0005 0.0649
AdjR® 09572 09706
IncR? 0.0957 0.05 0.0078 0.0026 0.0533 0.0024
n 1048 807
DDM 15.00% 5.00% b -0.1242 -5.5159 0.0584 3.3301
SE 0.0145 0.2002 0.0027 01177
AdjR? 0.8171 09532
IncR 0.0094 0.0375 0.0599 0.0395
n 1414 945
RIM 15.00% 5.00% b 1.6038 1.6905 -0.0925 ##k 26470 **k 0.0222 *##* 0604 #xx
SE 0.0332 0.0447 0.0067 03161 0.0006 0.0746
AdjR 0.9594 09715
IncR 0.0968 00531 0.0078 0.0026 0.0535 0.0024
n 978 771
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than that of RIM model (71%). suggesting that RIM
outperforms DDM in explaining cross-sectional stock prices
while our empirical evidence shows inconclusive evidence on
the relative explainability of DDM and RIM equity value on
cross-sectional stock prices.

and RIM in explaining cross-sectional stock prices and
examine whether book value distortions resulting from
accounting procedures and choices are less severe than
forecast and measurement errors in discount rates and growth
rates, we regress cross-sectional stock prices on decomposed

DDM and RIM equity values. DDM equity values with
terminal value are decomposed into two components: (1) the
sum of the present values of future dividends over specified
\
; | I DIV,
finite forecast horizons (275*; . and (2) the present
=l+7,)

A
Ty PDM
value of the corresponding DDM terminal value (Si_TTJ
1+7,)
AN a

Similarly, RIM equity values with tferminal value are

Tharafara tha fall~ o racragainn madale ara agti tad
Therefore, the following regression models are estimated.
Stock Prices and Decomposed DDM Equity Values:
- I DIV, w TV, e
PS :QDD,’L] +,8DD,-\'I < S+t +ﬂPD‘U 5+T + EDDJI (16)

Ay a+r)"
Stock Prices and Decomposed RIM Equity Values:

P —a™ 4 g gy, +ﬁmri AEg, . mor TV5y e (17)
. U e o)

Table 3 presents estimated slope coefficients for models
with decomposed DDM equity values ( ﬁlDDM' and ﬁEDDM')
and models with decomposed RIM equity values (ﬁlﬂ' .
ﬂzﬂ M and ﬁf"‘w). the corresponding standard errors (SE).

. B 5 4 .
adjusted R’, incremental R*, and number of observations ().



TABLE4
Regression of Stock Prices on the Decomposed DDM and RIM Equity Values

Model re g Book Value SumofPVof DIV or AE PVof IV
T=2 T=3 =2 T=3 T=2 T=3
DDM 10.00% 1.00% b 01174 *¥% 53204 #FF 00499 ¥¥* 28390 **x
SE 0.0244 04865 0.0042 0.2532
AdiR* 0.8599 0.9758
IncR? 0.0100 0.0192 0.0615 0.0202
n 326 151
RIM 10.00% 1.00% b 17225 #=% 9872 #x* 01112 #%% 47038 #*% (0214 #%% 00830 #**
SE 0.0569 0.1004 0.0089 0.8844 0.0008 0.1879
Adj R’ 09772 0.9919
IncR’ 0.0698 0.0205 0.0119 0.0015 0.0611 0.0014
” 299 154
DDM 12.00% 3.00% b 01196 ¥¥* 54659 FFF 00506 ¥E* 29254 ¥k
SE 0.0249 0.4998 0.0042 0.2608
AdjR? 0.8599 0.9758
IncR? 0.0100 0.0192 0.0620 0.0202
n 326 151
RIM 12.00% 3.00% b 17869 *** 20304 *** 01162 *** 47298 *** (0216 *¥* 09839 ®**
SE 00562 0.0994 0.0089 0.9300 0.0007 0.1968
AdiR? 0.9804 0.9920
IncR* 0.0727 0.0227 0.0123 0.0014 0.0621 0.0014
” 272 148
DDM 15.00% 5.00% b -0.1228 **% 56857 #FF 00578 FE* 34296 **x
SE 0.0255 0.5198 0.0048 0.3057
AdjR® 0.8599 09758
IncR? 0.0100 0.0192 0.0632 0.0202
n 326 151
RIM 15.00% 5.00% b 18193 #¥% 21417 #%% Q1182 *** 43343 k¥ (241 #¥F ] 003] ¥**
SE 0.0385 0.0950 0.0094 0.9660 0.0008 0228
AdjR? 0.9812 0.9923
IncR* 0.0728 0.0274 0.0120 0.0011 0.0619 0.0010
n 250 143

Since our empirical results for all three pairs of cost of
equity capital and growth rates are qualitatively identical. we
discuss in this paper only results for the first pair: cost of

equity capital of 10% and growth rate of 1%. Note that
adjusted R of decomposed RIM model is higher than that of

decomposed DDM model for both two-year and three-year
forecast horizons.  This evidence indicates that RIM
outperforms DDM in explaining cross-sectional stock prices.
consistent with [2].

For decomposed DDM model. the incremental explanatory
power measured by the incremental R’ is higher for
( Ty )

T

N\

DIV,
5 I (0.96%) for three-

T
(5.83%) than for (:

\(1-%—?"",) J \[:1(1_'_].0}!‘./
year forecast horizon while for the two-year horizon. the
\
L DiVs,,

incremental R’ of | ¥ is similar to that of

E=1ERi

J

important component of DDM equity values in explaining
cross-sectional stock prices, consistent with our results on the

accuracy of DDM
contemporaneous stock prices.

For decomposed RIM model, the incremental R of book
value of equity is the highest. relative to those of

L dE,, . | TVEM
» Sf’r I and oLt + |- For example, for the two-year
Sany)  lavn)
forecast horizon, the incremental R’ is 9.31% for book value
. 4B ] [T )
of equity, 0.76% for [275“[ .and 5.25% for % .
=1 (1+7,) \(d+7,)

This indicates that book value of equity provides the highest
incremental explanatory power over the other two components
in RIM equity values. In other words. book value of equity
explains a significant portion of the varlation in

10



TABLES
Regression of Stock Prices on the Decomposed DDM and RIM Equity Values

Model T g Book Value Sumof PV of DIV or 4E Present Value of TV
T=2 T=3 T=2 T=3 T=2 T=3
DDM 1000% 1.00% b 4.0025%#% 13249 * 0.5154 * 0.9922
SE 1.5098 0.7117 0.2707 0.1855
AdjR? 0.4828 0.5139
IncR? 0.0040 0.0024 0.0020 0.0194
n 909 717
RIM 1000% 100% b 09329 **% 10196 ***  15054%%* (06374 ¥¥* (1518 * 0.4302 *%*
SE 0.041 0.0445 0.4161 0.2302 0.0775 0.0717
AdjR? 0.6347 0.6035
Inc R’ 02715 0.3420 0.0069 0.0050 0.0020 0.0234
n 697 610
DDM 1200% 3.00% b 40753 #%% 13571 * 0.5304 * 1.0313 ®##
SE 1.5373 0.7306 0.2727 0.1902
Adj R’ 0.4828 0.5139
IncR? 0.0040 0.0024 0.0021 0.0200
n 909 717
RIM 1200% 3.00% b 0.9886 ***  1,0930%** 16276 *%* (7662 *** (1748 ** (4873 ***
SE 0.0413 0.0469 04231 2362 0.0786 0.0755
AdjR? 0.6440 0.6077
IncR? 0.3117 0.3674 0.0081 0.0071 0.0027 0.0282
n 654 579
DDM 1500% 5.00% b 4.1844%%% 14054 * 0.6202 * 1.2240 ®%%
SE 1.5784 0.7592 0.3094 02213
AdjR? 0.4828 0.5139
IncR* 0.0040 0.0024 0.0022 0.0208
n 909 717
RIM 1500% 5.00% b 11204 #%% 12923 4% 1.9111%%% (09569 **% 01595 0.5750
SE 0.0402 0.0468 0.4780 2383 0.0976 0.08762
Adj R’ 0.6444 0.6198
IncR* 0.4552 0.5247 0.0092 0.0111 0.0015
n 654 553

contemporaneous stock prices. Additionally. the incremental
explanatory power of book value of equity is greater than

r prv. ) {7 DDM
those of | 275 | and [siqf | This is consistent
e=TIEN LA+ )

with empirical evidence on US firms documented in
CHIpiiCa: CVIGSNCS TS GQoCumenied i

a1
2]
Overall. this suggests that book value distortions 1esultjng
from accounting procedures and choices (influencing only
RIM equity values) are less severe than forecast and
measurement errors in discount rates and growth rates
(influencing both DDM and RIM equity values).

In addition, we also regress cross-sectional stock prices on
decomposed DDM and RIM equity values for a sample period
of 1995-1996, representing the time period prior to the 1997
economic crisis and a sample period of 1998-2004,
representing the time period after the 1997 economic crisis.
This allows us to evaluate whether the curent Thai
Accounting Standards reformed as after the 1997 economic

crisis to conform to International Accounting Standards

generates higher-quality accounting data than does the former
Thai Accounting Standards. Tables 4 and 5 present estimated
slope coefficients for decomposed DDM equity values

; ADDM' 4 aDDM'~
(B ad ™)

( B ﬁfm .and ﬁf‘w' ). the corresponding standard errors

(SE). adjusted R’, incremental R’, and number of observations
(n) for sample periods of 1995-1996 and 1998-2004,
respectively.

Results on relative performance of DDM and RIM in
explaining cross-sectional stock prices evaluated by adjusted
R’ suggest that RIM outperforms DDM over a range of
conditions and for both sample periods which is consistent
with our empirical results discussed earlier and also prior
empirical evidence on US firms documented in [2].

Furthermore, results on the incremental explanatory power
of each component in decomposed DDM and RIM equity
values for the sample periods of 1995-1996 and 1998-2004 are
consistent with those for a full sample discussed earlier. That

11



is, DDM terminal value provides greater incremental
explanatory power than the sum of the present values of finite
future dividends. For RIM model, book value of equity
provides the greatest incremental explanatory power and RIM
ferminal value comes in second and the sum of the present
values comes in last. Moreover. book value of equity provides
greater incremental explanatory than DDM terminal value.
Overall, our results reveal that book value distortions resulting
from accounting procedures and choices are less severe than
forecast and measurement errors in discount rates and growth
rates. consistent with our findings discussed earlier.

More importantly, the icremental explanatory power of
book value of equity for the sample period of 1998-2004,
representing the information environment under the current
Thai Accounting Standards reformed after the 1997 economic
crisis, is significantly greater than that for the sample period of
1995-1996. representing the information environment under
the former Thai Accounting Standards. Specifically. the
incremental R’ of book value of equity for the sample period
of 1998-2004 (1995-1996) is 27.15% (5.69%) and 34.20%
(2.05%) for the two-year and three-year forecast horizons,
respectively. This implies that book value distortions resulting
from accounting procedures and choices are less severe under
the current Thai Accounting Standards which is inconformity
with International Accounting Standards than are those under
the former Thai Accounting Standards. In other words, the
current Thai Accounting Standards seem to generate higher-
quality accounting numbers than do the former Thai
Accounting Standards.
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ABSTRACT
World and Regional Factors in Stock Market Returns

This paper aims to test the hypothesis that the national stock market returns are driven
by a world factor, regional factors and idiosyncratic factors, and to measure the importance of
each factor. The state-space model is applied to describe the sample returns and estimate a
world factor, regional factors and idiosyncratic factors by Kalman filtering. Weekly and daily
returns calculated from MSCI country indexes from January 1988 to December 2004 of 11
national stock markets in four regions, i.e. North America (the USA and Canada), South
America (Brazil, Mexico and Chile), Europe (the UK, Germany and France), and Asia (Japan,
Hong Kong, and Singapore) are used. The results support the hypothesis that national market
returns are driven by a world factor, regional factors and idiosyncratic factors. National markets
do not always respond mainly to the world factor; regional factors and idiosyncratic factors play

important roles as well. They also respond to world news at a slower rate than regional news.
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Ahsiract

Purpose — This paper aims to test the hypothesis that the national stock market retums are driven
by a world factor, regional factors and idicsyncratic factors, and to mezsure the importance of each
factor

Design/methodology/approach — The state-space model is applied to describe the szmple returns
and estimate a world factor, regional factors and idiosyneratic factors by Kalman filtering. Weekly and
daily retums calculated from MSC] country indexes from January 1988 to December 2004 of 11
ratioral stock markets in four regions, ie. North America (the USA and Canada), South America
(Brazil, Mexico and Chile), Europe (the UK, Germany and France), and Asia (Japan, Hong Kong, and
Singapore) are used.

Findings — The results support the hypothesis thet national market returns are driven by a world
factor. regional factors and idicsynaatic tactors. Nztionzl markets do not always respond mainly to
the world factor, regional factors and wdbsyneratic factors play important roles as well. They ako
respond toworld news at a slower rate than regional news,

Research limitations/implications — This paper does not identify the source or origins of news
directly but the factors are assumed as random variables end are estimated under certain strict
assumprions.

Originality/value — This paper applies Kalman filtering fo estimate a waorld factor and regional
factors and test the impartance of each fzctor directly, an extension of previous sfudies that mostly
showed strong independence among markets.

Keywords Stock markets, Stock returns, World economy, National econcmy, Factor analysis
Paper type Research paper

1. Introduction

Returns in naticnal stock markets exhibit strong interdependence (Jafie and
Westerfield, 1985 and Becker ef al, 1992) Investors follow news closely on how
major markets react and apply this knowledge as part of their investment strategies in
their interested stock markets, Researchers like Eun and Shim (1989), Becker et al
(1990) and Hamac et al (1990) reported that the US market was the most influential
market, and that the TIS market retirn was ahle to explain and predict other national
market refurrs (e.g. Japan, the UK, Germany and Canada). However, the US market
itself must react o some fundamental factors or news but they could react to these
factors at a faster rate. This belief led researchers to further study economic variables
or world news that might be ahle to explain the movements in national stock markets.
Jorion (1890), King ef ol (1994), Harvey (1955), Harvey ef al. (2002), Shackkman (2008),

Support from the Faculty of Commerce and Accountancy, Thammasat University, and the
Professor Sangvian Indaravijaya Foundation is gratefully acknowledged. Anva Khanthavit ako
thanks the Thailand Research Fund for support.



and Nandha and Hammoudeh (2007) found that observed economic variables, such as
exchange rates, world market portfolio, dividend yields, interest rates, industrial
production index and commodity prices, could explain only small parts of the
movements in national stock market returns. For example, Hervey et al (2002) found
that the amount of returns variance explained bg’ the econonuc variables was about 5.7
percent on average (as shown by the adjusted R values) for 18 countries. The study by
Conrolly and Wang (2003) fourd that macrosconomic news announcements made in
the USA, the UK and Japan accounted for a very small pert in explaining the return
co-movement among national markets. Thus, srrong interdependence and
comovement of stock returns must result from the returns being driven by common
worll factors, which ere dilCeull o quantily or measure, Moreover, Engle and Susmel
(1993), Eilson of &/ (2001), Rangwnid i2001), Chan-Lau and Ivaschenko (2008), Leong and
Felmingham (2003), Climent and Meneu (2003), and Phengpis and Apilado (2004) found
some evidence that regional factors in Europe and Asia could contribute to the
interdependence of national markets in the same regions but they did not specify what
the factors are and did rot compare the importance between the world and regional
fectors divectly.

This study tries to shed some light about how world factors, regional factors and
wdiosyneratic factors contribute to the stock price dynamics m national markets. We
propose the hypothesis that the nationzl market returns are driven by a common world
fzctor, regicnal factors and idicsyneratic factors. A common world factor is defined as
news (items) or innovations thet impact all national markets, The examples of such
Leclor would be the Asian crisis in July 1997 or the lear of the credil markels i (he USA
i August 2007, which caused all national markets to decline substantially. Regional
fzctors are defned as rews (items) or mnovations that impact only the national
markets in the same region but do not heve any impacts on the rest of the markests,
Idiosyncratic factors or country-specific factors are defined as news litems) or
inovations that impact only one national market. "U'hus, the explanatory ability of the
leading markels s om the common world and regiong! laclors thal dove all the
retums,

Tt 18 mportant to fest the hypothesis for st least three reasons, First, the findings
will help us to understand the mechanism of information transmission in the warld
capital markets. That is, if all national market returns ere driven by a common world
tzctor and regional factors as m our hypothesis, correlation of returns on a market with
lagged returns on other markets has to come from different degrees of market
cfficicney to acknowledge the information. These would contradict the findings that
foumd information transmission from major markets (eg. the TISA and Japan) to other
naticnal merkets, as the source of information might not necessarily originate from
these leading markets.

Second, certain national market returns (e.g. the USA and Japan) are widely used as
explanarary variables in regressions of other narional market returns. If the common
and regionz] factors drive the asset returns, as m our hypothesis, all the returns are
endogenous. The regressions are mis-specified znd generzte biased and inconsistent
estimaters.

Third, we can investigate whether world or regional factors play a major role that
drives national market refuwrns. Previous studies did not investigate this issue directly.

Factors in stock
market returmns

223




IMF
52

224

This information should also be of interest for investors to learn what factors that they
should put focus on.

In this study, we examine the hypotheses by decomposing national market returns
into three parts. The first part is explained by a common world factor. Because this
factor drives all the national market returns, we can consider this factor as being a
world factor regardless of the origin of this factor. The second part is explained by a
regional factor, which only drives returns of all the national markets within the same
region without affecting those markets outside the region. The last part is explained by
an idiosyncratic factor or a country-specific factor. Even though most of the world
factor, regional factors and idiosyncratic factors cannot be directly observed by
researchers as their data are unavailable, the investors must be able to observe them as
the national markets tend to move together. We try to estimate these factors based ona
state-space model by the Kalman filtering technique. The technique is a recursive,
predictive updating technique that can determine the parameters of a process with
unchserved regressors, We estimate the model and perform hypothesis tests, using
weekly and daily return data from January 1988 to December 2004 on 11 national
markets in four regions:

(1) North America (the USA and Canada);

(2) South America (Brazil, Mexico and Chile);
(3) Europe (the UK, Germany, and France); and
(4) Asia (Japan, Hong Kong and Singapore).

Our results support the hypothesis that the national market returns are driven by a
world factor, regional factors and idicsyncratic factors.

The remainder of this paper i1s organized as follows. In Section 2, we explain
previous frameworks and construct a state-space model to describe the return behavior
in our sample markets and propose the tests for our hypothesis. The data description is
in Section 3. We report the empirical results in Section 4 and conclude our study in
Section 5.

2. Framework and methodology

2.1 Previows frameworks and methodologies

Generally, the studies of international stock returns could be divided into three groups.
Far the first group, researchers followed the international capital asset pricing models
and related factor models by applying a regression approach, such as in Harvey (1995)
and Harvey ef al (2002). They used a world market portfolio and other economic
variables as fundamental factors to explain returns. The central intuition of these
models was that only the pervasive sources of common variation should be priced.
However, as pointed out earlier, these variables were only able to explain returns
marginally. They could also face the problem of multicollinearlity as several variables
are highly correlated such as interest rates and exchange rates. For the second group,
researchers focused on the co-movements among international stock returns by
applying a corelation test (Grubel, 1968 Solnik, 1974; Becker ef al, 1992) and
cointegration test (Cheung, 1993; Chan ef al, 1992). They found that the co-movements
among developed markets are stronger than the developing ones and there existed a
long-term relationship among stock markets, However, the studies used bivariate tests,



not multivarizte tests, and could rot specify what the fundamental factors that led to
such relationships are. The last group focrnsed on the informahion frensmission among
mternatioral stock markets by applying vector autoregressive (VAR) (e.g. Eun and
Shim, 1989; Phvlaktis, 1999), and gererslized autoregressive conditionally
heteroscedastic (GARCH) le.g. Hamao ef ¢l, 1990; Koutmos, 1996). Their models
assumed that stock returns and volatilities were driven by present znd past stock
returns and volatilities from other markets. They generally found strong informztion
trarsmission in both stock remrns end volatilities. However, similar to the second
group, they did not identify what the fundamental factors, which drove market returns,
are. One exception was a research by King ¢! al (1994), which first estimated the VAR
maodel like other papers in this group. They then used the residuals from the estimztion
and decomposed them into three parts:

(1} the coramon observable factor;
(2} the coramon unobservable factor; and

(3} specific risks.

They found that only a small portion of the covariance between naticnal stock markets
could be accounted for by observable economic variables, Le. interest rates, exchangs
rates, industrial production, inflation, trade account, money supply, oil prices and
commodity prices. Most of the portions were driven primarily by movements in
mnohservahle veriahles, which they interpreted s unchservahle findamental
variables that investors had ignored. The limitation was that the VAR modsl could
fit the data rather well, which means that the resicuals of their focus were actually a
smgll portion of returns. Our study can be considered the extension of the last group by
mvestigating directly whether there are fundamental factors originating mformetion
traremission among national stock markets. This 1z very similar to the concepts used
by Gregorv et al. (1997) and Bams et al (2004) with other variables. In Gregory ef al.
(1997), the output, consumption and investment in seven countries were explained by
the unchserved world common factor. In Bams of @l (2004), the exchange rates of four
currencies were explained by the unobserved world common factor. These two papers
were motivated by the fact that the variables — output, consumption, mvestment and
exchange rates — tended to move together hut the chserved economic variahles az
mdicated by thearies could not explzin the movements of these variables very well,
Thus, the unohserved factor could be estimated by a state-space model and Kalman
filtermng.

2.2 The state-space model

In this study, we explain the movement of national market retirns by a common world
factor, regional factors and idiosyneratic factors. We assume that the 1diosyneratic
factors are independent and serially uncorrelated. The independence assumption 13
intended to express the roleof the common factor and the regionz] fzctars as being the
only factors to explain the interdeperdence and co-movement of returrs at the world
and regional levels. The serial-correlation assumption implies that the markets can
absorb local news immediztely. Our model, however, allows senial correlztion of the
world and regional factors. Heree, serial correlation of the returns must result from the
market inefficiency to respond to the world factor or regional factors. This assumption
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1s nct unrealistic with respect to the geographical vicinity of information sources and to
better understanding of local information content,

_ Let ¥ebean (z % 1) columnmn veclor of time s relurns on s national stock markels, lel
Cw; be time #'s world factor, let Cgy be an (m x 1) column vector of time 's # regional
factors and let E; be an (n X 1) column vector of time s idiosyncratic fzctors. We
assume that the returns Y; are related linearly[l] with a common Zactor, regional
factors and their idiosyncratic factors as in equation (1)

P g m
Y= Zfljowr—j * Z Z BriCre-; + Et, (L

=0 =0 R=1
where A; is an (# xp+1) matrix of coefficients gz for i=1,...,# and for

j=0,1, ..., p. These coefficients describe the reaction of ¥;to the lagged world factor
Cwi-j, where i is the number of sample countries and p is the lag length. B; is an
[ X m(g + 1)] matrix of coefficients b;fori =1, ..., nandforj= 0,1, ..., ms — 1.
These coefficients describe the reaction of Y to the lagged regional factor Cy;-;, where
# 18 the number of sample countries, s is the number of regional factorsand g 1s the lag
length. We assume that the idiosyncratic factors E; are distributed multivariate
normally with a zero mean vector and an (n ¥ n) diagonal covariance matrix. H b, the
diagmnal element § of matrix H, is the variance of country #'s idiosyncrztic factor.
Moreover, E{F, .} =0 for ¢ ## 5. This assumed structure reflects the independence
and serial correlation assumptions for I, :

We assume that the common factor Gy and the regional factor (e arce random
wallk, disributed normally with a zero mean and variance V. That is

E:Wf — 'J}Wf 4 (2)

Cre = tRes (3)

where i ~ N(O.Vy ard E{ dudit =0 for 5. The zssumption E{JQ@S Yizmil)
guarantees that Gy and Gy, are news. The markets cannot predict Gy, and Gy using
any ;. Finally, we assume that Cyy, Gy and E; are independent to clearly separate
the roles of a common world factor, regional factors and idibsyneratic factors,

Cur model m equations (1) and (2) 1s very similar to the models used by Gregory
ef al (1997) and Bams ef al. (2004). In Gregory ef al (1997), the output, consumption and
investnent in seven couniries were explained by (he unubser ved world cornmon faclor.
Thar world factor was assumed to follow a random walk. In Bems ef al (2004), the
exchange rates of four currencies were explained by the unobserved world common
factor, which was also assumed to Jollow a random wallk. However, both medels differ
from ours in that its dependent variables responded to the world factor in the current
period only and regional factors were not taken into consideraticn. Owr model 15 less
restrictive since it allows the dependent returns to respond to the common factor and
the regional factors on the current date as well as on previous dates.

The waorld factor, regional factors and idinsynoratic factors in equations (1) to (3)
canrot be observed. In other words, we cannot useany zvailable economic variables or
news announcements like previous studies. However, we can estimate these factors
from the realizad return series, using the Kalman filtering technique. Since both factors



and coefficients will be estimated, the problem of 1dentihication could arise To tackle
such a problem, Bams ef al (2004) imposed a rormalization resmricrion of coefficient
equals 1 on the British pound, which implied that the time varation of the risk
premium associated with other currency ¢ was scaled relative to the time variation of
the British pound through the coefficient. Thus, we impose that the coefficient s,
cescribing the reaction of ¥isg to the world factor Gy, ecuals 1. We also impaose that the
coeficients bus, Peeai, i AN Bjapas, descrihing the reaction of Yy to the regional
factor Corth Americar CSouth Anericar CEurone @Nd Cysin, respectively, equal 1.

To proceed, we analyze the model in equations (1-(3) ina state-space framework by
interpreting the common factor Gy and Cgeas the state variables. The motion of the
stock returns and the common factor can be modeled by the measurement equations
4.1) and (42) snd the transiion equations (5.1) and (5.2, respechively. The
measurement equations relate the observed return variables lirearly with the state
variable by:

Y= AC,+E, 4.1
Ju a0 M a1 ayprgn 0 0 0
SE Ry ] (R Y
i G g 0 0 g0 App-ymig+1)
T
Cwep
Cru -~
x [ .2
{:RI.‘ q Cot
Coa. s
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where;
a i3
10 Y apa  Giprgn 0
Afpxptmigh 141 = : BT 0 0 D)
any ' gy 0 0 0 0 - dymgrn
Cwi
Ciie-p
Crut
Copprmigrnr1xa) =
Crit-g
CHmt—q
and

The transition equations describe the evolution of the state variable by:

Ci= BCi_ 1+ Ry, (6.1



&

where:

ancl:

Cyie—1
Cwr-p-1
0 " " 0 CRU—I
10 :
0 E CHIf—q—l
0 150
CRmI—q—I

B[.G'-I-Mtr{-ll-llxﬂ-l-wﬂcH-lJ-l 1=

KRp+mig+1)+1x1+m]

0
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Harvey (1989f(2] cxpluned that Kalmzn filtering could cstimate the system of
equations (42) and (52) by delivering recurswe values that could be fed mto the
prediction error decomposition of the likelthood function. The estimarion problem was
then to maximize the likelihcod function with respect to the parameter set {4.H V1.
Some resezrchers (eg. Hamao ef g, 1990; Lin #f al, 1994) applied the generzlized
autoregressive conditionally heteroscedastic (GARCH) model when financial data
exhibited volatility clustering or changing volatility through time, We are swere of its
advantage but we cannot incorporate the GARCH maodel or other models allowing
Changes  volallily with our proposed system of equations. This 1s because 1L will be
impossible to cstimate all variables. Howewer, the assumption of constant volatility 13
still comparakble and consistent with those papers applying multiple regrassion models.

2.3 ldentiteation of lag length
In our model, the lag lengths p and g are not knovm and must be estimated. It is
impertant to estimate p and g correcrly. If the estimated p and § are too small, the
model will be mis-specified. It should be noted that the model is highly non-linear in
parameters ard in data. Its complexity grows quickly with lag lengths ¢ and g. Hence,
ifthe specified p and g are too large, it is diff cult for the parameter estimation to reach
convergence. The model calibration is inefficient znd can be imprecise.

We follow Harvey (1989) and use the Bayes information criterion (BIC) test to
identify the lag lengths p and g. The BIC statistic is given by:

BIC — IFlmm(w)e

()
where T is the number of observations, |F] is the determinant of prediction error
variznee[3], and & 1s the tolal number of paranelers in e system, The BIC lest tades
off reduction n the prediction error variance with reduction in degrees of freedom as

lag length grows in parsimonious models. We will cheose the lag length ™ and g™ that
correspond to the minimum BIC statistic]4].

24 Existence of world factor and regional factors

We willuse the model in equations (4.2) and (5.2) to examine how the world factor and
the regiongl factors contribute to the return dynamics in our sample national markets,
Our test 1s performed In two steps. In the first step, we test for existence of the world
factar and the regional factors. If that common world factor and regional factors exist,
we will proceed to the second step and test the level of importance that these factors
play in the national markets.

241 Test for existence of world factor and regional factors. In equations (1) and (4),
1fthe fartor Cy 15 2 common warld factar, 1ts corrent and/or 1z geed valoe must move
the returns Y, m all the nationzl markets. This fact implies that the response
coefficients g must be significent for some lag 7 =0,1,.. ., p and for all countries 4,
Our null hypcthesis for the existence of common warld factor is:

Hy:ap=ap=...=up =10, ("

for ety i =1, 2, ..., 2. We will use a Wald test tn test the hypothesis in equation
(7). If the fzctor Cw cannot explain the return movement in country ¢, the Wald statistic
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will be distributed as an Xz variable with p + 1 degrees of freedom. If the factor Gy is
common to all the markets, the hypothesis must be rejected for all the sample countries,

Moreowver, if the factor (i 1s the regional factors, their current and/or lagged value
must move the returns Y; in all the national markets within the same region. This fact
implies that the response coefficients by must be significant for some lag j=
0.1, ..., g and for all countries { in the same region K. Our null hypothesis for the
existence of a regional factor is:

Hu:bﬁmzbmlz...zbﬁggzﬂf (8)

for country i = 1, 2, .... k, which are in the same region K. We will use a Wald test to
test the hypothesis in equation (8). If the factor Gy cannot explain the return movement
in country #, the Wald statistic will be distributed as a chi-square variable with g +1
degrees of freedom, If the factor Cy is the regional factor, the hypothesis must be
rejected for all the sample countries in that particular region K.

2.4.2 Test for the importance of world factor and regional factor. We are aware of
our large sample size of weekly and daily returns and the period span over 17 years.
We analyze the share of the national market returns, explained by the world factor and
regional factors.

Consider the structure of return ¢ of region R in equations (1) and (4). The total
variance Uf,inf the return must be;

o= ia;(% - i V0%, + 0% = iaf,m + ibﬁﬁm + . (9)
=0 =0 = =0

Let RW; = 1.00 denote the share of the variance ‘ff& to be explained by the world factor
Cyw. From equation (9), RW; is:

Poa
RW,; = Efz”z—qﬂw (10)

b

Let RR = 1.00 denote the share of the variance -:r;; to be explained by the regional
factar Cg. From equation (9), RE; is:
i B

o
* o

kS

(11)

3. Data description
In the empirical tests, we will use weekly and daily returns on 11 national stock
markets in four regions:

(1) North America (the USA and Canada);

(2) South America (Brazl, Mexico and Chile);
(3) Europe (the UK, Germany and France); and
(4) Asia (Japan, Hong Kong, and Singapore).

Factors in stock
market returmns
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These markets are the most important in terms of market capitalization in North
America, South America, Europe, and Asia. The regional grouping was commonly
done as can be seen from recent works such as Climent and Meneu (2003), Fujii (2005),
and Verma and Ozuna (2005). Countries in the same region usually have similar
industries, natural resources and economic linkages, Studies such as Engle and Susmel
(1993), Rangvid (2001), and Climent and Meneu (2003) found some evidence that the
co-movements among national markets was caused by regional factors. The returns
are the logged difference of the countries’ closing indexes. We use Morgan Stanley
Capital International (MSCI) country indexes for all sample countries. Due to the
availability of data, all the indexes are collected from the Datastream database from
January 1988 to December 2004 covering the 1997 Asian crisis.

We construct the time-series returns very carefully, First, we consider only trading
days on which all the markets open, in order to recognize national holidays for
respective markets. Second, we are aware that the sample markets operate in different
time zones. For the same trading day, the US, Canadian, Brazilian, Mexican and
Chilean stock markets are the last to close. Following Eun and Shim (1989), for trading
day ¢ we will use dav 's returns for the UK, German, French, Japanese, Hong Kong and
Singapore markets and day f — 1's returns for the US, Canadian, Brazilian, Mexican
and Chilean markets. Last, we use Wednesday's closing indexes to calculate weekly
returns.

Table T reports the descriptive statistics of the sample daily and weekly returns.
Their p-values are shown in parentheses. The test statistics of whether the means of
daily returns are significantly different from zero show a similar pattern to those of
weekly returns. The sample means of daily and weekly returns are positive and
significantly different from zero for the sample returns in the USA, Canada, Brazil,
Mexico, Chile, and France, while the sample mean returns in the UK, Germany, Hong
Kong, and Singapore are positive but insignificantly different from zero, Only the
returns in Japan are negative but insignificantly different from zero. Since our model in
equations (1) and (4) does not include intercepts, the return series must be de-meaned
before it is used in model calibration.

Table II reports correlations of sample weekly and daily returns. The sample
returns seem to move together at the different degrees. The regional factor seems to be
very strong for the case of North America and Europe with the correlations higher than
0.6 for all pairs of returns within the same region. On the other hand, the regional factor
seems to play a very small role in South America as the correlations were lower than
(0.3 for all cases. However, the correlations results measured the co-movement on a
pair-wise basis and the results cannot indicate whether the strong co-movements came
from the response to the world or regional factors.

4. Empirical results

We estimate a system of equations (4.2) and (5.2), using Kalman filtering for O and 1 lag
specifications to identify the appropriate lag length p*. The numbers of parameters
and the BIC statistics for each specification are reported in Table 1II. We find that the
BIC statistics of the O-lag and 1-lag specifications are the smallest for the weekly and
daily data, respectively. Thus, our analyses and tests to follow will be based on the
O-lag and 1-lag specifications for weekly and daily data, respectively. Since most of the
11 stock markets are developed markets, the national markets should be able to absorb
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Descriptive statistics of
the 11 national market
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Region Lag

Waorld factor North America 1] 0 1 1
South America 0 1 1 1
Europe 0 0 1 1
Asia 0 0 1 1

Regional factor North America 0 0 0 1
South America 0 0 0 1
Europe 0 0 0 1
Asia 0 0 0 1

k (number of parameters) 33 36 44 55

BIC

Weekly data ("e — 36) 5133* 5.2000 5.1537 5.2257

Daily data (*e — 43) 17670 1.7153 1.5647 1.435*

Notes: Results for BIC test for lag length; the BIC statistic is computed as:
BIC = |Flexp[In(T) x k]/T, where T is the numbers of observation, |F] is the determinant of
prediction errar variance, and k is the total number of parameters estimated in all equations; *lowest
BIC statistic

Factors in stock
market returns

235

Table IIL
Identification of lag
length

all the news within a weelk. However, for daily data, the markets could not absorb the
news immediately and still responded to the news of the previous day. This is also
consistent with most studies (Hamao ef al, 1990; Koutmos, 1996) that applied the
GARCH (1,1) model.

Tables IV and V report the parameter estimates of the state-space model from a
system of equations (4.2) and (5.2), using Kalman filtering from weekly and daily
returns, respectively.

From Table IV, we find that all the estimates of coefficients are significant at a
conventional confidence level with one exception for beapag.. We test for significant
response of the return on market 1 with the world factor, based on the hypothesisg; =0
using the f-test. From Table IV, we find that the estimated coefficients a; are
statistically significant at 99 percent for all the sample markets. The results support
that the world factor exists and this factor drives all the markets to move together.
Next, we test for significant response of the return on market § with the regional
factors, based on the hypothesis &; = 0 using the ftest. With the exception of the North
America region, we also find that the estimated coefficients b; are statistically
significant at 95 percent for all the sample markets. The results support that the
regional factors of South America, Europe and Asia exist and these factors also drive
all the markets to move together within the same region. However, for the North
American region, it seems that the US and Canadian stock markets do not have a
regional factor affecting only these two markets. In other words, even though there is
news originating from this North American region, they would drive all the national
markets and would be included in the world factor under our definition. This is
consistent with previous findings like Eun and Shim (1989) that found the US market
to be the most influential.

We analyze the share of the national market returns, explained by the world factor
and regional factors by using the ratios of KWW and RR. Consistent with the earlier
explanation, KW and R Weyma. are highest at 0.79 and 0.61, respectively, but their
RR ratios are very small and not significantly different from zero. The Ewopean and

16



1aaad (6 18 UErguEs AROISIes queosad gf 1B 1uedgUEs Aeansiers,  ueoded 6 18 JUBGUES Aeansiers,

L L

LX)

W

Z0 _H_Qa@ﬁ = "3y 0108 [euoiFal o) 01 ssuodsol 91 A¢ JO] PAUNCOIE § 1Y JEW J0 UL 10 20UBLIBA DU IO 2TRUS DU saj0uap Ay 2o/ (Maln) =y
‘101081 pi0M o 0 esuodsal 9yl Aq J0] PAIUNOIDE § 19YIRW JO LITUAI [0 S0UBLEA 911 JO 2IRYS 8yl sa1ouap fyf i == 1 101 § = (%% Fa)g pue (7 ONAW
& 47 b 20uBLEA DUB 0192 UBIWI 1M S30UBQIMISIP uspuadapur Jo sauras g 81 g A0 g0ueles PUB 0102 UBIW YIIM SIOUBGIMISIP Juspuadapul Jo sauas
B S1MW *J 90 18 SI010B] D11 BIJUASOIPT 911 JO J0J394 ULUM00 (T X [[) B S1¥%y 7 awn e ¥ ‘¢ ‘2 ‘T = & 10] S1I000€] [euoiSal U JO J0JIGA UUNj0D ([ X §) BS =y

'} Wn 18 J0IIB] PLI0M U ST M) Y 01 A1 0 UONIBAI AP SIUDSIP [T 7 T = FPUR f ‘g g T = ¥ 10} g SIU9Wafd 950U M SIURIILIA0O O XLOBW (F X [ T)
B § d3g Y81 0] A4 JO UONOER AU SIS (T ¢ T =1 101 Y SIUSUSR 250UM SIUIDTIA00 JO J0JI3A UTUN[0Z (T X T) B S1 7 7 SN 1B SUMRI APEam
JO J0309A uwnjeD ([ X [1) B s/ aoym M = Mo i = W g 4 AEgIETE 4 NG = 2 1 1 pagquUOsap aue SN 193RI [BUOLEU 21, S210N
640 S¥0 ¥eo 160 aL’0 €90 920 GED 820 190 6LD M
L (o00) Lo L,,0000 oo L0000 L000)  L0oo) L0000 (6rD0) 6r0)
760 0g0 £00 w0 120 (] 910 800 &g 0 0070 000 N
L0 000 L000) (000 (00 000 000 000 L0000 (00 (000
0 ) 120 050 150 150 0to 20 900 190 6LD ‘my
v ee(00D) L (000) . oo (Zesp)
00000 9000070 OTID00 0000070 4
L1000
6E0000 M
u o (T0°0) ,looo) Looo  loo0) Jooa) oo {0G0)
LTV ¥ 98GSEE 000071 I8SET 18641 0000°T G6LED [LZFED 00001 we00S— 00007 q
o0 000 L000) L0 L0000  L0o0) 000 000 (000)
GITFL0 FE6E0 BEE90  ELTOT GOGO'T 888L0 @870 90T BOFE0 0F0 0000T 4
aodedulg  Fuoy] Suoy uedef el AuBwB) N AN (alv ) (VR 230 | EPEBUED) Vs SISNEIS 159] pue
BIsy adomzy EXBWY [Inog BILIBUDNG YLION SAEUNS SINIURIE]
saunod ajdwes
s
Lm
i
=
o
=38
x Lo 2 e
M o %) = _m F
— L0 ™ R

17



237
Table V.

Factors in stock
market returns
Estimation results of
daly refurna

wnad gg e JuesgpuEs ..n——mu_um_pﬂm... .,.“M_._ hu_a.an_ﬁ — fapy aogaep reuotdar ap o asuodsar

A0 I0] PAUNODE 7 ID{IELL JO LLITIAT [0 20UBLIEA ) JOATEYS 1 s00uap 2y .,.,%_ / n;._amqu = ! 3f IO plaoM a1 01 ssundsas N A J0] pRIUNOIIE 1 1aNTEW
J0 WS 10 S0UELIEA U JO SIEYS M) Sa00uap S of U= 1a0p g — (%2 18) 7 pusE (N $1 T B S0UBIEA PUE (MBZ UESLU iM SA0UEQIEIp Juapuadapu
10 S93s B s1 R AP aoueles puz oz UBIL M S0UBQIUSIP Juapuadapu 10 saups B SPMG 9wl 1B SI010B] MNBIXIASOIPT U1 10 JOI9A ULLMjOD
(IXL]) B %y pue 'f— g auuy e § ¢ % 1| = o AU S1000E) [EUDFal gy 10 J058A LoD (| X g) &5 8 — g e JE AOLEL PR S1) JO I0RRA ULI|e
(Ixgles .F:.._,M R 01 A J0 UOIIRAI A SAQUISAP [ 7L = 1PURE ‘g F T = Y 40} Ty SHUSLR SS0YM SIURIDLIR0D J0 XLIEW (§ X []) &S] Mg i
0174 10 UONIEAL 9L SAQLISAP TT T = 1.20] Y0 SIUSUINR SS0UM SIUSIIR0D 10 J013aA UIUN[0d (Z X 1) B $1 97 7 awun 18 suImgalr A[IEp Jo 0094 ULm|oo
(IXTD 'Sy aaoqm Filh =y YMp = Mg 4 .FE.U.Q@T%H?MN + thu{uﬁw =7 [ii paqLIsep AIE SUTUAL J9NIEW [EUONEY I ], Sa10N

90 £90 Al 830 20 o0 1570 eeo 610 &0 L60 Y+
L 00 L 0ou) L0000 L0000 Joodg oy L o0 000 L0000 00
680 FED 00 L850 10 ] &rd 0 800 800 BED i
Lo L0o0) o0 L0000 000,000 000 000 @00 030 000
w0 ATN fT°0 T80 e TEN AN BE0 mn ¥ /50 M
Lo L o) (oo L (00
T0O00D 2000070 SO0 FORO0D 4
L 000)
00000 b
Looo L0000 o0 000,000 000 000 000 000 000 000
GESC 0 65E00 08000 SPOE0— BEsED— SEEd— 991590 LEs0d  SBIEOD BLH0— ©F0g0— g
Lo, (oo0) Jovo 000 L0, o0 L(070)
A ablbe QgL Byl Fude | [LLVN R -] LFar o oL s [LVNN Ty
L oo L0000 oo oo L0000 L0000 000 000) 0300 L 1000)
GLIT'S 66L9Y oLy iL'E 6HIF CLa6'e 8BLEE LFLE'S  GEEDE 9E96'S GagL e
Lo L0000 Jloo) o0 o0 Lo 000D L0000 L0000 L 0D0)
LBEEE ERLTE CIEDE 169G SHFT9 ELEFE BO0E0—  ZEETD  BFEEO—  BEOFD 00T i
arodedumg  Huoy Buoy  wede[  souerg  Austuien) N Y OMXI  [IZEH] EPEUE) van SHISNELS 1531
BEY adomz B 1IN0S EJLIDUNY ULION] PUE SABUNIS SINIUETRE]

satnuned adueg

18



52

238

Asian markets are driven by both world and regional factors but the world factor is
more important for the European markets. KW 1s about 0.5 and 0.2 for European and
Asian markets, respectively. It is also interesting to find that among the Asian
marlkets, the Japanese market has the lowest KW and very low KR of 0.03. This
indicates that the Japanese market 1s driven mainly by its country-specific factor. For
the South American region, K Wexico 18 0.27 (this could be due to the AFTA), which is
somewhat higher than the RW for the Asian markets, but its RR is very low at 0.08.
The RWypay and R Wey,e ratios are very low at 0.06 and 0.10, respectively, indicating
that, like the Japanese market, they are driven mainly by their country-specific factors.
If we look at the combined values of RW and KR for each market, the values are
ranging trom (.24 for the Japanese market to (.91 for the French market. The average
value of RW and RE is 0.55, which has a higher explanatory power than those studies
that followed factor models like Harvey (1995) and Harvey ef al (2002).

From Table V with daily data, we test for significant response of the return on
market { with the warld factor, based on the hypothesis @p = 0 using the #test. From
Table V, we find that the estimated coefficients aj, are statistically significant at 99
percent for all the sample markets. The results support that the world factor exists and
this factor drives all the markets to move together similar to what we find in Table IV
with weekly data, Next, we test for sigmficant response of the return on market ¢ with
the regional factors, based on the hypothesis b, = 0 using the ftest. We also find that
the estimated coefficients b,, are statistically significant at 99 percent for all the sample
marlets, which are somewhat different from what we find in Table IV with weekly
data. These support that the regional factors of North America, South America, Europe
and Asia exist and these factors also drive all the markets to move together within the
same region. The different results between weekly and daily are mainly related to the
existence of the North American regional factor. This could be due to the fact that we
model the world and regional factor as news. Higher frequency data like daily data can
capture how the stock markets respond to the news better, Mareover, with the
exception of the European markets, estimated coefficients as; are larger than those ay;,
which means that most national markets do not absorb world news efficiently in the
first day but respond mare to the news of previous day. On the other hand, estimated
coefficients bs; are smaller than those by; for all markets, which means that all national
marlets absorb regional news more efficiently than the world news on the first day.
This could be viewed as consistent to our assumption that all national markets could
respond to local or country specific news immediately.

We then analyze the share of the national market returns, explained by the world
tactor and regional factors by using the ratios of KW and KR, The results for the South
American and Asian regions are somewhat similar to those found in Table III for
weekly data. However, for the North American region, the shares of RRys and RE¢apaaa
increase from near zero using weekly data to 0.39 and 0.08, respectively, using daily
data. The shares of RWx and RWe. 0. decrease to 0.58 and 0.44, respectively, using
daily data. The European region also shows a similar pattern. The share of RW
decreases about (0.2 compared to the results from weekly data. The results also coincide
with the 0.2 increase in KR for these markets. Similar to weekly data, the results
indicate that the North American and the European markets are more responsive to the
world factor than the Asian and the South American markets are. The European
markets seem to respond to world and regional factors equally, while the rest of the
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markets respond to the factors at different magnitude. The US, Canadian, Brazilian
Mexican and Japanese markets respond more to world news, while Chilean, Hong Kong
and Singaporean markets respond more to regional news, For the combined values of
RW and KR for each market, the values are ranging from (.19 for the Brazilian market
to 0.97 for the US market. The average value of RW and RR is (.55, which is very close
to that of weekly data. The results are consistent with those shown in Table II, but the
results here provide much more information about how the returns are related. For the
North American region, both the US and Canadian markets respond strongly to the
world factor and this leads to the high correlations found between the two markets. For
the European region, the UK, German and French markets respond equally to both the
world and regional factors, and this also leads to the high correlations found between
the three markets. For the Asian region, although the Japanese, Hong Kong and
Singaporean markets respond equally (RW is about 0.2) to the world factor, the
Japanese market responds only slightly to the regional factor, This leads to the low
correlations found between the Japanese market and the other two Asian markets, On
the other hand, the Hong Kong and Singaporean markets respond more to the regional
factor (FR is about 0.3). Thus, the high correlation found between the two markets is
originated more from the regional factor. For the South American region, the Brazilian,
Mexican, and Chilean markets only slightly respond to both the world and regional
factors, and this leads to low correlations among the three markets. Thus, the South
American markets seem to be least affected by the world and regional news, Our
results support the hypothesis that the national market returns are driven by a world
factor, regional factors and idiosyncratic factors.

5. Conclusion

In this study, we develop a model to examine the stock price dynamics in national
markets and propose the hypothesis that the national market returns are driven by a
world factor, regional factors and idiosynceratic factors. We apply a state-space model
to describe the sample returns and estimate a world factor, regional factors and
idiosyncratic factors by Kalman filtering. Using weekly and daily return data on the
eleven stock markets from four regions — North America (USA and Canada), South
America (Brazil, Mexico and Chile), Europe (UK., Germany and France) and Asia
(Japan, Hong Kong and Singapore) — from January 1988 to December 2004, we find
that the world factor and regional factor exist. The only exception is that the North
American factor, affecting only the US and Canadian markets, cannot be found from a
weekly data. The world factor can mostly explain returns of the North American
markets, while the European markets respond equally to both world news and regional
news on the daily basis. The Brazilian and Chilean markets are the least affected by the
world factor, while the Mexican market shows slightly more responsiveness to the
world factor than the Asian markets do. The markets respond to the world news at a
slower rate than the regional news, National markets do not always respond mainly to
the world factor but regional factors and idiosyncratic factors play important roles as
well. Thus, following news in the North America and Europe is highly beneficial for
investment in those two particular regions but it is less benefical for investments in
the Asian and South American markets. However, it could imply that to diversify risk,
investors could still invest internationally as some markets are driven less by world
and regional news.

Factors in stock
market returns
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Notes

1. The assumption of lineanty is commonly used when researchers study any factors
explaining the naticnal market returns using regressions.

2. The derivation of Kalman Filter can be seen in Harvey (1993, pp. 89-90), which shows that
the conditional mean estimator is the minimum mean square estimator (MMSE).

3. The prediction error (V) equals the actual returns (¥) minus the predicted returns (Y1)
from thTe Kalman Filtering technique. The prediction error variance (F) is estimated from
1/ T g Vi

1. The Akaike [nformation Criteria (AIC) testis also a popular test for lag length. But we do not
consider the AIC test in this study because, in tests with a large sample size like ours, the
AIC test tends to bins toward selecting an over parameterized mode (Enders, 1995).
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ABSTRACT
The Influence of Viral Hepatitis C Infection
on Quality of Life
Aim: Chronic liver disease creates a reduction in health-related quality of life (HRQL).
Disease severity, demographic, alcohol and comorbidity can affect HRQL. A reducing
HRAQL in chronic hepatitis C may be associated with comorbid medical illness, response
to antiviral treatment, psychogenic disorder and diagnosis awareness. The influence of
chronic hepatitis B on HRQL is not known. We aimed to compare HRQL in chronic
hepatitis B and C, and to study for factors that affected the HRQL in Thai patients with
chronic viral hepatitis.
Materials and methods: Normal subjects, subjects with chronic hepatitis B and C
performed HRQL questionnaires: the Short-Form (SF) 36 and the Chronic Liver Disease
Questionnaire (CLDQ), and the Hospital Anxiety Depression Scale (HADS)
questionnaire. Demographic, socioeconomic and clinical data were collected. One-way
ANOVA was used to compare mean differences among groups. Stepwise multiple
regression analysis was used to assess the independent influence of variables on
HRQL. P-value <0.05 was considered statistically significant.
Results: Up to now, 146 subjects were enrolled. Mean ages (range) were 42.8 (20-73)
years. The number (%) of male to female ratio was 85: 61 (58.2%: 41.8%). There were
50, 59 and 37 subjects in normal, in chronic hepatitis B and in chronic hepatitis C
groups. The greatest number of anxiety disorder was seen in chronic hepatitis C group.
Hepatitis C viral infection impaired emotional function and worry subscales of the CLDQ
significantly. Female, single status, low socioeconomic factor, viral load, anxiety and
depressive disorders, but not the type of viral hepatitis, caused a reduction in HRQL.
Conclusions: HRAQL in chronic viral hepatitis are affected by anxiety, depression,
female gender, single status, socioeconomic factors and viral load. We do not have
enough evidence to conclude that HBV and HCV infection affect HRQL in Thai patients,

or if there is any difference of HRQL in chronic hepatitis B and C.

KEYWORDS
Health-related Quality of life, chronic hepatitis B, chronic hepatitis C, SF-36, CLDQ



The Influence of Viral Hepatitis C Infection

on Quality of Life

INTRODUCTION

Health-related quality of life (HRQL) encompasses not only the impact of health
on well-being but also the economic and environment aspects of an individual1. Many
studies from other countries and from Thailand confirm that the presence of chronic
liver disease creates a reduction in HRQL1'5. Recent literature on chronic liver disease
and HRQL address the influence of disease severity, type of disease, demographic
(:age and gender), alcohol and comorbidity with other medical conditions1. Hepatitis B
virus (HBV) and hepatitis C virus (HCV) are two most common causes of chronic viral
hepatitis leading to cirrhosis and hepatocellular carcinoma. HBV and HCV infection is
endemic worldwides. The current global estimates of the number of HBV infected and
HCV-infected patients are 350 million and 170 million, respectively6’7. In Thailand, the
estimate of HBV prevalence based on the presence of HBV surface antigen is 4.6-8%
and the estimate of HCV infection based on anti-HCV screening in blood bank is

1.37%°.

Evolving data from numerous studies indicates that HCV infection can diminish
HRQL in the absence of advance liver diseaseg-ﬂ, perhaps as a result of extrahepatic
symptoms related to HCV, cognitive dysfunction related to HCV, or a negative synergy
between HCV and comorbid psychosocial disordersm'zs. The presence of comorbid
medical illness leads to further diminution in HRQL16. Significant improvement in HRQL
was observed among the sustained responders to antiviral therapy9’13'17'24’25.
Nevertheless, disease labeling or awareness of HCV infection might give negative
influence on HRQL instead of HCV infection itself26'27. Comparing to HCV, the influence
of HBV infection on HRQL has not been known because of the shortage of HRQL
research in HBV infection. There has been only one study that shows a reduction of
mental area of the short-form 36 (SF36) in patients with chronic hepatitis B although the
HRQL scores of chronic hepatitis B was higher than those of chronic hepatitis C16. The

study consisted of 100 patients with chronic viral hepatitis, and the assessment of

relating factors was done only for the type of viral hepatitis.



We aim to evaluate the contribution of types of viral hepatitis on HRQL in
chronic viral hepatitis by comparing between HBV and HCV, and to study whether the
reduction of HRQL in chronic viral hepatitis was determined by other factors, e.g.

demographic, socioeconomic, psychosocial factors and severity of liver disease.

MATERIALS AND METHODS

Patients

Consecutive patients with chronic viral hepatitis B or C who Vvisited
Gastroenterology clinic between 1 March 2005 and 28 February 2006 were invited to
participate with the study. Chronic viral hepatitis was defined by persistent elevation of
serum transaminases above 1.5 times of upper normal limit for 3 to 6 months and
positive of hepatitis B surface antigen (Abbott laboratories, North Chicago, IL) or
antibody to hepatitis C virus (HCV) (Abbott laboratories, North Chicago, IL). Patients
were excluded from the study if they had non-viral caused chronic hepatitis, had
decompensate cirrhosis, were receiving antiviral drugs, had active medical comorbidity,
or refused to participate with the study. Normal subjects who were healthy without
history of medical illness were enrolled into the study. Data gathered from medical
records include underlying disease, current medication, biochemistry testing and staging
of liver disease from liver biopsy. The study patients were asked to self-administer the
Thai version of Short-Form 36 Heath Survey (SF-36) and Chronic Liver Disease
Questionnaire (CLDQ) questionnaires, and the Thai version of the Hospital Anxiety and
Depression (HADS) designed for evaluating anxiety and depression. The answered
questionnaires were checked for completeness by a research assistant who also helped
interviewing illiterate patients. The study protocol was approved by the Hospital Ethical
Committee and it was conducted by following the Helsinki Declaration guideline. Written

informed consent was obtained prior to the study.

The SF-36 and the CLDQ Questionnaires

The SF-36 consists of 36 items divided into 8 domains of physical functioning,
role-physical, bodily pain, general health, vitality, social functioning, role-emotional and
mental health, ranging from 0 to 100 with higher scores reflecting better perception of
health. Physical functioning, role-physical, bodily pain and general health represent
physical health scale whereas vitality, social functioning, role-emotional and mental

health define mental health scale. The domain scores were calculated according to



standard referencezg. The CLDQ consists of 29 items arranged to 6 subscales of
abdominal symptoms, fatigue, systemic symptoms, activity, emotional function and
worry. Each item consists of 7 scales. Subscale score was calculated from all of the

items of that subscale’ . Overall CLDQ was calculated form the average of 6 subscales.

The Hospital Anxiety Depression Scale (HADS) questionnaire

There are 2 subscales, anxiety and depression, with seven items for each
subscale in the HADS questionnaire. Four scales present in each item of the HADS
with higher score, especially with the score over 11, indicates psychological disorders.
All of the questionnaires were formally translated from the original versions and the

. . . . 5,30,31
validation of the questionnaires was reported elsewhere .

Data analysis
Data were entered into Excel spreadsheet (Microsoft corporation) and analyzed

using SPSS (version 11.5; SPSS, Inc., Chicago, IL) Categorical data are described as

number and percentage — n (%). Continuous data are presented as mean Tt standard
deviation (SD) and median (range). Statistical analysis of continuous data was
performed with One-way Anova or non-parametric methods as appropriate. Chi-Square
test was used for analysis of discrete data, which give us the preliminary understanding
of the association of the HRQL and studied variables. Stepwise multiple regression
analysis was used to study the influence of independent variables on CLDQ and SF-36
domains while controlling the effect of other variables. P-value less than 0.05 was
considered as statistical significance. Variables entered to stepwise multiple regression

were as following:

= Disease variables: type of chronic viral hepatitis (HBV, HCV), serum alanine
aminotransaminase (ALT), viral load and pathological staging from liver
biopsy

= Demographic variables: sex and age

= Socioeconomic variables: marital status, education level, presence of
financial burden and career type

= Psychiatric comorbidity variables: anxiety and depression subscales of the

HAD



If HBV or and HCV infection showed independent association with HRQL, a

statistical test (: a Wald test or likelihood ratio test) would be used to compare the beta-

coefficient ([3) of HBV and HCV.

RESULTS

Characteristics of study patients

A total of 178 subjects were enrolled during the study period. Twenty-five
patients were excluded due to the presence of active medical comorbidity, receiving
antiviral drugs, non-viral caused chronic hepatitis, and having decompensated cirrhosis
in one case. Medical records were unable to find for 7 patients. While this report was
being written, data of 146 subjects were summarized for statistical analysis. Mean ages
(range) were 42.8 (20-73) years. The number (%) of male to female ratio was 85: 61
(58.2%: 41.8%). There were 50, 59 and 37 subjects in normal, chronic hepatitis B and
chronic hepatitis C groups. The details of clinical, demographic and socioeconomic data
are showed in table 1. Comparing to both groups of chronic viral hepatitis, normal group
consisted of higher number of young, females and singles. Anxiety disorder mostly
appeared in patients with chronic hepatitis C but it was not the problem of patients with
chronic hepatitis B. Regardless of previous studies that revealed clinical significance of
emotional distress and depression specifically in patients with chronic hepatitis C19_21'23,
our study cannot demonstrate the association between depression and chronic hepatitis

C or chronic hepatitis B in Thai patients.

Comparing HRQL scores of all groups (Table 2)

When HRQL of the 3 groups was assessed with the SF-36 which is a generic
HRQL questionnaire, no significant difference of HRQL scores of each group was seen.
However, the CLDQ, a liver disease specific questionnaire, showed that chronic
hepatitis C group had impairment of emotional function and worry subscales of the

CLDQ significantly.

Variables affect the SF-36 and CLDQ (Table 3 and 4)

For statistical analysis for independent factors associate with HRQL, important
variables entering stepwise multiple regression analysis included age, sex, marital
status, educational level, employment and career type, financial burden, type of viral

hepatitis, serum alanine aminotransmiase, viral load, staging of liver pathology, anxiety



and depression scores of the HADS. The type of chronic viral hepatitis (HBV and HCV)
did not give any impact on HRQL. Female, single status, unemployed or blue-collar
career diminished physical function, mental health and general health subscales of the
SF-36, respectively. Viral load gave some minor effect on role-emotion. Anxiety and
depression reduced many subscales of the SF-36 and the CLDQ, both mental and

physical health areas.

DISCUSSION

A reduction of HRQL in chronic hepatitis C has been an interesting topic of
research for many years. Most studies supported the finding that HCV infection
diminished HRQLQ_ZO’ **® There have never been studies of HRQL in chronic viral
hepatitis in Asia, which is an endemic area of HBV, or any studies that compare the
HRAQL in chronic hepatitis B and C with adequate number of sample size. Although the
prevalence of HCV infection in Thailand is much lower than that of HBV, the prevalence
of 1.37% can be translated into the high number of patients who would suffer from the
complication of chronic hepatitis C in the future. Our study is an on-going research and
this paper is a preliminary report that reveals what have been found so far. We
recruited 50 normal subjects, 59 patients with chronic hepatitis B and 37 patients with
chronic hepatitis C. Similar to previous studies in Western populationw'za, psychosocial
problems especially anxiety disorder were more prevalent in Thai patients with chronic
hepatitis C. Few Thai patients with chronic hepatitis B suffered from anxiety and
depressive problems. It may suggest that chronic hepatitis C increase anxiety, but not

depression, while compared to chronic hepatitis B in Thai patients.

By univariate analysis, there were no differences of HRQL among three groups
except for the lowest scores of emotional function and worry subscales of the CLDQ in
chronic hepatitis C group. The reason that our study does not show the homogeneous
reduction of all HRQL in chronic hepatitis C may be explained by inadequate sample
size. Multiple regression analysis showed the strong influence of anxiety and depression
on mental and physical areas of HRQL by both generic and disease-specific
questionnaires. Furthermore, other factors that were found to decrease HRQL consisted
of female gender, single status, unemployment or blue-collar career and viral load.

From our study, HBV and HCV did not diminish HRQL. As far as we know, there have



been only 2 studies that could not demonstrate the negative effect of HCV infection on
26,27

HRQL .

In summary, our preliminary report reveals a high number of anxiety disorders in
Thai patients with chronic hepatitis C. We do not have enough evidence to conclude
that HBV and HCV infection affect HRQL in Thai patients, or if there is any difference of
HRQL in chronic hepatitis B and C. More patients with chronic viral hepatitis will be

enrolled into our study and the final conclusion may be changed.
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Table 1

Characteristics of study patients

Chronic Chronic P-
Variables Normal
Hepatitis B | Hepatitis C | value
50 59 37
Number
38.9 (11.4) 43.1 (10.9) 47.8 (11.1) .001

Mean (SD) age, year
Sex, n (%) 20 (40.0%) 43 (72.9%) 22 (59.5%) 0.00
- Male
Marital status®, n (%)
- Single 24 (48.0%) 22 (37.3%) 8 (21.6%) 0.04
Educational level*, n (%)
Career, n (%)
- Unemployed or blue collar 6 (12.0%) 6 (10.2%) 4 (10.8%) 0.95
Financial burden, n (%)
- Present 16 (32.0%) 16 (27.1%) 12 (32.4%) 0.81
Anxiety score 5.8 (3.0) 6.1 (2.7) 7.4 (3.8) 0.07
Anxiety score >11 4 (8.0%) 2 (3.5%) 6 (18.8%) 0.048
Depression score 4.2 (3.4) 4.1 (3.0) 4.4 (3.0) 0.94

3 (6.0%) 2 (3.5%) 1(3.1%) 0.76

Depression score >11

12




HRQL scores in each group of patients

Table 2

Normal Chronic Chronic
p-value
HRQL scores Hepatitis B Hepatitis C

Mean (SD) SF36 scores

Physical functioning 75.3 (19.4) 73.9 (19.1) 71.6 (25.6) 0.72
Role-physical 75.5 (38.3) 69.1 (39.2) 71.6 (39.2) 0.69
Bodily pain 69.7 (23.2) 76.1 (22.1) 73.5 (24.0) 0.36
General health 61.0 (21.0) 54.0 (21.8) 55.3 (19.9) 0.20
Vitality 63.0 (16.0) 65.4 (17.0) 61.0 (14.3) 0.40
Social functioning 79.0 (22.8) 79.2 (20.6) 77.7 (18.7) 0.94
Role-emotional 75.3 (37.4) 75.1 (38.4) 67.6 (39.7) 0.58
Mental health 67.4 (17.1) 73.9 (17.0) 69.7 (15.0) 0.12
Mean (SD) CLDQ Scores

Abdominal symptoms 5.6 (1.2) 5.4 (1.3) 54 (1.1) 0.58
Fatigue 5.0 (1.1) 4.8 (1.1) 4.8 (1.0) 0.58
Systemic symptoms 56 (1.1) 5.5 (1.0) 5.3 (1.0) 0.48
Activity 5.5 (1.2) 54 (1.2) 54 (1.2) 0.73
Emotional function 5.3 (1.1) 5.3 (1.0) 438 (1.1) 0.03
Worry 6.0 (1.0) 5.1 (1.2) 4.7 (1.3) 0.00
Overall CLDQ 5.5 (1.0) 5.2 (1.0) 5.1 (1.0) 0.08
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Table 3

Variables affect SF-36 domains*

Physical | Role- Bodily General | Vitality | Social Role- Mental
function | physical | pain health function | emotion health
Anxiety -3.1 -3.4 -2.2
(0.7) (0.60) (0.5)
Depression -2.3 -5.0 -2.8 -3.7 -6.6 -2.3
(0.9) (1.6) (0.9) (0.5) (1.4) (0.6)
Female -16.2
(5.4)
-9.0
(2.9)
Unemployed -15.7
/blue collar (7.0)
Viral load -1.3x10"
(0.00)
F-Statistic 8.8" 9.9" 9.7" 122" | 463" | 320" | 144" | 259"
0.21 0.13 0.13 0.27 0.41 0.33 0.31 0.62

*Only data with p-value <0.05 are expressed as B-coefﬁcient (SEM)

*p <0.005
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Table 4
Variables affect CLDQ domains*

Abdominal | Fatigue | Systemic | Activity | Emotional | Worry | Overall
symptoms symptoms function CLDQ
Anxiety -0.2 -0.1 -0.2 -0.2 -0.2 -0.1
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0)
Depression -0.1 -0.3 -0.1
(0.0) (0.1) (0.1)
F-Statistic 28.5" 15.3" 24.9" 20.1" 423" | 364" | 207"
R 0.3 0.20 0.27 0.23 0.6 0.4 05

*Only data with p-value <0.05 are expressed as B-coefﬁcient (SEM)

*p <0.001

15




