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This article estimates the change in managerial efficiency and
management technology of a sample of hotels in Chiang Mai,
Thailand, during 2002–2006. The study applies the data envelop-
ment analysis (DEA) methodology proposed by Banker et al (1984)
to examine managerial efficiency in 2002 and 2006. The Malmquist
productivity approach developed by Färe et al (1992) is employed to
evaluate the change in managerial efficiency and management
technology over the same period. The results show that medium-
sized and small hotels tend to be more managerially efficient than
large hotels. The total factor productivity declined slightly owing to
a lack of investment in management technology. Instead, the hotels
in the sample concentrated on improving managerial effort. This
shortfall in technology investment could hamper productivity in the
longer term.

Keywords: hotel management; hotel technology; data envelopment
analysis; Malmquist productivity approach; Thailand

Chiang Mai, located in the north of Thailand, is one of the major tourist cities
in the country due to the richness of its resources in terms of history, culture,
tradition, lifestyle, nature and infrastructure. In 2006, approximately 5.29
million visitors travelled to Chiang Mai (being the third destination in Thailand
after Bangkok and Pattaya, and the most popular destination in the northern

This paper is part of the ‘Thailand Tourism: From Policy to Grassroots’ project (Prof Dr Mingsarn
Kaosa-ard), which is supported by the Thailand Research Fund (TRF) under TRF Research-Team
Promotion Grant (TRF Senior Research Scholar).
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region). Tourism generated nearly 40,000 million Baht (about US$1,055
million), 52% of which came from international tourists and 48% from
domestic tourists (Tourism Authority of Thailand [TAT], 2008).

The majority of hotels in Chiang Mai are 3-star or less, which can be
explained by the fact that over the past 20 years the hotel and tourism
infrastructure in Chiang Mai has developed to meet the needs of mainly two
tourist segments, backpacker and domestic lower- to middle-income tourists
(Mingsarn et al, 2005). Hence, hotel competitive strategy was based on low
prices (following TAT, 54.55% of hotels in Chiang Mai charged a rate below
US$26/night in 2006), rather than improving the quality of their services
(Mingsarn and Akarapong, 2005).

However, in recent years, the northern region of Thailand, and Chiang Mai
in particular, has been experiencing remarkable changes from both tourism
supply and demand. There has been a continuous effort to increase the amount
of tourism attractions (Chiang Mai Zoo, Chiang Mai Night Safari and the Royal
Flora Exhibition) and an increasing demand of middle/high-end markets in this
region. These have encouraged the growth of tourist arrivals and attracted
investment in tourism facilities offering higher-quality standards.

Table 1 presents a summary of the main changes experienced by Chiang Mai
hotels during the past decade. The number of establishments increased from
199 hotels in 2002 to 341 hotels in 2006, while rooms grew by around 39.76%.
Interestingly, this increase in accommodation supply has not harmed the
business indicators of the companies; in fact, revenue per room rose by 140.70%,
the occupancy rate increased from 48.15% in 2002 to 53.56% in 2006, while
the average daily rate (ADR) and revenue per available room (RevPar) shot up
by 54.83% and 72.22%, respectively.

In Chiang Mai, the last decade has been characterized by the development
of three new types of establishments with regards to the composition of
accommodation capacity. First, there are small boutique hotels, which have
unique architecture and services (Nobles and Thompson, 2001). The small size
of this kind of establishment implies that they can be built quickly and do not
require much investment. At the beginning of 2009, Chiang Mai had more than
15 hotel establishments of this type, attracting both domestic and foreign
tourists.

Second, several 5-star hotels have been built by both domestic and foreign
investors. In 2007 Chiang Mai had five 5-star hotels, adding up to approxi-
mately 510 rooms – Four Seasons Chiang Mai, Mandarin Oriential Dhara Dhevi
Chiang Mai, Sofitel Riverside Chiang Mai, The Chedi Chiang Mai and D2
Chiang Mai (Vorapong, 2007) – and during 2008–2009 four more 5-star hotels
opened with 169 rooms. In 2010, the Shangri-la Hotel and Spa Chiang Mai
(281 rooms) and Le Meridian Chiang Mai (384 rooms) were opened. So, in 2010
Chiang Mai had eleven 5-star hotels, with a total of 1,344 rooms.

Finally, service apartments have also grown in Chiang Mai during the last
decade. This type of accommodation provides similar services as hotels and
focuses mainly on long-stay tourists.

All the above quantitative and qualitative changes in Chiang Mai’s accom-
modation supply, together with the different shocks that have affected tourism
in the region and the emergence of new destinations in the South Asian area,
lead to a remarkable toughening in the competitive environment for hotel
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Table 1. Basic information on hotels in Chiang Mai between 2002 and 2006.

Item 2002 2006 Change (%)

Number of hotels 199 341 71.36
Number of guest rooms 13,466 18,820 39.76
Number of tourist stays in hotels (million) 1.91 2.76 44.55
Domestic 0.93 1.40 50.99
International 0.98 1.36 38.47

Accommodation expensesa (US$/person/day) 14.34 17.48 21.89
Domestic 13.73 14.67 6.91
International 14.98 20.44 36.42

Average length of stay (day/person) 1.73 2.72 57.23
Room sale revenueb (US$ million) 47.6 114.7 140.70
Occupancy rate (%) 48.15 53.56 11.24
Average daily rate (ADR) (US$/room) 20.13 31.17 54.83
Revenue per available room (RevPar) (US$/room) 9.69 16.70 72.22

Notes: aExchange rate in 2002 = 43.00 and 2006 = 37.93 Baht/US$; badjusted with general consumer
price index of Chiang Mai (2002 as base year).
Source: TAT (2002 and 2006).

establishments. In a globalized and highly technological market, competitive
pressure must be countered by improvements in productivity and quality
(Barros, 2006). In order to achieve advances in the former strategy, hotels must
improve managerial efficiency or operational efficiency, or both. Hotels with
higher efficiency will have higher competitiveness (Anderson et al, 1999; Hwang
and Chang, 2003).

In this context, this article assesses the change in both the managerial
efficiency and management technology of a sample of hotels in Chiang Mai.
The study applies Banker et al (1984) data environment analysis (DEA) and the
Malmquist productivity approach proposed by Färe et al (1992) to measure the
managerial efficiency of 43 hotels in 2002 and 2006, and to estimate the change
in both managerial efficiency and management technology of 43 hotels during
2002 and 2006.

The results of the study are used to assess the competitive potential of these
hotels across various characteristics. Policy makers and private companies might
use the results to identify the weaknesses of current business patterns and to
formulate appropriate guidelines to enhance the short- and long-run
competitiveness of various hotel groups under present and future market
conditions.

Literature review

The analysis of hotel efficiency is restricted to a small number of studies (Barros,
2005b). This may be due to limitation of the data available, as well as to
difficulties in defining the output and input variables of a hotel. There are
different methodologies used to measure hotel efficiency. Baker and Riley
(1994) suggested the use of ratios to analyse the performance of the lodging



TOURISM ECONOMICS568

industry, while Wijeysinghe (1993) recommended the application of break-even
analysis to appraise tourism management effectiveness. Other studies put
forward the use of yield management for analysing hotel management efficiency
(Brotherton and Mooney, 1992; Donaghy et al, 1995).

Data envelopment analysis (DEA) was first used by Morey and Dittman
(1995) to study the managerial efficiency of hotels. This technique is suitable
as it enables a comparative study of managerial efficiency at firm level and
provides useful economic information; for example, the way in which each firm
uses resources to maximize output.

The stochastic frontier approach (SFA) has also been used to study hotel
managerial efficiency (Anderson et al, 1999). The main limitation of this
methodology is in determining the appropriate functional forms (Akarapong,
2004; Barros and Athanassiou, 2004; Barros and Dieke, 2008). Moreover, cost
function is often used instead of production function because it is easier to
obtain cost function variables for the hotel industry. These shortcomings explain
why DEA is normally preferred for hotel managerial efficiency studies.

If the DEA technique is applied, it is not necessary to determine which
economic model or functional form should be used. However, one common
problem of studies that use DEA, and this paper is no exception, is the
specification of the business operation’s input and output variables. Input
variables used in several studies of hotel managerial efficiency, such as Hwang
and Chang (2003), Barros and Mascarenhas (2005) and Bo and Liping (2004),
include: number of employees, number of guest rooms, total operating expenses,
total costs, etc. Output variables used in the literature include: total revenue,
sales, number of guests, etc (Anderson et al, 2000; Bo and Liping, 2004; Önüt
and Soner, 2006). In empirical applications, input and output variables are
determined depending on the limitations of data and the objective of each
specific study.

The Malmquist productivity approach has been developed from the DEA
technique and the Malmquist productivity index to measure productivity change
over time, which includes change in managerial efficiency, management
technology and total factor productivity (Färe et al, 1990; Hjalmarsson et al,
1992; Price and Weyman-Jones, 1996). A number of studies on hotels, such
as those by Hwang and Chang (2003), Barros and Alves (2004) and Barros
(2005a), have used this approach combined with the above technique.

There have been several studies conducted in Thailand on hotel operational
efficiency at the national, regional and provincial levels, employing either the
DEA technique (Akarapong, 2004; Pharatee, 2005) or the SFA technique, such
as the study by Mingsarn et al (2005). However, as far as these authors are
aware, there is no research that differentiates between the change in the
managerial efficiency and management technology of hotels.

Table 2 summarizes the main studies on hotel efficiency, their methodology
and the sample size that is applied.

Conceptual framework and methodology

Managerial efficiency is the proportion of total organizational resources that
contributes to productivity during the production process. A change in
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Table 2. Main studies on the efficiency frontier methods in the hotel business.

Author Methodology used Sample size

International
Morey and Dittman (1995) DEA (CRS) 54 hotels in the USA
Anderson et al (1999) SFA (error component) 48 hotels in the USA
Hwang and Chang (2003) Malmquist index 45 hotels in Taiwan
Bo and Liping (2004) DEA two-stage approach 242 hotels in California, USA
Barros and Mascarenhas (2005) DEA (VRS) (TE, AE, EE) 43 hotels in Portugal
Sigala (2004) DEA stepwise 93 hotels in the UK
Shang et al (2008) DEA (three-stage) 87 hotels in Taiwan
Barros et al (2009) DEA (Luenberger index) 15 hotels in Portugal
Song et al (2009) DEA the game cross-efficiency 23 hotels in Taiwan

Thailand
Akarapong (2004) DEA (VRS) two-stage approach 477 hotels in Northern

Thailand
Mingsarn et al (2005) SFA (TE effect model) 1,752 hotels throughout

Thailand

Note: TE = technical efficency; AE = allocative efficiency; EE = total economic efficiency.

managerial efficiency reflects the ability of businesses to compete in a market
economy (Hwang and Chang, 2003).

The assessment of relative efficiency according to the Farrell concept (1957)
is measured by comparing actual performance with efficient performance at the
frontier. The main quantitative techniques proposed in the literature for
measuring efficiency include DEA (using linear programming methods) and
SFA (based on econometrics methods) applying the error components model
(Anderson et al, 1999; Barros, 2004) and the technical efficiency effect model
(Mingsarn et al, 2005).

The DEA technique can be used under the assumption of constant returns
to scale (CRS), commonly known as the CCR model (Charnes et al, 1978), or
under the assumption of variable returns to scale (VRS), commonly called the
BCC model, which adds an additional constant variable in order to permit VRS
(Banker et al, 1984; Sohn and Moon, 2004).

There are several limitations of DEA compared with SFA: it has no error term
(hence, errors in the variables would be included in the efficiency scores), there
are no distributional assumptions for the inefficiency term, and DEA scores have
no statistical significance. Finally, DEA is sensitive to outliers (Coelli et al,
1998; Barros, 2006; Barros and Dieke, 2008). However, DEA also has some
advantages over SFA: it permits multiple inputs and outputs, does not include
a functional form that restricts the data and it does not need large data sets
(Barros and Athanassiou, 2004; Barros and Dieke, 2008). Even if both DEA
and SFA are useful for analysing efficiency, most studies choose the DEA
methodology (Coelli et al, 1998; Akarapong, 2005; Barros and Dieke, 2008).

DEA, as formulated by Banker et al (1984), and the Malmquist productivity
approach, developed by Färe et al (1992), are used in this study instead of SFA,
due to uncertainty regarding the determination of input and output variables



TOURISM ECONOMICS570

for hotels, as well as in determining the appropriate economic model and
functional form to be used in evaluating change in hotel managerial efficiency.
These two techniques will be discussed briefly below.

Measurement of managerial efficiency using data envelopment analysis

Charnes et al (1978) developed a mathematical model following the concept
proposed by Farrell (1957) for measuring the efficiency of a firm. The
methodology is applied to n firms and each is regarded as a decision-making
unit, or DMU, which uses m inputs to product s outputs.

DMUo consumes the amount xio of input i (xio ≥ 0) and produces yro of output
r (yro ≥ 0). The ratio of output to input is used to measure the relative
efficiency of the DMUo, to be evaluated relative to the ratios of all firms
(DMUj ; j = 1, 2,…, n; Cooper et al, 2004).

Each DMU efficiency can be obtained by maximizing the ratio of total
weighted output over total weighted input for all units, subject to the
constraint that all such ratios of the firms in the sample, including DMUo, are
less than or equal to one. The mathematical programming problem may thus
be represented as (Cooper et al, 2004):

                 Σrμryromax ho (μ,ν) = –––––
                 Σiνixio

             Σrμryrjsubject to: ––––– ≤ 1; j = 1,...,n; and μr, νi ≥ 0; ∀ i, r (1)
             Σiνixij

where xij is the amount of input i of DMUj, yrj is the amount of output r from
DMUj, μr is the weight given to output r, νi is the weight given to input i,
n is the number of firms, s is the number of outputs and m is the number of
inputs.

One problem with this particular formulation is that it has an infinite
number of solutions: if (μ*, ν*) is optimal, (αμ*, αν*) is also optimal for
any α > 0. To avoid this limitation the constraint, 

m
Σ
i=1

iixio = 1, is imposed (Coelli
et al, 1998):

max z = 
s

Σ
r=1

μryro

subject to  
s

Σ
r=1

μryrj –  
m
Σ
i=1

νixij ≤ 0;  
m
Σ
i=1

νixio = 1 and μr, νi ≥ 0. (2)

The above model is in ‘multiplier form’ and we can formulate the problem as:

min θ – ε (
m
Σ
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si
– +  

s
Σ
r=1

sr
+)

subject to  
n
Σ
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yrjλj–sr
+ = yro r = 1,2,...,s;
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λj, si
–, sr

+ ≥ 0 ∀ i, j, r (3)
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where the s+
ro and s–

ro are slack variables. θ is the efficiency score of each DMU
with values ranging from 0 to 1 (0 ≤ 1). A value θ equal to 1 indicates a point
on the frontier; hence, the DMU is efficient according to the Farrell (1957)
definition. Thus, the performance of DMUo is efficient if θo

* = 1, sio
–* = sio

+* =
0, where the asterisk denotes optimal values, their efficiency score should be
equal to 1 and DMUo is on its frontier line. If θo

* < 1, the DMUo is inefficient;
this can be derived from xij′ = θ*xio – sio

–* and yrj′ = yro + sro
+*, where sio

–* imply
input surpluses and slacks, while sro

+* imply output shortfalls of DMUo (Hwang
and Chang, 2003).

The above version of the model, generally called the CCR model, is the
appropriate one if every DMU operates at its optimal scale of production, as
it assumes CRS. However, it is not appropriate under imperfect competition
or if the firms do not operate at their optimal scale of production. Therefore,
Banker et al (1984) proposed another model under the assumption of VRS. This
alternative model (BCC) adds a convexity constraint ( 

n
Σ
j=1

λj = 1), which essentially
ensures that an inefficient firm is only ‘benchmarked’ against DMUs of a similar
size.

In a further development of the model, the constraint 
n
Σ
j=1

λj = 1 is replaced
by  

n
Σ
j=1

λj ≤ 1, so that the values of efficiency score under non-increasing returns
to scale (NIRS) can also be derived. Finally, the model under the assumption
of VRS that is used preferably to estimate efficiency is:

min θ – ε (
m
Σ
i=1

si
– + 

s
Σ
r=1

sr
+)

subject to 
n
Σ
j=1

xijλj + si
– = θxio i = 1,2,...,m;

 
n
Σ
j=1

yrjλj – sr
+ = yro r = 1,2,...,s; and  

n
Σ
j=1

λj ≤ 1, λj, si
–, sr

+ ≥ 0 ∀ i, j, r (4)

If any firm does not operate at its optimal scale of production, the efficiency
score under the assumption of CRS (θCRS) and the efficiency score under the
assumption of VRS (θVRS) would not be equal. The ratio of θCRS/θVRS, called scale
efficiency (SE), measures the impact of scale size on the productivity of a DMU
(Thanassoulis, 2001). θCRS, θVRS and SE take values between 0 and 1 and θCRS

= θVRS × SE.

Measurement of managerial efficiency change using the Malmquist
productivity approach

The Malmquist index was first suggested by Malmquist (1953) as a quantitative
index for analysing the consumption of inputs. Färe et al (1992) combined both
the measurement of efficiency from Farrell (1957) and the measurement of
productivity from Caves et al (1982) to construct a Malmquist productivity
index using input and output data obtained from DEA. This DEA-based
Malmquist productivity index has proven itself to be a good tool for measuring
the productivity change of DMUs (Hosseinzadeh Lotfi et al, 2007). A basic
conceptual framework of its application is shown in Figure 1.

From Figure 1, Ft is the frontier line at period t and Ft+1 is the frontier line
at period t + 1 (the frontier line is the maximum amount of outputs that can
be achieved by each amount of inputs), while At(xt, yt) and At+1(xt+1, yt+1)
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Figure 1. Measurement of managerial efficiency changes, output-oriented.
Source: Adapted from Hwang and Chang (2003).

represent input and output vectors of a DMU A at t and t + 1, respectively.
Thus, the shift in efficiency (SIE) from period t to t + 1 can be described by:

⎡BD   EG ⎤½

SIEt,t+1 = ⎢––– • ––– ⎥
⎣BC   EF ⎦

The catching-up in efficiency (CIE) from period t to t + 1, which represents
the ratio between the relative efficiency of a DMU A at t + 1 compared with
t, can be represented by:

BAt+1   EAt

CIEt,t+1 = –––– • –––
 BD   EF

Therefore, the total efficiency change (TEC) of a DMU A from t to t + 1 is:

TECt,t+1 = CIEt,t+1 × SIEt,t+1

From the above concept, Caves et al (1982) and Färe et al (1992) applied the
geometric meaning of the aforementioned distance function to measure the SIE
from period t to t + 1, which can be represented as:

⎡BD   EG ⎤½ ⎡Dt+1(xt+1, yt+1)   Dt+1(xt, yt) ⎤½

SIEt,t+1 = ⎢––– • ––– ⎥ = ⎢–––––––––– • –––––––– ⎥ . (5)
⎣BC   EF ⎦ ⎣ Dt(xt+1, yt+1)    Dt(xt, yt) ⎦
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While CIE from period t to t + 1 can be represented as:

⎡BAt+1  EAt ⎤ ⎡Dt+1(xt+1, yt+1) ⎤–1 ⎡   Dt(xt, yt) ⎤
CIEt,t+1 = ⎢–––– • ––– ⎥ = ⎢–––––––––– ⎥  = ⎢–––––––––––⎥ , (6)

⎣ BD   EF ⎦ ⎣  Dt(xt, yt) ⎦ ⎣Dt+1(xt+1, yt+1) ⎦

TEC of DMU A from period t to t + 1 can be represented as:

Dt(xt, yt) ⎡Dt+1(xt+1, yt+1)   Dt+1(xt, yt) ⎤½

TECt,t+1=CIEt,t+1×SIEt,t+1= –––––––––– • ⎢–––––––––– • –––––––– ⎥
                        Dt+1(xt+1, yt+1) ⎣ Dt(xt+1, yt+1)    Dt(xt, yt) ⎦

⎡   Dt(xt, yt)       Dt+1(xt, yt) ⎤½

= ⎢–––––––––– • –––––––––––⎥ (7)
⎣ Dt(xt+1, yt+1)   Dt+1(xt+1, yt+1) ⎦

Equation (7), which is a Malmquist productivity index, can be used as a measure
of efficiency change of DMU A from t to t + 1. Applying this equation, we
can use model (4) to estimate efficiency at period t and at period t + 1 from
the two distance functions Dt(xt, yt) and Dt+1(xt+1, yt+1).

In order to define the distance function Dt+1(xt, yt), we must use the efficient
frontier at period t + 1 as the reference set for measuring the efficiency of a
certain DMU at period t. This can be derived from the following model:

Dt+1(xt, yt) = minθ,λ θ

subject to 
n
Σ
j=1

xij
t+1λj

t+1 – θxt
io ≤ 0, i = 1,2,...,m;

 
n
Σ
j=1

yrj
t+1λj

t+1 – yt
ro ≥ 0, r = 1,2,...,s; and 

n
Σ
j=1

λj
t+1 ≤ 1; λj

t+1 ≥ 0, j = 1,2,...,n (8)

Similarly, Dt(xt+1, yt+1) can be defined using the efficient frontier at period t
as the reference set for measuring the efficiency of a certain DMU at period
t + 1:

Dt(xt+1, yt+1) = minθ,λ θ

subject to 
n
Σ
j=1

xij
t λj

t – θxt+1
io ≤ 0, i = 1,2,...,m;

 
n
Σ
j=1

yrj
t λj

t – yt+1
ro ≥ 0, r = 1,2,...,s; and 

n
Σ
j=1

λj
t ≤ 1; λj

t ≥ 0, j = 1,2,...,n (9)

Description of data

The main objective of this study is to estimate managerial efficiency and the
change in managerial efficiency and management technology of a representative
sample of hotels in Chiang Mai for the period between 2002 and 2006.

Data used in the study. The data used in this study have a panel data structure.
They were collected from the financial balance sheets of profit and loss
statements of Chiang Mai’s hotels as reported to the Department of Trade
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Table 3. General financial information on hotel samples in Chiang Mai, 2002 and 2006.

Item 2002 2006 Change (%)

Number of hotels 43 43 –
Type of business registration (%) 100 100 –
Partnership limited 23 23 –
Limited company 77 77 –

Average revenue (US$ million)a 0.65 0.74 13.48
Registered capital stocks (US$ million)a 1.42 1.68 18.19
Liability (US$ million)a 0.91 1.17 29.23
Total cost of sales (US$ million)a 0.28 0.31 11.05
Selling and administrative expenses (US$ million)a 0.22 0.26 15.51
Total assets (US$ million)a 2.58 2.20 –14.43
Shareholders’ equity (US$ million)a 1.06 1.88 76.25
Occupancy rate (%) 35.05 44.64 27.36

Note: aExchange rate in 2002 = 43.00 and 2006 = 37.93 Baht/US$ and adjusted with general consumer
price index of Chiang Mai (2002 as base year).
Source: Financial balance sheets and profit and loss statements, Department of Trade Promotion in
2002 and 2006.

Promotion (Ministry of Commerce) in 2002 and 2006. Only those hotels with
balance sheets for both years and those without deficit were selected
for the sample. The sample included 43 hotels, of which 77% were registered
as limited companies and 23% as limited partnership (see Table 3 for
details).

The empirical analysis includes five input variables. In order to capture the
capital investments of the hotels, there are three variables which measure the
physical capital: number of guest rooms (Hwang and Chang, 2003), total assets
and shareholder’s equity. The total cost of sales represents the cost of providing
the services; hence, total cost of goods sold. Finally, selling and administrative
expense is the sum of all direct and indirect selling expenses and all general
and administrative expenses of a hotel, such as advertising expense, franchise
expense, tax, interest, etc.

The output variable is the total revenue of hotels, which is used to represent
the output of the managerial process (Morey and Dittman, 1995; Anderson et
al, 1999). Regarding output, hotel production is a composite of different units
with different ratios of revenue as catering, souvenir shop, guest rooms,
restaurant and some others. Normally, 30–50% of total hotel revenue in Chiang
Mai is non-guest room revenue (Mingsarn et al, 2005).

Results of the study

The empirical analysis provided below assumes VRS and imperfect competition;
thus, each production unit may not be able to operate at its optimal scale
(Mingsarn et al, 2005). To minimize the potential problem derived from the
presence of outliers, the data have been transformed into natural logarithms.

The results are divided into two major parts. The first corresponds to the
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Table 4. Managerial efficiency of hotel samples in Chiang Mai 2002 and 2006 (%).

Item Number 2002 2006
of hotels

Average managerial efficiency 43 0.7660 0.7678

Type of business registration t-statistic = 1.798 t-statistic = 1.588
(df = 41; Sig = 0.080) (df = 41; Sig = 0.120)

Partnership limited 10 0.8432 0.8349
Limited company 33 0.7427 0.7475

Number of guest rooms F-statistic = 10.803 F-statistic = 11.988
(df = 2,40; Sig = 0.000) (df = 2,40; Sig = 0.000)

Fewer than 60 15 0.8223 0.8070
60–150 14 0.8294 0.8576
More than 150 14 0.6325 0.6359

Total revenue (2006) F-statistic = 15.820 F-statistic = 16.993
(df = 2,40; Sig = 0.000) (df = 2,40; Sig = 0.000)

Less than 5 million Baht 16 0.8991 0.8991
5–10 million Baht 9 0.7238 0.7336
Higher than 10 million Baht 18 0.6689 0.6682

Room rates t-statistic = 2.893 t-statistic = 3.023
(df = 41; Sig = 0.006) (df = 41; Sig = 0.004)

Less than 1,000 Baht/night 28 0.8134 0.8157
Higher than 1,000 Baht/night 15 0.6777 0.6783

evaluation of the managerial efficiency of hotels in Chiang Mai in 2002 and
2006. The second part presents the results of the estimation of managerial
efficiency and technological change of 43 hotel samples in Chiang Mai.

Managerial efficiency of hotels in Chiang Mai

Evaluation of managerial efficiency for 2002 and 2006 is presented in Table
4. Out of the sample of 43 establishments, only 6 hotels in 2002 and 7 in 2006
(hence, around 15%) were managerially efficient (the managerial efficiency
index of these establishments was equal to 1). The average managerial efficiency
was 76.60% in 2002 and 76.78% in 2006.

As can be seen in Table 4, some of the characteristics of the hotels influence
the results on managerial efficiency for both periods. In particular, the size of
hotel (measured as number of guest rooms or total revenue) and the room rates
(the sample is split at a rate of US$25 with an exchange rate of 40 Baht/US$)
affected managerial efficiency. As can be seen from the table, the smaller hotels
and those with cheaper rates have higher managerial efficiency than the larger
hotels, with statistical significance at the 99% level of confidence. This is an
unexpected result. However, the analysis of the characteristics of the establish-
ments and the reality give some insights on the economics behind this result.
Smaller hotels may have higher managerial efficiency than larger hotels because
those who own and manage the business are often the same people. As was
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Table 5. Change in managerial efficiency and management technology of hotel samples in
Chiang Mai, 2002–2006.

Item Managerial Management Total factor
efficiency technology productivity

Average values 1.0049 0.9755 0.9871

Type of business t-statistic = –0.631 t-statistic = –2.157 t-statistic = –0.480
registration (df = 41; Sig = 0.531) (df = 41; Sig = 0.037) (df = 9.61; Sig = 0.642)
Partnership limited 0.9944 0.9566 0.9745
Limited company 1.0080 0.9812 0.9909

Number of guest rooms F-statistic = 1.818 F-statistic = 3.089 F-statistic = 2.555
(df = 2,40; Sig = 0.176)(df = 2,40; Sig = 0.057) (df = 2,40; Sig = 0.090)

Fewer than 60 0.9834 0.9632 0.9608
60–150 1.0242 0.9724 1.0046
More than 150 1.0085 0.9917 0.9976

Total revenue (2006) F-statistic = 0.217 F-statistic = 4.419 F-statistic = 0.421
(df = 2,40; Sig = 0.806)(df = 2,40; Sig = 0.018) (df = 2,40; Sig = 0.659)

Less than 5 million Baht 1.0022 0.9608 0.9764
5–10 million Baht 1.0167 0.9700 0.9917
Higher than 10 million Baht 1.0013 0.9913 0.9943

Room rates t-statistic = 0.111 t-statistic = –2.135 t-statistic = –1.437
(df = 41; Sig = 0.912) (df = 33.60; Sig = 0.040)(df = 37.71; Sig = 0.159)

Less than 1,000
Baht/night 1.0056 0.9696 0.9797

Higher than 1,000
Baht/night 1.0035 0.9864 1.0008

Note: Coefficients with a value greater than 1 indicate change in a good direction; those with a value
less than 1 indicate change in a declining direction; those with a value equal to 1 indicate no change.

described in the introduction, many of these establishments concentrate on a
price competitiveness strategy that requires a strict control of costs, which can
be gained through improvements in managerial efficiency. Smaller hotels are
normally family run, and therefore more flexible and more managerially mobile
than larger hotels. In contrast, large hotels may have difficulties in reducing
operation costs. Finally, a significant proportion of the large hotels do not
belong to international chains, therefore missing some of the benefits that may
be gained from the economies of scale derived from the international network.

Change in total factor productivity, managerial efficiency and management
technology of hotels in Chiang Mai

The results of applying the Malmquist productivity approach are presented in
Table 5. This table provides critical information on understanding the evolution
of Chiang Mai’s hotels, providing a close look at total factor productivity. In
particular, the table distinguishes between managerial efficiency and manage-
ment technology. During the period from 2002 to 2006, 23 hotels in the
sample were found to have improved their managerial efficiency and nearly half
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of the sample (21 hotels) were found to have higher total factor productivity,
while only 5 hotels were found to have higher management technology (all of
them were medium-size and large hotels).

Comparison of the average values for 2002 and 2006 shows a slightly better
managerial efficiency and a decrease in management technology and total factor
productivity. Hence, interpretation of the results indicates that the hotels were
able to maintain aggregate managerial efficiency in order to retain their
competitiveness, but they failed to improve their management technology (due
to a lack of investment). From a long-run perspective, these results may lead
to losses in hotel competitiveness in the future.

Both managerial efficiency and management technology performed worse in
smaller hotels, in partnership companies and in hotels charging lower room
rates, with statistical significance at the 90% level of confidence. A closer look
at the table indicated that during the period analysed the medium-size and large
hotels were able to catch up slightly on managerial efficiency. On the other
hand, small hotels should pay more attention to improving management
technology in order to maintain their competitiveness.

The results of the study reveal that more than half of the hotels did maintain
their managerial efficiency, but a few hotels improved their management
technology to strengthen their competitiveness (such as improving their
computer system to adapt to online purchases). Increasing managerial efficiency
is obviously important, but it only helps to strengthen competitiveness in the
short run. Hotels should also improve their management technology in order
to sustain their competitiveness in the long run.

Based on the results, the hotels can be classified into groups showing the
relationship between managerial efficiency in 2006 and the change in
managerial efficiency (modified from Hwang and Chang, 2003, and Barros,
2005a):

(1) Hotels with a high competitiveness and better management. Hotels having
managerial efficiency in 2006 and which have also increased their
managerial efficiency with respect to that in 2002. Eleven hotels fall into
this category, with a high potential to compete.

(2) Hotels with a high competitiveness but with no improvement in their management.
The managerial efficiency score of these hotels was higher than average in
2006, but they had lower managerial efficiency compared to that of 2002.
These hotels, nine establishments fall into this group, still retain
competitiveness but they may lose their potential to compete in the long
run if they do not improve their managerial efficiency. With the
appropriate strategy, they could develop into a group with a high potential
to compete.

(3) Hotels with low competitiveness but with better management. Establishments with
a managerial efficiency score lower than the average of the sample in 2006,
but they have increased their managerial efficiency. In the future, this
group, composed of 12 hotels, may be able to develop and move themselves
up into the group with a high potential to compete.

(4) Hotels with low competitiveness and lack of improvement. In 2006 11 hotels had
a managerial efficiency score lower than the average, and they were also
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below their own score in 2002. Hence, they have a low ability to compete
and show no success in improving their managerial efficiency. In a highly
competitive environment, these hotels have to change their strategy or they
may go out of business.

Conclusion

In earlier studies in Thailand (Akarapong, 2004, and Mingsarn et al, 2005),
the efficiency of hotels tended to be low. This article investigates the change
in total factor productivity of hotels in Chiang Mai, Thailand, during 2002–
2006. The DEA technique was used to evaluate managerial efficiency, while a
Malmquist productivity approach was used to distinguish between the change
in managerial efficiency and management technology.

The results from the Malmquist productivity approach allow the researchers
to estimate a decline of the total factor productivity of accommodation
establishments in Chiang Mai between 2002 and 2006 and to explain the
contribution of its different components. While the results prove that the hotels
in the sample were successful in maintaining their managerial efficiency, the
lack of investment in management technology caused a decline in total factor
productivity.

The paper also presents estimates of the impact of some hotel characteristics
on the level and variation of managerial efficiency, management technology and
total factor productivity. The most remarkable is the effect of the size (measured
by number of rooms) and the room rate of the establishment. In particular, the
level of managerial efficiency was higher for smaller establishments. While this
may seem a surprising result, the distinction between total factor productivity
and managerial efficiency must be clear. In the case of the latter, the authors
consider the greater flexibility of smaller establishments to be the main
explanation. In particular, larger establishments tend to implement standard
processes and technologies that introduce some rigidity and that may not always
provide appropriate environments for different cultures, human resources and
labour relations. Regarding managerial technological change, the larger hotels
performed better than the smaller hotels.

Hence this study, which separated total productivity into managerial
efficiency and management technology, pointed out that the firms in the sample
were indeed successful in maintaining managerial efficiency but failed to invest
sufficiently in management technology. The results suggest some policy
recommendations for the region’s private and public stakeholders, but which
probably could be extended to other regions. First, some caution must be
exercised when applying standard processes and technologies to different areas.
In particular, the labour force must be trained to adopt new technologies, some
processes may have to be adapted to the characteristics of the people who are
going to implement them, and flexibility can be important for managerial
efficiency in the short run. Second, a shortfall in investment in technology could
hamper productivity in the long term. Hence, maintaining an acceptable level
of managerial efficiency is not a substitute for improving management
technology or for endeavouring continuously to raise service quality in order to
adapt to customers’ preferences.
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This paper utilizes a unique hotel-level dataset to examine operational ef-
ficiency and technology gap in Thailand’s hotels. This paper classifies the hotels 
in Thailand into five groups with distinctive levels of operational technologies. A 
meta-frontier analysis is applied to evaluate the operational efficiency scores of 
the hotels in same groups and between groups. The result show that, the hotels 
in the five groups differ in the use they make of input operational efficiency. 
Meanwhile, the mean efficiency of the hotels with room rate between 300–900 
baht per night and total revenue lower than 1 million baht per year is particularly 
low. This study suggests to transferring knowledge about operational manage-
ment from the hotels with higher operational efficiency to the hotels that had low 
operational efficiency. This might help to improve operational efficiency and 
competitiveness in long run. 
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The operational efficiency of the hotel industry in Thailand has been ex-
tensively analyzed using advanced efficiency methods such as DEA (Data En-
velopment Analysis) and SFA (Stochastic Frontier Analysis) (Akarapong, 2004; 
Mingsarn and Akarapong, 2005; Akarapong and Mingsarn, 2009). However, 
these methods assume homogenous technology and the same environmental 
characteristics, making the results not strictly comparable across different 
groups of hotels (Assaf, Barros and Josiassen, 2009). To assess more accu-
rately the impact of different technologies and environmental characteristics, this 
study applies the concept of meta-frontier analysis developed by Rao, O’Donnell 
and Battese (2003) and O’Donnell, Rao and Battese (2007) to estimate the en-
velope of possible frontiers that might arise from the heterogeneity between 
groups of hotels. 

Moreover, most of previous studies of hotel efficiency focused on the es-
timation of managerial or operational efficiencies by using a limited data set and 
restrictive functional form. They also assumed that technologies are similar 
across hotels and indusial environment. But in fact, the different groups of hotel 
use a differenct managerial or operation technology. Such as the foreign invest-
ment hotels had to use the standard managerial technology from the hotels 
chain while the local hotels didn’t have these and manage the hotel on their own. 
In order to examine the patterns and differences in performance in these differ-
ent categories of hotels, the purpose of this paper is to estimate the operational 
efficiencies of the Thai’s hotel industry using Cobb-Douglas functional form, a 
larger data set and a methodology that would be similar to the hotel environment 
and technology across different groups of hotels. 

The main objective of this study is to use meta-frontier analysis to assess 
the operating efficiency of five different hotel types in Thailand. There are 1) for-
eign investment 2) room rate more than 900 baht per night (or more than 
30 US$ per night) 3) room rate less than 300 baht per night (or less than 10 US$ 
per night) 4) room rate between 300–900 baht per night (or between 10–30 US$ 
per night) and 5) total revenue less than 1 million baht per year (less than 
300 thousand US$) and room rate between 300–900 baht per night and total 



 

 
revenue more than 1 million baht per year. The study focuses on the potential of 
different types of ownership to raise operating efficiency through foreign invest-
ment. In addition, the question of whether higher room rates price are more pro-
ductive than lower rates is analyzed. Greater productivity gains are expected at 
higher levels of cooperation at large hotels because they should open up a 
broader range of opportunities to improve operational efficiency. 

The paper is organized as follow. Section 2 contains method of analysis, 
and is followed by the results and discussion in section 3. In section 4, conclud-
ing comments are presented. 

 

 

Operational efficiency is an important factor in managerial business. The 
estimation of technical efficiency represents to the ability of competitiveness 
Hwang and Chang, 2003). Relative efficiency (Farrell, 1957) has been extended 

and modified to Data Envelopment Analysis (DEA) and Stochastic Frontier 
Analysis (SFA). Both approaches are popular in the efficiency literature, how-
ever; DEA has some restrictions such as inability to take into account error term 
in the output and stochastic element of production, no assumption about distri-
bution efficiency No significant test of the technical efficiency (Barros, 2006; 
Barros and Dieke, 2008 . On the other hand, the advantage of the stochastic 
frontier approach is that it allows for random disturbances, such as the effect of 
quality of inputs, and measurement errors in the output variables (Barros, 2006; 
Barros and Dieke, 2008). According to these advantages, this study used the 
stochastic frontier (SFA) approach with emphasis on the parametric model, and 
then calculated the efficiency scores for individual hotel units. 

 

The stochastic frontier framework in this study is a parametric specifica-
tion of econometric models to estimate the production frontier and measure effi-
ciency scores. The basic stochastic frontier production function is defined as: 

Yi = ƒ(Xi, β) exp ( i)    (1) 

where Yi is the output of i-th (i = 1, 2, ..., N) firm; Xi is the corresponding matrix of 
inputs; β is the vector of parameters to be estimated; and i is the error term that 
consists of two independent elements, Vi and Ui, such that i  Vi − Ui. The Vis 
are assumed to be symmetric, identically and independently distributed errors 



 

that represent random variations in output, as a result of factors outside the con-
trol of the decision-making unit, as well as the effects of measurement error in 
the output variable, variables excluded from the model and statistical noise. 
They are assumed to be normally distributed with mean zero and variance 2

v 

)],0([ 2
Vi N V σ∼ . The Uis are non-negative random variables that represent the 

stochastic shortfall of outputs from the most efficient production. Ui is defined by 
truncation of the normal distribution with mean Ui = 0 + J

j=1 jZji and variance 
2

U, where Zji is the value of the j-th explanatory variable associated with the 
technical inefficiency effect of firm i; and 0 and j are unknown parameters to be 
estimated (Battese and Coelli, 1995). The maximum likelihood method is used to 
estimate the parameters of both the stochastic frontier model and the ineffi-
ciency effects model. The variance parameter of the likelihood function is esti-
mated in terms of 2  2

V + 2
U and   2

U  2. The technical efficiency of a 
firm can be defined by the ratio of the observed output to the corresponding sto-
chastic frontier output by 
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The meta-frontier production is a production function that covers individual 
frontier of groups. A graph of the meta-frontier function is presented in figure 1. 
Several studies are used to estimate technical efficiency in different regions, en-
vironmental, and technologies of agricultural production. To begin with the sto-
chastic meta-frontier framework was done by Battese and Rao (2002), Battese, 
Rao and O’Donnell (2004), and O’Donnell, Rao and Battese (2008). Then, Vil-
lano, Fleming and Fleming (2008) proposed that other studies, such as latent 
class model (Greene, 2004), and state-contingent frontier (O’Donnell and Grif-
fiths, 2006) still have biased estimators of the parameters of the frontier and 
technical inefficiency because the results reveal that lack of success in account-
ing for environmental variables. Therefore, meta-frontier analysis was used to 
estimate the technology gap ratio and estimate parameters of frontier and tech-
nical inefficiencies. 

From figure 1, the estimation of the standard stochastic frontier model for 
R different groups within the industry defined as: 

)()(),( )()()(
jiji uv

jjiji eXY −
ƒ= β     (3) 

i = 1, 2,…, Nj,    t = 1, 2,…, T,    j = 1, 2,…, R, 

Suppose that, for the j th group, there are sample date on Nj firms that 
produce one product from the various inputs. 



 

 
Figure 1  

Meta-frontier and Individual Frontiers 
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Where Yi(j) is the output for the i th firm for the j th group. 

Xi(j) is a vector of values of functions of the input used by the i th firm for 
the j th group. 

(j) is the parameter vector associated with the x-variables for the stochas-
tic frontier for the j th group involved. 

vi(j) is statistical noise assumed to be independently and identically distrib-
uted as ),0( 2

)( jvN δ  random variables. 

ui(j) is non-negative random variables assumed to account for technical in-
efficiency in production and assumed to be independently distributed as trunca-
tions at zero of the ),( 2

)()( jjiN δμ distribution, where μi(j) is some appropriate ineffi-

ciency model, defined by Battese and Coelli (1992) and (1995). 

In simplified version, the model is presented as: 

( ) )()()()()(
)(, jijijijiji uvXuv

jii eeXY −+−
≡ƒ=

β
β    (4) 

Assumed that exponent of frontier production function is linear in the pa-
rameter vector, (j), so that Xi is a vector of function of the input for the i th firm. 



 

The meta-frontier production function model is expressed by 

( ) ,,
*** ββ iX

ii eXY =ƒ=   i = 1, 2,…, N.   (5) 

Where * is the vector of parameters for the meta-frontier function such 
that: 

,)(
*

jii XX ββ ≥   j = 1, 2,…, J.    (6) 

Equation 6, the meta-frontier production function is solved the optimization 
problem by Battese, Rao and O’Donnell (2004). The optimization problem is de-
fined as: 

( ) ( )[ ]
=

ƒ−ƒ
N

i
jii XXMin

1
)(

* ,ln,ln βββ  

s.t.          ( ) ( ))(
* ,ln,ln jii XX ββ ƒ≥ƒ     (7) 

where (j) is the estimated coefficient vector associated with the group-j stochas-
tic frontier 

The observed output defined by the stochastic frontier for the j th group in 
equation 4 and it is alternatively expressed in term of the meta-frontier function 
in equation 5, such that: 

( )
( ) ( ) )()( *

*
)( ,*

,

,
* jiji v

i
i

jiU
i eX

X

X
eY β

β

β
ƒ

ƒ

ƒ
=

−    (8) 

where the first term on the right-hand side of equation 10.6 is the same as tech-
nical efficiency relative to stochastic frontier for the j th group (Battese, Rao and 
Prasado, 2002). 
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The second term on the right-hand side of equation 9 is the technology 
gap ratio (TGR) (Battese, Rao and Prasado, 2002) or the metatechnology ratio 
(MTRs) (O’Donnell et al, 2007) or environment-technology gap ratio (ETGR) 
(Villano, Fleming and Fleming, 2008), which is expressed as: 
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The TGR or ETGR measure the ratio of the output for the frontier produc-
tion function for j th group relative to the potential output that is defined by the 
meta-frontier function, given the observed input (Battese, Rao and Prasado, 



 

 
2002) and (Battese, Rao and O’Donnell, 2004). The TGR or MTR or ETGR has 
values between zero and one. 

The technical efficiency of i th firm, relative to the meta-frontier, is denoted 
by TEi

*, is defined in a similar way to equation 9, TEi
* can be expressed as:  
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*
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Y
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=      (11) 

From equation 11, it is the ratio of the observed output relative to the last 
term on the right-hand side of equation 6, which is the meta-frontier output, ad-
justs for the corresponding random error. 

Equation 8, 9, 10 and 11 imply that an alternative expression for the tech-
nical efficiency relative to the meta-frontier can be expressed by 
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O’Donnell, Rao and Battese (2008) presented the extensions to the basic  
meta-frontier framework, such as multiple-output; technological change (Coelli et 
al., 2005); time-invariant inefficiency effects can be found in (O’Donnell, Rao and 
Battese, 2008); alternative orientations and identifying groups (Orea and Kumb-
hakar, 2004) and (O’Donnell and Griffiths, 2006). 

 

 

The stochastic frontier analysis model defined by equation 1 and 2. They 
were estimated assuming the Cobb-Douglas functional form. The inputs are de-
fined as the number of rooms, room rate per night, number of employees, opera-
tional expenses and assets. The output is total revenue. The specification of the 
functional form is defined by 

ln (Yi)(k) = 0(k) + 1(k) ln(X1i(k)) + 2(k) ln(X2i(k)) + 3(k) ln(X3i(k))+  

 + 4(k) ln(X4i(k)) + 5(k) ln(X5i(k)) + Vi(k) + Ui(k)   (13) 

Where Yi is total revenue (in baht); 

X1i is the number of rooms (in room); 

X2i is room rate per night (in baht); 



 

X3i is the number of employees (in person); 

X4i is operational expenses (in baht); 

X5i is assets (in baht); 

0 – 5 are unknown parameters to be estimated; 

k is 5 groups of the hotel groups.  

The Vi(k) are assumed to be independently and identically distributed with 
mean zero and variance, Vi(k)

2
; and the us are technical efficiency effects that are 

assumed to be half-normal and independently distributed such that Ui(k) is defined by 
the truncation at zero of the normal distribution with known variance, Ui(k)

2. 

The inputs are implied inputs in that they are measured as costs, assum-
ing all groups faced the same input prices and no changes occurred in input 
prices during the period when the survey was undertaken. Similarly, outputs are 
implied outputs in that they are measured as revenue assuming all groups faced 
the same output prices.  

The technical inefficiency model is defined following Battese and Coelli 
(1995) as: 

Ui(k) = 0(k) + 1(k) Z1i(k) + 2(k) Z2i(k) + 3 Z3i(k)   (14) 

Where Z1i is ratio of workers per room;  

Z2i is period of operation; 

Z3i is ratio of foreign guest; 

0 – 3 are unknown parameters to be estimated. 

Many variables were tested for inclusion in the inefficiency model. They 
are discussed in this section and reasons are given for the expected direction of 
their relations with the level of operational efficiency of hotel industry in Thailand. 
The coefficient of the ratio of workers per room is expected to be positive be-
cause lower number of workers should have lower cost of labour. The other inef-
ficiency variables, the signs on the coefficients of period of operation are ex-
pected to be negative because longer period of operation should have accumu-
lated more revenues. Finally, the coefficient of ratio of foreign guest is expected 
to have a negative sign because a higher number of foreign guests would help 
the hotels to manage more effectively. If firms can control the quality of service, 
they can better control service prices. 

 

The study uses 1,799 samples of hotels and guesthouses from the 2008 
Survey Database of the National Statistical Office, Thailand. The statistics for in-
put and output variables in the operating efficiency of hotel are reported in Table 
1. We divided the hotels into five groups by considering the impact of different 



 

 
technologies: (foreign investment, room rate more than 900 baht per night, room 
rate less than 300 baht per night, room rate between 300–900 baht per night 
and total revenue less than 1 million baht per year and room rate between 300–
900 baht per night and total revenue more than 1 million baht per year).  

 

 

Table 1  

Summary Statistics for Data on the hotels of Thailand 

Variables Units Min Max Mean SD 
Total 

• Total revenues Million baht 0.0098 2,148.69 20.49 97.11 

• Total rooms room 2 760 62 84 

• Room rate baht/night 60 54,893 707 1,816 

• Employees person 1 859 38 89 

• Operational expenses Million baht 0.0044 1,444.70 10.86 62.39 

• Assets Million baht 0.0010 5,493.44 54.14 255.85 
1. Foreign investment 

• Total revenues Million baht 0.22 2,148.69 299.76 422.73 

• Total rooms room 7 734 239 197 

• Room rate baht/night 129 19,086 3,470 3,696 

• Employees person 4 859 246 251 

• Operational expenses Million baht 0.06 1,444.70 173.34 281.58 

• Assets Million baht 0.002 5,493.44 629.93 1,245.27 
2. Room rate more than 900 baht per night 

• Total revenues Million baht 0.10 1,161.35 72,41 126.12 

• Total rooms room 2 760 145 136 

• Room rate baht/night 905 54,893 2,483 4,166 

• Employees person 2 713 135 145 

• Operational expenses Million baht 0.043 956 37.47 85.85 

• Assets Million baht 0.002 2,127.54 172.05 299.71 
3. Room rate less than 300 baht per night 

• Total revenues Million baht 0.010 19.32 0.98 1.43 

• Total rooms room 4 316 29 26 

• Room rate baht/night 60 299 206 56 

• Employees person 1 101 7 8 

• Operational expenses Million baht 0.040 8.75 0.37 0.64 

• Assets Million baht 0.001 219.24 9.74 17.40 
4. Room rate between 300–900 baht per night  

and total revenue less than 1 million baht per year 
• Total revenues Million baht 0.035 0.99 0.52 0.25 

• Total rooms room 2 72 18 11 

• Room rate baht/night 300 889 415 131 



 

Variables Units Min Max Mean SD 
• Employees person 1 16 5 3 

• Operational expenses Million baht 0.0067 1.01 0.22 0.16 

• Assets Million baht 0.0020 68.15 8.42 9.68 
5. Room rate between 300–900 baht per night  

and total revenue more than 1 million baht per year 
• Total revenues Million baht 1.00 148.43 8.55 14.59 

• Total rooms room 3 456 73 57 

• Room rate baht/night 300 900 493 158 

• Employees person 2 431 34 45 

• Operational expenses Million baht 0.047 56.32 3.91 7.14 

• Assets Million baht 0.001 915.38 31.99 69.38 

Source  the National Statistical Office 2009. 

 

 

 

The stochastic frontier analysis-group and stochastic frontier analysis-pool 
estimates were obtained using FRONTIER 4.1 (Coelli, 1996) in order to formu-
late the technical efficiency (TE) effects model (Battese and Coelli, 1995). The 
stochastic frontier analysis /meta-frontier estimates were obtained using SHA-
ZAM. 

 

A likelihood-ratio (LR) test, for the group’s stochastic frontier model is the 
same for all the operational efficiency of the hotel industry in Thailand. For test-
ing of the null hypothesis, we can decide that it would be a good reason or not 
for estimating the efficiency level of firms to a meta-frontier operational function. 

Following Battese, Rao and O’Donnell (2004), we test the null hypothesis 
by calculating LR statistic. The LR statistic is defined by: 

( ) ( )[ ]{ } ( )[ ] ( )[ ]{ }1010 lnln2/ln2 HLHLHLHL −=−=λ    (15) 

where ln [L(H0)] is the value of the log likelihood function for the stochastic fron-
tier estimated by pooling the data for all groups. 

ln [L(H1)] is the sum of the value of the log likelihood function for the 5 
groups operational function. 



 

 
 

The operational efficiency is computed using three approaches. First, a 
standard operation stochastic frontier (like production) was employed using 
pooled cross-section data. Second, group stochastic frontier functions were es-
timated. Finally, meta-frontier analysis was used given differences in operation 
environments and technologies between the five groups of hotels studied. The 
gamma parameters are significant for the five groups, suggesting the presence 
of operational inefficiency, and the LR test = 134.34, with a p-value of 0.00 (us-
ing a Chi-square distribution with 52 degrees of freedom). Therefore, the null 
hypothesis that different groups have the same stochastic frontier models can be 
rejected. All inputs are associated with total revenues and the high ratio of for-
eigner guests improves in operation efficiency (Table 2).  

The estimates of the parameters of the inefficiency effects model are pre-
sented in Table 2. Estimates of the coefficients of the variables explaining differ-
ences in group efficiency provide interesting results. First, the coefficient of the 
variable denoting the ratio of foreign guest is significant at the 1 and 5 per cent 
level and has both negative and positive coefficients for all groups of hotels. This 
result indicates that a higher number of foreign guests is ssociated with greater 
operational efficiency in large hotels (group 1 and 2). It was initially surprising to 
find that the number of years of operation has a positive association with opera-
tional inefficiency in small hotels (group 3 and 4). On the other hand, the longer-
operated hotels tend to be more efficient in only large hotels (group 1). Finally, 
the ratio of workers per room has positive association with operational ineffi-
ciency. This result suggests that the higher the number of workers, the lower the 
level of efficiency in only large hotels (group 1). 

Estimated operational efficiencies with respect to the group frontiers and the 
meta-frontier, together with estimated MTRs, are presented in Table 3. Hotels dif-
fer in operational efficiency, MTRs, and the use they make of inputs. The value of 
MTRs ranges from 0.56 to 0.86, which explains that on average, hotels in Thailand 
operate between 56–86 percent of the potential total revenue given the technology 
available to the industry as a whole. As expected, estimated operational efficien-
cies are lower and dispersed in the meta-frontier model. The average MTR were 
found to be significantly different for five groups1. However, the meta-frontier 
analysis provides a more consistent and homogenous efficiency comparison. 
Mean MTRs vary considerably between hotels and across groups whereas mean 
operational efficiency with respect to the pooled frontier are reasonably similar 
across groups but differ in the operational efficiency with respect to group frontiers. 
Hotels with the lowest total revenue and room rate per night have the lowest 
(Group 4) MTR (0.56) due to a lack of operating technology, few foreigners, and 
their small size that precludes labour-saving technologies. 

                                                           
1 We test the sampling distribution of the difference means by using a t test. The value of 

the test statistic is 3.56, which falls in the rejection region, thus, we reject H0. 



 

Table 2 

Estimates for parameters of the stochastic frontier model. 

Variables Group 1 Group 2 Group 3 Group 4 Group 5 Pooled 
frontier 

Meta-
frontier 

Frontier 
model 

       

Constant 5.196*** 
(0.980) 

4.956*** 
(0.480) 

5.327*** 
(0.382) 

8.588*** 
(0.683) 

6.679*** 
(0.993) 

4.994*** 
(0.118) 5.421 

Total 
rooms 
(rooms) 

0.220 
(0.217) 

0.192 
(0.732) 

0.272*** 
(0.045) 

0.076 
(0.052) 

0.034 
(0.213) 

0.149*** 
(0.027) 0.074 

Room rate 
(baht per 
night) 

0.169* 
(0.128) 

0.193*** 
(0.072) 

0.117** 
(0.066) 

-0.140* 
(0.089) 

0.170 
(0.366) 

0.163*** 
(0.033) 0.124 

Employees 
(persons) 

0.218 
(0.227) 

0.285*** 
(0.072) 

0.308*** 
(0.043) 

0.410*** 
(0.059) 

0.406* 
(0.294) 

0.403*** 
(0.014) 

0.429 

Operational 
expenses 
(baht) 

0.561*** 
(0.103) 

0.530*** 
(0.029) 

0.504*** 
(0.025) 

0.362*** 
(0.033) 

0.424* 
(0.218) 

0.517*** 
(0.045) 0.548 

Assets 
(baht) 

0.003 
(0.023) 

0.015** 
(0.009) 

0.004 
(0.008) 

0.022* 
(0.017) 

0.015 
(0.028) 

0.008* 
(0.006) 0.017 

Inefficiency 
effect 
model 

      - 

Constant 0.968 
(0.766) 

0.577*** 
(0.149) 

-9.992*** 
(3.558) 

-11.035*** 
(7.281) 

0.090** 
(0.039) 

0.101*** 
(0.036) 

- 

Ratio of 
workers 
per room 
(%) 

1.115* 
(0.701) 

-0.121 
(0.116) 

-1.864 
(1.198) 

-1.254 
(1.744) 

0.016 
(0.113) 

0.034 
(0.032) - 

Period of 
operation 
(day) 

-0.127* 
(0.097) 

0.004 
(0.004) 

0.076*** 
(0.030) 

0.102* 
(0.069) 

0.002 
(0.006) 

0.0008 
(0.0015) 

- 

Ratio of 
foreign 
guest (%) 

-0.033* 
(0.022) 

-
0.083*** 
(0.001) 

0.014** 
(0.008) 

0.045** 
(0.026) 

0.002** 
(0.001) 

-0.0018*** 
(0.0004) - 

Variance 
parameter       - 

Sigma-
squared 

0.895* 
(0.593) 

0.190** 
(0.017) 

2.080*** 
(0.612) 

2.459* 
(1.545) 

0.200*** 
(0.021) 

0.243*** 
(0.008) - 

Gamma 0.802*** 
(0.179) 

0.302*** 
(0.083) 

0.902*** 
(0.029) 

0.957*** 
(0.030) 

0.00004*** 
(0.00001) 

0.000007*** 
(0.000003) 

- 

Log-L -34.47 -116.19 -494.34 -131.60 -363.38 -1274.32 - 

Note : *** denote significance at the 1% level. ** denote significance at the 5% level. * de-
note significance at the 10% level.  
: The numbers in parentheses are standard errors. 

Source: Author’s calculation. 



 

 
Table 3  

Estimates of Technical efficiency (TEs) and Technology Gap Ratios (MTRs) 

Groups Min Max Mean SD 
Total 

• Pool frontier 0.6464 0.9999 0.9074 0.0473 
• Group frontier 0.1742 0.9999 0.8376 0.0995 
• Technology gap ratio (MTR) 0.3526 1.0000 0.6417 0.1066 
• Meta-frontier 0.1109 0.9966 0.5354 0.1016 

1. Foreign investment (group 1) 
• Pool frontier 0.8295 0.9999 0.9722 0.0463 
• Group frontier 0.2372 0.9300 0.7822 0.1408 
• Technology gap ratio (MTR) 0.6353 1.0000 0.8371 0.0969 
• Meta-frontier 0.1660 0.9109 0.6543 0.1379 

2. Room rate more than 900 baht per night (group 2) 
• Pool frontier 0.6464 0.9999 0.9381 0.0585 
• Group frontier 0.4116 0.9719 0.7634 0.1304 
• Technology gap ratio (MTR) 0.5041 1.0000 0.7149 0.0908 
• Meta-frontier 0.3554 0.8537 0.5415 0.0966 

3. Room rate less than 300 baht per night (group 3) 
• Pool frontier 0.8312 0.9999 0.8952 0.0392 
• Group frontier 0.1742 0.9406 0.8208 0.0743 
• Technology gap ratio (MTR) 0.4365 0.8621 0.6543 0.0605 
• Meta-frontier 0.1109 0.7496 0.5367 0.0671 
4. Room rate between 300–900 baht per night and total revenue less than 1 million baht 

per year (group 4) 
• Pool frontier 0.8490 0.9999 0.9027 0.0370 
• Group frontier 0.2109 0.9315 0.7988 0.1106 
• Technology gap ratio (MTR) 0.3721 0.9600 0.5620 0.0979 
• Meta-frontier 0.1260 0.7977 0.4475 0.0948 
5. Room rate between 300–900 baht per night and total revenue more than 1 million baht 

per year (group 5) 
• Pool frontier 0.7945 0.9999 0.9062 0.0457 
• Group frontier 0.7622 0.9999 0.9061 0.0489 
• Technology gap ratio (MTR) 0.3526 1.0000 0.6173 0.1169 
• Meta-frontier 0.3126 0.9966 0.5592 0.1107 

Source: Author’s calculation. 

 

 

In terms of the relationship between efficiency and hotel classification, the 
efficiency of foreign investment hotels is higher than domestic investment hotels 
(0.83) and they can earn revenue from the other sources of income, such as en-
tertainment activities, food and beverage. Meanwhile, the MTRs of groups 1, 2, 



 

3 and 5 are lower than group 4, and group 4 has the lowest MTRs. Group 4 has 
the lowest average MTR ratio hence its average efficiency is reduced from 37.21 
percent when compared relative to the frontier within group to 10.66 percent 
when compared to the meta-frontier. 

 

 

This paper has provided some interesting results on the operational effi-
ciency of the hotel industry in Thailand. The meta-frontier analysis is used to de-
velop the traditional frontier analysis because this model enables the calculation 
of comparable operational efficiency for firms operating under different technolo-
gies or locations. 

The meat-frontier analysis divides the operational efficiency into two parts: 
1) operational efficiency respect to the sub-group; and 2) operational efficiency 
respect to the meta-frontier by considering the technology gap ratio. Paper 
shows how group frontier and the meta-frontier can be estimated using a Cobb-
Douglas functional form. An empirical example used cross-sectional data of sta-
tistics for input and output variables in the operating efficiency of 1,799 hotels. 
We divide the hotel into five groups. 

The finding of the study is that, hotels in the five groups differ in the use 
they make of input operational efficiency and technology gap ratio (MTRs). 
Mean MTRs vary substantially between hotels and across groups whereas 
mean operational efficiency are reasonably similar across groups but differ in the 
extent of variation among hotels within each group. The mean value of opera-
tional efficiency for the pooled frontier, group frontier and meta-frontier models 
across all groups are 0. 90, 0.83 and 0.53 respectively. Group frontiers show 
that the mean value of MTR varies from 0.56 in hotels with room rate between 
300–900 baht per night and total revenue less than 1 million baht per year to 
0.83 in hotels with foreign investment. The low MTR is attributable to a lack of 
operation management. 

The results suggest that transferring knowledge and knowledge manage-
ment about operation management from higher operational efficiency of hotels 
to lower operational efficiency of hotels needs to be organized. For example, 
quality standards from foreign investment would be to improve operational effi-
ciency in small-sized hotels. Furthermore, specific policy initiatives designed to 
assist hotels groups could be implemented through the difference in technolo-
gies. For example, foreign investment hotels should focus on allocate labour ef-
ficiency that should be replaced by modern technologies whereas domestic in-
vestment hotels or hotels which earn revenue from only one source of income 
(room rate) could intend to achieve efficiency in asset management. The policies 
towards small hotels might need to be different from large hotels that enable the 
government to establish appropriate policies for several types of Thailand hotels. 
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Abstract  
 

 The aim of this article is to estimate managerial efficiency changes of 43 hotels in Chiang 

Mai, Thailand during 2002 and 2006. The study applied Data Envelopment Analysis (DEA) 

proposed by Banker et al. (1984) to examine managerial efficiency. Malmquist Productivity 

Approach developed by Färe et al. (1992) was employed to evaluate the change of managerial 

efficiency. 

 The results show that small hotels achieved higher managerial efficiency than large 

hotels and approximately a half of hotel achieved maintaining managerial efficiency but lack on 

improving managerial technology, so result in decreased of total factor productivity. Moreover, 

improving managerial efficiency is one of the factors that increase their competitiveness in short 

term while improving managerial technology is the factor that important for maintaining 

competitiveness in the long term.    

Keywords: Managerial Efficiency Change, Data Envelopment Analysis, Malmquist Productivity 

Approach 
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 . .  2545  2549 

:  

   . . 2545  . . 2549 

 43 76.60 76.78 

  t-statistic = 1.798 
(d.f. = 41; Sig. = 0.080) 

t-statistic = 1.588 
(d.f. = 41; Sig. = 0.120) 

  -  10 84.32 83.49 
  -  33 74.27 74.75 

  F-statistic = 10.803 
(d.f. = 2,40; Sig. = 0.000) 

F-statistic = 11.988  
(d.f. = 2,40; Sig. = 0.000) 

   -  60  15 82.23 80.70 
   - 60 - 150  14 82.94 85.76 
   -  150  14 63.25 63.59 

 (  . . 2549)  F-statistic = 15.820 
(d.f. = 2,40; Sig. = 0.000) 

F-statistic = 16.993 
(d.f. = 2,40; Sig. = 0.000) 

   -  5  16 89.91 89.91 
   -  5 - 10  9 72.38 73.36 
   - 10  18 66.89 66.82 

 (  . . 2549)  t-statistic = 2.893 
(d.f. = 41; Sig. = 0.006) 

t-statistic = 3.023 
(d.f. = 41; Sig. = 0.004) 

   -  1,000 /  28 81.34 81.57 
   -  1,000 /  15 67.77 67.83 

:  

 

4.3  
 Malmquist Productivity Approach  (  4)   . . 

2545 - 2549  23   21 

 ( )  5  

    . . 2549 

 

 . . 2545  

  

  

  



 19 

   90% 

(  4)     . . 2549  

   

 

  

   

 

 

 

  (Research and Development: 

R&D)  (Innovation)   

   

   5   

  

. . 2549 (  . . 2549  DEA) 

 (  . . 2545 – 2549 

 Malmquist Productivity Approach)  4  (

 Hwang and Chang (2003)  Barros (2005a))  

.               

 . . 2549   

 . . 2545      11        

  

 



 20 

 4 

 

 

 

  

(Managerial efficiency) 

 

(Managerial technology) 

 

(Total factor productivity) 

 1.0049 0.9755 0.9871 

 t-statistic = -0.631  
(d.f. = 41; Sig. = 0.531) 

t-statistic = -2.157  
(d.f. = 41; Sig. = 0.037) 

t-statistic = -0.480  
(d.f. = 9.607; Sig. = 0.642) 

  -  0.9944 0.9566 0.9745 
  -  1.0080 0.9812 0.9909 

 F-statistic = 1.818  
(d.f. = 2,40; Sig. = 0.176) 

F-statistic = 3.089  
(d.f. = 2,40; Sig. = 0.057) 

F-statistic = 2.555  
(d.f. = 2,40; Sig. = 0.090) 

   -  60  0.9834 0.9632 0.9608 
   - 60 - 150  1.0242 0.9724 1.0046 
   -  150  1.0085 0.9917 0.9976 

 (  . . 2549) F-statistic = 0.217  
(d.f. = 2,40; Sig. = 0.806) 

F-statistic = 4.419  
(d.f. = 2,40; Sig. = 0.018) 

F-statistic = 0.421  
(d.f. = 2,40; Sig. = 0.659) 

   -  5  1.0022 0.9608 0.9764 
   -  5 - 10  1.0167 0.9700 0.9917 
   - 10  1.0013 0.9913 0.9943 

 (  . . 2549) t-statistic = 0.111  
(d.f. = 41; Sig. = 0.912) 

t-statistic = -2.135  
(d.f. = 33.596; Sig. = 0.040) 

t-statistic = -1.437  
(d.f. = 37.712; Sig. = 0.159) 

   -  1,000 /  1.0056 0.9696 0.9797 
   -  1,000 /  1.0035 0.9864 1.0008 

:  1  ,  1   

 

:  

 

.      

 . . 2549  

 . . 2545  9   

  

  

 



 21 

.            

 . . 2549  

 . . 2545  12   

  

 

.        

 . . 2549  

  . . 2545   11   

   

  

  
 

5.   

 43   . . 2545  2549  DEA 

  Malmquist Productivity Approach 

 

   

 76.60  . . 2545  76.78 

 . . 2549 

  5    

 

 

 

 

  



 22 

  (2547)   

(2548)  

  

 

 

  

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 23 

 

 

Anderson, R.I., Fish, M., Xia, Y., and Michello, F. (1999) Measuring efficiency in the hotel 

industry: A stochastic frontier approach, International Journal of Hospitality 
Management, 18(1), pp. 45-57. 

Anderson, R.I., Fok, R. and Scott, J. (2000) Hotel industry efficiency: An advanced linear 

programming examination, American Business Review, 18(1), pp. 40-48. 

Baker, M. and Riley, M. (1994) New perspectives on productivity in hotels: Some advances and 

new directions, International Journal of Hospitality Management, 13(4), pp. 297-311.  

Banker, R.D., Charnes, A. and Cooper, W.W. (1984) Some models for estimating technical and 

scale inefficiencies in data envelopment analysis, Management Science, 30(9), pp. 1078-

1092. 

Barros, C.P. (2004) A stochastic cost frontier in the Portuguese hotel industry, Tourism 
Economics, 10(2), pp. 177-192. 

Barros, C.P. and Alves, P. (2004) Productivity in tourism industry, International Advances in 
Economic Research, 10(3), pp. 215-225. 

Barros, C.P. and Athanassiou, M. (2004) Efficiency in European Seaports with DEA: Evidence 

from Greece and Portugal, Maritime Economics & Logistics, 6(2) pp. 122-140.  

Barros, C.P. and Mascarenhas, M.J. (2004) Technical and allocative efficiency in a chain of small 

hotels, International Journal of Hospitality Management, 24(3), pp. 415-436.  

Barros, C.P. (2005a) Evaluating the efficiency of a small hotel chain with a Malmquist 

productivity index, International Journal of tourism research, 7(3), pp. 173-184.   

Barros, C.P. (2005b) Measuring efficiency in the hotel sector, Annals of Tourism Research, 32(2), 

pp. 456-477.   



 24 

Barros, C.P. (2006) Analysing the rate of technical change in the Portuguese hotel industry, 

Tourism Economics, 12(3). pp. 325-346. 

Barros, C.P. and Santos, C.A. (2006) The measurement of efficiency in Portuguese hotels with 

DEA, Journal of Hospitality and Tourism Research, 30(3), pp. 378-400. 

Barros, C.P. and Dieke, P.U.C. (2008) Technical efficiency of African hotels, International 
Journal of Hospitality Management, 27(3), pp. 438-447.  

Barros, C.P., Peypoch, N. and Solonandrasana, B. (2009) Efficiency and productivity growth in 

hotel industry, International Journal of Tourism Research, in Press, Corrected Proof. 

Brotherton, B. and Mooney, S. (1992) Yield management progress and prospects, International 
Journal of Hospitality Management, 11(1), pp. 23-32. 

Brown, J.R. and Ragsdale, C.T. (2002) The competitive market efficiency of hotel brands: An 

application of data envelopment analysis, Journal of Hospitality and Tourism Research, 

26(4), pp. 260-332. 

Caves, D.W., Christensen, L.R. and Diewert, W.E. (1982) The economic theory of index numbers 

and the measurement of input, output and productivity, Econometrica, 50(6), pp. 1393-

1414. 

Charnes, A., Cooper, W.W. and Rhodes, E. (1978) Measuring the efficiency of decision making 

units, European Journal of Operational Research, 2(6), pp. 429-444.  

Chen, C. (2007) Applying the stochastic frontier approach to measure hotel managerial efficiency 

in Taiwan, Tourism Management, 28(3), pp. 696-702. 

Chiang, W., Tsai, M. and Wang L.S. (2004) A DEA evaluation of Taipei hotels, Annals of 
Tourism Research, 31(3), pp. 712-715. 

Donaghy, K., McMahon, U. and McDowell D. (1995) Yield management: An overview, 

International Journal of Hospitality Management, 14(2), pp. 1339-1350. 



 25 

Färe R., Grosskopf S., Yaisawarng S., Li S. and Wang, Z. (1990) Productivity growth in Illinois 

Electric Utilities, Resources and Energy, 12(4), pp. 383-398. 

Färe R., Grosskopf S., Lindgren, B. and Roos, P. (1992) Productivity change in Swedish 

pharmacies 1980-1989: A non-parametric Malmquist approach, Journal of Productivity 
Analysis, 3(1), pp. 85-101. 

Farrell, M.J. (1957) The measurement of productive efficiency, Journal of the Royal Statistical 
Society, Series A (General), 120(3), pp. 253-290. 

Hjalmarsson, L., Veiderpass A. and Mork, K.A. (1992) Productivity in Swedish electricity retail 

distribution, Scandinavian Journal of Economics, 94, pp. 193-209. 

Hwang S.N. and Chang T.Y. (2003) Using data envelopment analysis to measure hotel 

managerial efficiency change in Taiwan, Tourism Management, 24(3), pp. 357-369. 

Johns, N., Howcroft, B. and Drake, L. (1997) The use of data envelopment analysis to monitor 

hotel productivity, Progress in Tourism and Hospitality Research, 3(2), pp. 199-127. 

Malmquist, S. (1953) Index numbers and indifference surfaces, Trabajos de Estadistica, 4, pp. 

209-242. 

Min, H., Min, H. and Joo S. (2008) A data envelopment analysis-based balanced scorecard for 

measuring the comparative efficiency of Korean luxury hotels, International Journal of 
Quality & Reliability Management, 25(4), pp. 349-365. 

Morey, R. and Dittman, D. (1995) Evaluating a Hotel GM’s performance: A case study in 

benchmarking, Cornell Hotel Restaurant and Administration Quarterly, 36(5), pp. 30-35. 

Önüt, S. and Soner S. (2006) Energy efficiency assessment for the Antalya Region hotels in 

Turkey, Energy and Buildings, 38(8), pp. 946-971. 

Price, C.W. and Weyman-Jones, T. (1996) Malmquist indices of productivity change in the UK 

gas industry before and after privatization, Applied Economics, 28(1), pp. 29-39. 



 26 

Shang, J., Hung, W., Lo, C. And Wang, F. (2008) Ecommerce and hotel performance: Three-

stage DEA analysis, The Service Industries Journal, 28(4), pp. 529-540. 

Tsaur, S. (2001) The operating efficiency of international tourist hotels in Taiwan, Asia Pacific 
Journal of Tourism Research, 6(1), pp. 73-81. 

Yu, M. and Lee B.C.Y. (2009) Efficiency and effectiveness of service business: Evidence from 

international tourist hotels in Taiwan, Tourism Management, in Press, Corrected Proof.  

Book: 

Cooper, W.W., Seiford L.M. and Zhu, J. (2004) Handbook on Data Envelopment Analysis, 

(Springer: Kluwer Academic Publishers, Boston). 

 ,     (2548) 

 (  ) 

  (2548)  DEAP 2.1 

 Data Envelopment Analysis (  ) 

Thesis/Dissertation: 

  (2548)   

, . , 

. 

Published proceedings/seminar: 

  (2547) 

,  (
, , ) 





























































                                             Thammasat Economic Journal 

 28  3    2553                                                            Vol.28, No.3, September  2010 

 

1 

(Destination Image and International Tourist Behaviors under 

Thailand’s Political Crisis) 
 

 2  3 
 

Abstract 

The objective of this article is to study and test the causal relationships between the 

destination image and international tourist behaviors as well as destination loyalty of Thai 

tourism during the Thai political crises  between October 2008 to May 2009. A Structural 

Equation Model (SEM) was used to analyze the data. The model consists of 19 observable 

variables, one external latent variable, destination image, and four internal latent variables,  

attribute satisfaction, perceived value, total satisfaction and destination loyalty. The results of 

the study show that the constructed model is strong enough to be used to test the behaviors of 

international tourists under different circumstances. This is so because the differences in 

circumstances do not lead to changes in behavior at the overall structure level, but rather to 
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changes within the behavioral structure of international tourists only. It was found that whatever 

crisis that has occurred in Thailand, the social atmosphere of “Thainess” remains the most 

important destination image of Thai tourism. However prices have been found to be increasingly 

important after the occurrence of the political crises. Changes  in destination image due to political 

crises do have influence on international tourists’ satisfaction on individual tourism activities, 

though the  impact on the overall satisfaction and destination loyalty has been found to fairly 

small. The impact of the political crises on destination image of Thai tourism is more of short 

term nature. Therefore, in the short run there is no necessity to urgently improve destination 

image, but rather to create confidence and restore the social atmosphere of Thainess. 

Keywords: destination image of Thai tourism, Thailand’s political crisis, structural equation 

model 
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:    

 

1.  

 

(Unexpected extreme events)   (Natural disasters) 

 (Terrorism)  (Political violence)  (Outbreak) 

 (Faulkner, 2001, pp.135-138; Ritchie, 2004, p.669; Araña and León, 2008, p.299) 

 (Disasters)  (Crisis) 

 (Faulkner, 2001, pp.135-138; Ritchie, 2004, pp.669-670) 

 (Wang, 2009, pp.75-76)  

 (Huang and Min, 2002, 

pp.145-154; Goodrick, 2002, pp.573-550; Lim and McAleer, 2005, pp.414-421; Chu, 2008, 

pp.79-88; Wang, 2009, pp.75-82) 

  

 

   

 (Univariate)  

(Multivariate)    9-11  (Goodrich, 2002, 

pp.573-580)    (Huang and Min, 2002, 



58 

pp.145-154) 

 (Akarapong, Pairach and Mingsarn, 2006, pp.124-132)   

/  

 

  

   (Lepp and Gibson, 2003, p.606) 

  (Safety and security) 

 (Lepp and Gibson, 2003, p.606) 

 4    

(Terrorism)  (War and political instability) 

 (Health concerns)  (Crime) (Lepp and Gibson, 

2003, p.607)   

 11  2001 (9/11) 

 6.8  (World Tourism Organization, 2002) 

 . . 2532 ( ) 

 11,500  (Gatner and Shen, 1992, pp.47-

52) 

 1.20   4  ( -  . . 2546) 

 34.72  35,000  

(Akarapong, 2003, p.13) 

 (Akarapong, Pairach and 

Mingsarn, 2006, pp.124-132) 

 . . 

2551-  . . 2552   4  . . 2552 

 31      

 23-40 (Barnes, 2010, p.3) 
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 (Gartner, 1994, pp.191-216; 

Baloglu and McCleary, 1999, pp.868-897)   

 (Decision making) (Gartner, 1989, 

pp.16-20; Chon, 1992, pp.2-8; Crompton and Ankomah, 1993, pp.461-476; Baloglu and 

McCleary, 1999, pp.868-897) 

 (Post-decision making) (Fakeye and Crompton, 1991, pp.10-16; Mansfeld, 

1992, pp.399-419; Bigné, Sánchez and Sánchez, 2001, pp.607-616) 

 (Oppermann, 

2000, pp.78-84; Chen and Tsai, 2007, pp.1115-1122; Chi and Qu, 2008, pp.624-636; Ozturk 

and Qu, 2008, pp.275-297; Chen and Chen, 2010, pp.29-35)  
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2.   

2.1    (Risk and perceived risk) 

 (Lepp and Gibson, 2003, pp.606-624; 

Beirman, 2003, pp.43-68) 

 

 (Mitchell and Vasso, 1997, pp.47-97; Irvine and 

Anderson, 2006, pp.169-186) 

 (Roehl and Fesenmaier, 1992, 

pp.17-26)   

 

 (Rittichainuwat and Chakraborty, 2009, pp.410-418)  

    

 (Glaesser, 2003, p.1; Laws and Prideaux, 2005, 

p.4)   

  

 (Mansfeld, 2006, p.271; Reichel, Fuchs and Uriely, 

2007, p.217)  (Natural disasters)  

(Political instability)  (War)       (Epidemics)  (Terrorism) 

 

  

(Wilks and Page, 2006, pp.3-18) 

 ( )  

(Word-of-mouth)     
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 (Tasci and Gartne, 2007, 

pp.413-425)  

 (Cavlek, 2002, pp.478-496) 

 

(Fuchs and Reichel, 2006, pp.83-108)  

    

 

 

 (Gitelson and Crompton, 1984, pp.199-217; Sönmez and 

Graefe, 1998a, pp.171-177)   

 

 (Sönmez and Graefe, 1998b, pp.112-144) 

  (Pinhey and Inverson, 1994, 

pp.87-94)   

 

 

 (During-visit)  (Post-visit behavior) (Chen and Tsai, 2007, 

pp.1115-1122) 

2.2  (Destination image) 

 

 35   . . 2544-

2550  120  (Pike, 2007, p.107) 

 . . 2516-2543  142  (Pike, 2002, p.541) 

  

 (Echtner and 
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Ritchie, 2003, p.38; Martín and Bosque, 2008, p.264) 

   (Knowledge)  (Beliefs)  (Feeling) 

 (Overall perception)  (Crompton, 1979, 

pp.18-23; Fakeye and Crompton, 1991, pp.10-16) 

 

  

 1  

 (Factor analysis)  (Pike, 2002, pp.541-549; 

Pike, 2007, pp.107-125) 

 (Chon, 1990, pp.2-

9; Chi and Qu, 2008, pp.624-636)  (Chen and Tsai, 2007, pp.1115-1122; 

Ozturk and Qu, 2008, pp.275-297)  (Yoon and Uysal, 2005, 

pp.45-56; Chen and Tsai, 2007, pp.1115-1122; Chi and Qu, 2008, pp.624-636) 

 (Attribute) 

/   

      

  (Echtner and Ritchie, 2003, pp.46-47) 

 (Holistic impression) (Echtner and Ritchie, 2003, pp.46-47; Martín and Bosque, 2008, 

pp.264-267) 

  

 (Bigné, Sánchez and Sánchez, 2001, pp.607-616; Chen and Tsai, 

2007, pp.1115-1122)  

 (Gartner, 1994, pp.191-216) 

     

     

  (Gartner, 1994, pp.191-216; Prebensen, 2007, pp.747-
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756)   

   

  

2.3  (Perceived value) 

  

 (Zeithaml, 1988, p.10) 

 

 

   

 (Ozturk and Qu, 2008, pp.275-297) 

 (Perceived service quality) 

 (Monetary price)  (Non-monetary costs) (Bojanic, 

1996, pp.5-22; Murphy and Pritchard, 1997, pp.16-22; Petrick, Backman and Bixler, 1999, 

pp.40-59; Petrick and Backman, 2002b, pp.38-45)   

 (Zeithaml, 1988, pp.9-11) 

 

    

  

 (Ozturk and Qu, 2008, pp.275-297) 

 

 (Unidimensional measure) (Chen and Chen, 2010, pp.29-35) 

 (Multidimensional Scale)   SERV-PERVAL  Petrick 

and Backman (2002b)  (Petrick and Backman, 2002b, pp.38-45; Chen and Chen, 2010, 

pp.29-35)   

 (Duman and Mattila, 2005, pp.311-

323) 

 (Cronin, Brady and Hult, 2000, pp.193-218; Oh, 2000, pp.58-66; 
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Petrick and Backman, 2002a, pp.223-237) 

  (Brady and Cronin, 

2001, pp.34-49; Petrick, 2004, pp.397-407; Chen and Tsai, 2007, pp.1115-1122; Chen and 

Chen, 2010, pp.29-35)  

2.4  (Destination satisfaction) 

  (Kozak and Rimmington, 2000, 

pp.260-269; Petrick and Backman, 2002a, pp.223-237; Yoon and Uysal, 2005, pp.45-56) 

 (Yoon and Uysal, 2005, pp.45-56; Chen and Tsai, 2007, pp.1115-1122; Chi and Qu, 

2008, pp.624-636) 

 

 

(Ekinci, Riley and Chen, 2001, pp.197-202; Yoon and Uysal, 2005, p.47) 

 (Oliver and Swan, 1989, 

p.24)    

   

 

 (Yoon and Uysal, 2005 pp.47-48; Chi and Qu, 2008, p.625; Chen and Chen, 2010, p.30)  

 

  

   

 (Chi and 

Qu, 2008, p.626)    

 (Oliver, 1993, pp.418-430; Chi and Qu, 2008, p.626) 

 (Bolton and Drew, 1991, pp.375-384; Oliver, 1993, pp.418-430; Chi 
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and Qu, 2008, p.626)  

 

  (Kozak and Rimmington, 

2000, pp.260-269; Petrick and Backman, 2002a, pp.223-237; Yoon and Uysal, 2005, pp.45-56; 

Chen and Tsai, 2007, pp.1115-1122; Chi and Qu, 2008, pp.624-636; Chen and Chen, 2010, pp.29-

35) 

2.5  (Destination loyalty) 

/  (Chen and Tsai, 

2007, p.1115)  

 (Yoon and Uysal, 2005, p.48; Chen and Tsai, 2007, p.1116; Chi and Qu, 2008, 

p.626; Chen and Chen, 2010, p.31) 

 (Word-of-mouth: WOM) 

 (Shoemaker and Lewis, 1999, pp.345-370) 

 60% 

 (Reichheld and Sasser, 1990, p.107)  5%  

 25-85% (Reichheld and Sasser, 1990, p.107) 

  

(Dimanche and Havitz, 1994, p.39; Yoon and Uysal, 2005, p.48; Chi and Qu, 2008, p.626) 

 4    (Cognitive 

loyalty)  (Affective loyalty)  (Conative loyalty)  (Action 

loyalty) 

 

 (Yang and Peteron, 2004, 

p.801; Chen and Chen, 2010, p.31) 

 (Oppermann, 2000, p.79) 

 (Backman 
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and Crompton, 1991, pp.205-220; Pritchard and Howard, 1997, pp.2-10; Yoon and Uyasal, 

2005, pp.45-56)  3   

   (Yoon and 

Uysal, 2005, p.48) 

    

 (Backman and Veldkamp, 1995, pp.29-14; 

Baker and Crompton, 2000, pp.785-804; Cronin, Brady and Hult, 2000, pp.193-218) 

 (

 ) 

 (Bojanic, 1996, pp.5-22; Baker and Crompton, 2000, pp.785-804; Cronin, Brady 

and Hult, 2000, pp.193-218; Tam, 2000, pp.31-43; Petrick, 2004, pp.397-407) 

/   

  (Bigné, Sánchez and 

Sánchez, 2001, pp.607-616; Chen and Tsai, 2007, pp.1115-1122; Chi and Qu, 2008, pp.624-

636; Ozturk and Qu, 2008, pp.275-297; Chen and Chen, 2010, pp.29-35)  

 

3.   

3.1    

 3  (Chen and Tsai, 2007, p.1115)    (Pre-visit) 

 (During-visit)  (Post-visit) 

 ( ) 

 (Aggregate term) 

 (Pre-visit decision-making) 

 (On-site experience)  (Experience evaluation) 

 (Post-visit’s behavioral) 
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(Chen and Tsai, 2007, pp.1116-1117) 

 

 

(Chen and Tsai, 2007, p.1117)  

 (Gartner, 1989, pp.16-20; Crompton and Ankomah, 1993, pp.461-476; 

Ozturk and Qu, 2008, pp.275-297)  

(Fakeye and Crompton, 1991, pp.10-16; Bigné, Sánchez and Sánchez, 2001, pp.607-616; Lee, 

Lee and Lee, 2005, pp.839-858) 

 4   

   

 /

 

 

 

  

   

 

    

 (Chen and Tsai, 2007, pp.1115-1122; Chi and Qu, 

2008, pp.624-636; Ozturk and Qu, 2008, pp.275-297; Chen and Chen, 2010, pp.29-35)  

  

 (Chen and Tsai, 2007, p.1120; Ozturk and Qu, 2008, p.291)  

(Chon, 1990, p.6; Chi and Qu, 2008, p.632)  (Yoon and Uysal, 

2005, p.53; Chen and Tsai, 2007, p.1120; Chi and Qu, 2008, p.632) 

  (Cronin, 

Brady and Hult, 2000, p.216; Oh, 2000, p.63; Petrick and Backman, 2002a, p.234; Chen and 

Tsai, 2007, p.1120; Ozturk and Qu, 2008, p.291; Chen and Chen, 2010, p.32) 
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 (Oliver, 1993, p.426; Chi and Qu, 2008, 

p.625) 

 (Kozak and Rimmington, 2000, p.266; Petrick and Backman, 2002a, p.234; 

Yoon and Uysal, 2005, p.53; Chen and Tsai, 2007, p.1120; Chi and Qu, 2008, p.625; Chen and 

Chen, 2010, p.32) 
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 7  

 1 H1:              

             

 2 H2:           

              

 3 H3:           

             

 4 H4:           

               

 5 H5:           

              

 6 H6:           

              

 7 H7:           

                                              

 

 

 6  (  1)   

  -  
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3.2  

 1  . . 2551  18  . . 2552 

  

  4,754    1  

 

 1 

 

 

   

 1 . . 2551-25 . . 2551 221 

  2-9 . . 2551 453 

 26 . . 2551-31 . . 2552 291 

-  1 . .- 7 . .  2552 2,663 

 8-22 . .  2552 833 

 23 . .-18 . . 2552 293 

 1 . . 2551-18 . . 2552 4,754 

 

 

 7  

 14  

 13  

 3  

 3   3  
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 1-5 ( - ) 

3.3  

 1  

 

  

19   6   13   

 5   1    

 4    

   (  2) 

 

 2 

 
 

   

   

  

(ATT_N) 

1.   

2.  

 

(ATT_MM) 

4.  

5.  

 

(COM_S) 

6.  

7.  

8. /  

 

(S_ATMO) 

 

9.  ( ) 

10.  

3.  ( ) 

  

(PUB_U) 

11.  

12.  

13.  

 

(DI) 

 (P_COM) 14.  
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 2  ( ) 

 

   

   

 

(ATT_NS) 

1.   

2.  

3.  

  

(ATT_MMS) 

4.  

5.  

6.  

 

(COM_SS) 

7.  

8.  

9. /  

 

(ATTRI_S) 

 

(FAC) 

11.  

12.  

13.  

14.  

 (VM) 1.  

 (UT) 2.   

(PV)  (WE) 3.  

 (OVS_1) 1.  

  (OVS_2) 2.  

 

(OVS) 

  

(OVS_3) 
3.  

 

(DL_2) 
2.   

/

 (DL_3) 
3. /   

 

(DL) 

 (WPC) 4.  
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4.   

   

 

  3  

 

 

 1  

( )  

   

  1 

  

 

   (

)  (-0.03)  

( )  (0.12) 

  

  

   

     1 

 

  

 ((-4.06)  1  (-3.42)  1 

) 
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 (

 1)   (  2)  

 3 

    

 

 

 Crisis1 Post- 
Crisis11 

Post- 
Crisis12 

Crisis2 Post- 
Crisis2 

. 
 -0.03 -4.06 -3.93 0.12 -3.42 

-
 3.11 -1.42 -1.34 0.85 0.78 

-
 -0.52 -5.10 -5.72 -2.33 -5.32 

-
 -1.84 -1.31 -1.11 0.94 -5.83 

-  0.69 -6.52 -6.05 -1.06 -4.64 
-  -2.94 -6.87 -5.94 2.68 -6.20 
-  0.85 -3.60 -3.79 0.03 0.28 
. 

 -0.98 -3.55 -3.60 0.33 -3.38 

-
 2.83 0.16 -0.10 2.72 0.37 

-
 0.70 -3.74 -4.22 -1.42 -4.98 

-
 0.54 -3.13 -2.83 0.44 -4.35 

-  -8.01 -7.47 -7.21 -0.42 -4.52 
. 

 -7.46 -1.79 -2.26 -0.61 -0.51 
-  -6.42 -1.04 -1.34 -0.55 2.29 
-  -8.61 -3.07 -3.56 -1.09 0.19 
-  -7.28 -1.23 -1.84 -0.19 -3.86 
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.  -9.49 -1.75 -2.26 -1.17 -1.83 
-  -7.34 -2.82 -3.21 -1.64 -0.79 
-  -12.38 -0.91 -1.39 -0.77 -2.16 
-

 -9.07 -1.41 -2.06 -1.05 -2.59 
. 

 -11.21 -5.89 -5.81 -2.64 -2.01 
-  -10.90 -10.48 -9.67 -3.96 -0.61 
- /

 -11.49 -4.57 -4.82 -2.91 -5.19 
-

 -11.24 -2.75 -3.05 -1.07 -0.08 
 

:    Crisis1 = , Post-Crisis11 = ,  
       Post-Crisis12 = - , Crisis2 =  
       Post-Crisis2 =  

 
:         

 

 1  

 (Structural Equation Model: SEM) 

 (Internal consistency)  

(Alpha coefficient)  Cronbash (  Cronbash’s alpha)  Cronbash’s 

alpha  0.70 (Nunnally and Bernstein, 1994, pp.264-265)  

  item-

to-total correlation   item-to-total correlation  0.30 

(Parasuraman, Zeithaml and Berry, 1988, p.23) 

 Alpha   Cronbash’s alpha  

4   Cronbash’s alpha  0.70  item-to-total correlation  

0.30    

    Alpha   
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 4 

 (Reliability)  

 

Pre-Crisis1 Crisis1 Post-Crisis11 Post-Crisis12 Crisis2 Post-Crisis2 
 

C.A. Corr. C.A. Corr. C.A. Corr. C.A. Corr. C.A. Corr. C.A. Corr. 

.  0.81 - 0.82 - 0.75 - 0.78 - 0.79 - 0.80 - 

-  0.781 0.57 0.801 0.56 0.721 0.43 0.751 0.51 0.771 0.45 0.801 0.40 

-  0.771 0.63 0.801 0.57 0.701 0.52 0.751 0.54 0.741 0.58 0.741 0.64 

-  0.791 0.51 0.791 0.66 0.711 0.47 0.751 0.51 0.751 0.54 0.751 0.61 

-  0.731 0.80 0.771 0.75 0.671 0.62 0.711 0.70 0.711 0.71 0.731 0.69 

-  0.811 0.46 0.811 0.56 0.701 0.51 0.751 0.85 0.781 0.45 0.801 0.39 

-  0.801 0.50 0.811 0.52 0.741 0.37 0.771 0.45 0.761 0.52 0.761 0.58 

.  0.76 - 0.84 - 0.79 - 0.72 - 0.76 - 0.80 - 

-  0.691 0.56 0.801 0.66 0.751 0.58 0.651 0.51 0.721 0.54 0.781 0.55 

-  0.661 0.62 0.771 0.71 0.721 0.64 0.621 0.57 0.651 0.66 0.711 0.69 

-  0.731 0.48 0.801 0.65 0.761 0.57 0.691 0.46 0.731 0.52 0.751 0.61 

-  0.701 0.55 0.801 0.66 0.731 0.62 0.671 0.49 0.721 0.53 0.751 0.60 

.  0.77 - 0.87 - 0.75 - 0.75 - 0.77 - 0.79 -- 

-  0.711 0.59 0.841 0.73 0.721 0.54 0.711 0.53 0.731 0.56 0.711 0.64 

-  0.681 0.62 0.761 0.82 0.571 0.66 0.631 0.60 0.661 0.62 0.661 0.69 

-  0.691 0.61 0.851 0.73 0.711 0.54 0.651 0.59 0.671 0.62 0.781 0.58 

.  0.79 - 0.90 - 0.81 - 0.84 - 0.84 - 0.79 - 

-  0.731 0.61 0.851 0.81 0.801 0.61 0.781 0.71 0.781 0.71 0.721 0.62 

-  0.791 0.57 0.901 0.76 0.751 0.68 0.821 0.68 0.841 0.67 0.761 0.58 

-  0.621 0.72 0.821 0.85 0.641 0.74 0.741 0.75 0.741 0.77 0.651 0.68 

.  0.83 - 0.91 - 0.76 - 0.75 - 0.81 - 0.83 - 

-  0.751 0.73 0.861 0.84 0.661 0.63 0.711 0.56 0.721 0.68 0.71 0.74 

- /  0.801 0.67 0.881 0.81 0.751 0.54 0.641 0.61 0.751 0.65 0.76 0.70 

-  0.751 0.72 0.881 0.82 0.601 0.66 0.651 0.59 0.741 0.65 0.82 0.63 

 : Pre-Crisis1 =  , Crisis1 = , Post-Crisis11 = , 
Post-Crisis12 =  - , Crisis2 =   Post-Crisis2 = 

  
   : C.A. = Cronbach’s alpha; Corr. = item-to-total correlation; 1 = Cronbach’s alpha if item deleted. 

:  
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 1 

 6  

 

 (Goodness of fit) 

 5 

   

 

 5 

 (Goodness of fit)  

 

 

 

 
Pre-Crisis1 

Crisis1 Post-

Crisis11 

Post-

Crisis12 

Crisis2 Post-

Crisis2 

1. 2 
2  

Sig. 

144.77 
(P. = 
0.11) 

124.23 
(P. = 
0.11) 

134.89 
(P. = 
0.11) 

94.52 
(P. = 
0.11) 

109.67 
(P. = 
0.13) 

116.11 
(P. = 
0.12) 

2. 2 / df   

2.00 
1.16 1.17 1.16 1.20 1.17 1.17 

3. RMSEA  0.05 0.027 0.020 0.024 0.009 0.014 0.024 

4. RMR  0 0.021 0.026 0.021 0.012 0.013 0.048 

5. GFI  1 0.94 0.97 0.95 0.99 0.99 0.96 

6. AGFI  0.90 0.90 0.95 0.92 0.99 0.97 0.92 
 

 :   Pre-Crisis1 =  , Crisis1 = , Post-Crisis11 =  
                      , Post-Crisis12 = -  
                      , Crisis2 =   Post-Crisis2 = - 
                       : 2= Chi-square; RMSEA = Root Mean Square Error of Approximation;  
                      RMR = Root Mean Square Residual: GFI = Goodness of    Fit Index; AGFI = Adjusted  
                      Goodness of Fit Index.  

:  
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   95 

 

  
Pre-Crisis1 

Crisis1 Post-
Crisis11 

Post-
Crisis12 

Crisis2 Post-
Crisis2 

1.          

2.          

3.          

4.   

 
      

5.          

6.          

7.          

 

:        

 

 7  

  

  

 2  (  )  

 

 0.57 

  0.42 
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 (0.64) 

 (Low seasons)  

 (  0.61  0.41) 

 (  0.50  0.64) 

   

    1-2  

  

 /  

 

 

  

 (  7)     

 0.80 

 0.49 

  

 (0.87  0.66)  
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 7 

 

 

 

 Pre-Crisis1 Crisis1 Post-
Crisis11 

Post-
Crisis12 

Crisis2 Post- 
Crisis2 

. 
 

      

-
 0.41 0.32 0.50 0.47 0.36 0.37 

-
 0.50 0.39 0.35 0.53 0.48 0.38 

-
 0.37 0.44 0.28 0.42 0.35 0.42 

-  0.57 0.61 0.53 0.52 0.55 0.42 
-  0.33 0.61 0.52 0.41 0.36 0.41 
-  0.43 0.50 0.25 0.49 0.58 0.64 

. 
       

-
 0.46 0.51 0.50 0.53 0.56 0.39 

-
 0.47 0.59 0.47 0.48 0.53 0.55 

-
 0.39 0.53 0.46 0.44 0.46 0.54 

-  0.43 0.80 0.54 0.45 0.48 0.49 
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 7  ( ) 

 

 Pre-Crisis1 Crisis1 Post-
Crisis11 

Post-
Crisis12 

Crisis2 Post- 
Crisis2 

. 

       

-  0.42 0.67 0.50 0.46 0.51 0.42 

-  0.49 0.85 0.55 0.55 0.53 0.49 

-  0.50 0.71 0.50 0.59 0.59 0.52 

.        

-  0.49 0.83 0.42 0.62 0.60 0.46 

-  0.49 0.87 0.67 0.63 0.66 0.46 

-
 0.51 0.85 0.51 0.64 0.63 0.57 

. 

       

-  0.62 0.96 0.56 0.59 0.60 0.68 

- /

 0.54 0.85 0.49 0.75 0.68 0.62 

-  0.48 0.92 0.52 0.79 0.56 0.60 
 

 :      Pre-Crisis1 = , Crisis1 = , Post-Crisis11 =  
          , Post-Crisis12 = -  
          , Crisis2 =   Post-Crisis2 =  
            

 
:   
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 8 

 

 

 Pre- 

Crisis1 

Crisis1 Post-

Crisis11 

Post-

Crisis12 

Crisis2 Post- 

Crisis2 

. 

 

      

-

 

0.25 0.33 0.31 0.42 0.33 0.57 

-

 

0.52 0.44 0.55 0.54 0.59 0.46 

-  0.16 0.05NS 0.13 0.17 0.02 NS 0.06 NS 

.  

 

      

-  0.36 0.12 0.29 0.04 NS 0.10 0.01 NS 

.        

-

 

0.54 0.47 0.49 0.41 0.39 0.25 

-  0.46 0.82 0.54 0.75 0.75 0.81 

.        

-  0.90 0.89 0.98 0.80 0.89 0.83 
 

 :     NS =    95%.  
           : Pre-Crisis1 = , Crisis1 = , Post-Crisis11 =  
           , Post-Crisis12 =   - ,  
            Crisis2 =   Post-Crisis2 =                                                                   

 
:  
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 9 

  

 
 

Pre-Crisis1 Crisis1 Post-Crisis11 Post-Crisis12 Crisis2 Post-Crisis2 
 

DE IE TE DE IE TE DE IE TE DE IE TE DE IE TE DE IE TE 
 
 

0.25 0.28 0.53 0.33 0.21 0.54 0.31 0.27 0.58 0.42 0.22 0.64 0.33 0.23 0.56 0.57 0.12 0.69 

 
  

0.52 - 0.52 0.44 - 0.44 0.55 - 0.55 0.54 - 0.54 0.59 - 0.59 0.46 - 0.46 

  0.16 0.42 0.58 0.05 0.42 0.47 0.13 0.47 0.60 0.17 0.43 0.60 0.02 0.50 0.52 0.06 0.38 0.44 

  
- 0.52 0.52 - 0.42 0.42 - 0.58 0.58 - 0.48 0.48 - 0.46 0.46 - 0.37 0.37 

:     DE = Direct effect, IE = Indirect effect, TE = Total effect. 
      : Pre-Crisis1 = , Crisis1 = , Post-Crisis11 =    
      , Post-Crisis12 = - , Crisis2 =  
        Post-Crisis2 =  

:  

 

 10 

 

 

 Pre-Crisis1 
Crisis1 Post-

Crisis11 

Post-

Crisis12 

Crisis2 Post- 

Crisis2 

 
0.50 0.46 0.50 0.53 0.41 0.53 

 
0.27 0.19 0.30 0.29 0.35 0.21 

 0.71 0.85 0.72 0.78 0.68 0.72 

 0.81 0.79 0.96 0.65 0.79 0.69 
 

 : Pre-Crisis1 = , Crisis1 = , Post-Crisis11 = 
, Post-Crisis12 = - , 

Crisis2 =   Post-Crisis2 =  
:  
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(An Analysis of Thailand’s Long-run Tourism Demand) 
 

 1  
 2 

 

Abstract 

This paper aims to estimate Thailand’s long-run tourism elasticity of demand by 

applying dynamic ordinary least squares (DOLS) and long-run static model of time varying 

parameter (TVP-LRM) is used to study the structural change of Thailand’s tourism demand 

which may have been induced by the change in the exchange rate policy in 1997. The study 

also analysis the difference demand elasticity between high and low tourist seasons, and the 

difference in demand that developed from annual and monthly data during the same period are 

compared. The results show that, there are a range of demand elasticity in each origin market. 

However, the Thailand’s tourism is a luxury goods for the major markets and own price 

elasticity is more than one, and lower than cross price elasticity. The change in the exchange 

rate policy in 1997 caused changes in the structural tourism demand for most of the countries 

except South Korea and U.S.A. Meanwhile, tourism seasonality and the use of higher 

frequency data do not affect the size of the elasticity. This result reveals that price setting 

strategy should be different in the different foreign tourist markets. Information about price 

changes in other competitors need to be considered as the change in price of substitutes has 

*  “ : ” 

 ( .)  (  .) 
1   
2   

 



 

2 

more effect Thailand’s price. Moreover, the different price strategy in different tourism seasonality 

did not seen to be affective in create more tourism demand. 
 

Keywords:   Thailand’s Long-run Tourism Demand, Structural Change in Tourism Demand,  
                        Seasonal of Tourism and   Demand Elasticity 

 

 

 

 Dynamic ordinary least squares (DOLS)  

 long-run static model of time varying parameter (TVP-LRM) 
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1.  

 4   (Li, 

Song and Witt, 2005, p.82-99; Song and Li, 2008, p.203-220) 

 

 (Model fit)  (Accuracy) 

 (  Ex-post forecast) (Li, Song and Witt, 2005, p.82-99; Song and Li, 2008, pp.203-

220; Song, Witt and Li, 2009)  2    1) 

  

/ /

  (Song, Kim and Yang, 2010, 

pp.377-396)  2) 

 /

 

 

 (Tourism price elasticity) 

 

 (Dwyer, Forsyth and Rao, 2000; World Economic Forum, 2009) 

 (Income elasticity)   

  1 

 (Luxury goods) (Li, Song and Witt, 2005, p.82-99; Song, Kim and Yang, 2010, 

p.377-396)    (Li et al., 
2006, pp.175-185: Li, Song and Witt, 2006, pp.57-71; Song, Witt and Li, 2009)  

 . . 2540  

  



 

4 

   

 (Song, 

Witt and Li, 2003, p.363-387; Song, Witt and Li, 2009) 

 (Syriopoulos, 

1995, pp.318-336)  

 (Information asymmetry)  (Inflexibility) 

 

 (Syriopoulos, 1995, pp.318-336; Song, Witt and Li, 

2009)  (Country of origin) 

 (Song, Witt and Li, 2003, pp.363-387; Narayan, 2004, pp.193-206; Habibi 

and Rahim, 2009, pp.165-172; Song, Kim and Yang, 2010, pp.377-396) 

 Heterogeneous  (Koenig-

Lewis and Bischoff, 2004, pp.374-392; Fernandez-Morales and Mayorga-Toledano, 2008, 

pp.940-949;    , 2552,  32-47) 

 (Dummy variable)  

 (High and low seasons) 

  

 

 /  

 (Reliability)  (Precision) 

 (Song and Li, 2008, pp.203-220; Song, Kim and Yang, 2010, pp.377-396; 

   , 2553,  61-86) 

  

 ( ) 
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 (  1.53-4.92) 

  (  1)  

 1 

 

 

 

   

   

Vogt and Wittayakorn 
(1998)  Cointegration 1.93 -0.89 - 

 1.57 -1.02 - Maeta Chumni (2001) 
 

Regression 
1.94 -0.81 - 

 - -5.75 4.00 
 - - 0.24 

 - -0.71 0.77 
 2.05 - -2.90 

 4.92 -0.41  0.56 
 - -1.62 -0.37 

Song, Witt and Li (2003) 

 

Autoregressive 
distributed lag 
model (ARDL),  
Cointegration  
and Error 
correction model 
(ECM) 3.52 -3.58  4.10 

 

 

 3   1) 

 

 . . 2540  

 (Song, 

Witt and Li, 2003, pp.363-387)  2) 

  3) 



 

6 

 (

)   

  

  

 

  

 

 
 

2.  

 2.1   

 

 (Aggregate tourism demand models)  

  /  

   

 

  

(Proxy)  (Crouch, 1994, pp.41-54; Song and Li, 2008, p. 203-

220; Song, Witt and Li, 2009)  (Gross domestic product: 

GDP) (Song, Witt and Li, 2003, pp.363-367; Song, Witt and Li, 2009; Habibi and Rahim, 

2009, p.165-172)  (GDP per capita) (Narayan, 2004, 

p.193-216)  

 /

 GDP (Narayan, 2004, p.193-216)  
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 (Relative price)  

 (Cost of living) 

  (

 Habibi and Rahim, 2009, p.165-172; Song, Witt and Li, 2009) 

  t,iRPT  
t,T/it,i

t,T

ER*CPI

CPI
     (1) 

 t,iRPT    i  t 

  t,TCPI    (  . . 2548 )  t 

  t,iCPI     i (  . . 2548 )  

                                   t 

  t,T/iER    i  t 

 i   /   11    

       

   
 

  (Habibi 

and Rahim, 2009, p.165-172; Song, Witt and Li, 2009) 

/  5    

 (   )   (

   ) 

 (  

 Malaysia Truly Asia)  /

 

     

     

/  /  2 



 

8 

/  

 

 t,iRPS   
i

N

1j t,j/it,i

t,j

N

ER*CPI

CPI

    (2) 

 t,iRPS    

                                   i  t  

  t,jCPI    j (  . . 2548 )  

                                    t 

  t,iCPI    i (  . . 2548 )  

                                     t 

  t,j/iER    i  j  t 

  j  /  N  

                                    

 2 

/ /  
 

/  /  

        
      

        
        

        
       
       

       
      

      
       

 

:     /  
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  (Function form)  Log-linear 

 

(Song, Witt and Li, 2009; Song, Kim and Yang, 2010, p.377-396)  

Natural logarithm   

(Enders, 2004; Studenmund, 2006;    , 2552,  196-214) 

 

  t,iNTAln  t,it,ii3t,ii2t,ii1i0 RPSlnRPTlnYln       (3) 

   t,iNTAln     Natural logarithm  i  

                                      t 

 t,iYln      Natural logarithm  

                                      i  t 

 t,iRPTln      Natural logarithm  t 

 t,iRPSln      Natural logarithm  

                                       t 

            i3i0       

 t,i        

 . . 2528-2552 (  25 ) 

 . . 2528-  . . 2552 (  300 ) 

 11  

 (  . . 2528-2550) 

 (  . . 2551-2552)  

   International financial 

statistics  International Monetary Fund (IMF)   

 (3)  (Static)  

  

 (Dynamic)  Autoregressive distributed lag (ARDL) 

 



 

10 

(Song, Witt and Li, 2009; Song, Kim and Yang, 2010, pp.377-396) 

  ARDL 

 (Efficient)   

 10  1  (Hair et al., 
1998; VanVoorhis and Morgan, 2007, pp.43-50)  

2.2   

        

 (Engle and Granger, 1987, pp. 251-276;     

Banerjee et al., 1993; Enders, 2004)  

  Unit root 

   DF-test (Dickey and Fuller, 1979, pp.427-431) ADF-test (Said and Dickey, 

1984, pp.599-607) PP-test (Phillips and Perron, 1988, pp.335-346) KPSS-test (Kwiatkowski et 
al., 1992, pp.159-178)      HEGY-test   

(Hylleberg et al., 1990, pp.215-238)   KPSS-test 

 ( ) 

 (Lütkepohl and Krätzing, 2004)   HEGY-test  Franses 

(1991)  Beaulieu and Miron (1993) 

 ( )  (Critical values)  Franses and Hobijn (1997) 

  

2.3   Cointegration 

        (Nonstationary)  

(Long-run relationships)   (Deviation) 

  Cointegration (Engle and 

Granger, 1987, pp. 251-276; Banerjee et al., 1993)  Cointegration 

(Cointegration test)  

 (Long-run equilibrium relationship)  

 Cointegration  
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  Cointegration    Two-step residual-based (Engle and Granger, 

1987, pp. 251-276)  System-based reduced rank regression (Johansen, 1988, pp.231-254;  

Johansen and Juselius, 1990, pp.169-210)  ARDL bounds test (Pesaran, Shin and Smith, 2001, 

pp.289-326)  

 ARDL bounds test (  Bounds test)  

Pesaran, Shin and Smith (2001)  Cointegration 

 (3) 

 Engle and Granger (1987) Johansen (1988)  Johansen and Juselius (1990)  

 3   1)  Integrated 

 2)   3) 

 Cointegration  (Habibi and Rahim, 2009, pp.165-172; Song, 

Kim and Yang, 2010, pp.377-396)  (3) 

 ARDL  

  t,iNTAln  
2L

1q
qt,iqY,i

1L

1q
qt,iqNTA,ii0 YlnbNTAlnb  

       
4L

1q
qt,iqRPS,i

3L

1q
qt,iqRPT,i RPSlnbRPTlnb  

       1t,ii31t,ii21t,ii1 RPTlnYlnNTAln  

       t,i1t,ii4 RPSln     (8) 

 (8)   Error correction  

 (Short-run dynamic)  

    0  F 

(F-statistics)  ( 0:H i4i3i2i10 )  

( 0:H i4i3i2i1a )  F  Bounds (Bounds 

critical value)   Cointegration    

 (Narayan and Narayan, 2005, pp.423-438; Habibi and Rahim, 2009, 

pp.165-172; Song, Kim and Yang, 2010, pp.377-396)  Bounds  



 

12 

Narayan (2004)  (30-80 

)  Bounds  Pesaran, Shin and Smith (2001) 

 500  1,000  (Narayan, 2004; Narayan, 2004, pp.193-206; Narayan 

and Narayan, 2005, pp.423-438)  

2.4   

       

   Autoregressive distributed lag (ARDL) (Pesaran and Shin, 

1995) Dynamic ordinary least squares (DOLS) (Stock and Watson, 1993, pp.783-820) Fully 

modified ordinary least squares (FMOLS) (Phillips and Hansen, 1990, pp.99-125)   

ARDL  DOLS  FMOLS  FMOLS  

Simi parametric   

Cointegration   ARDL  

DOLS  Parametric   

   ARDL 

 DOLS (Panopoulou and Pittis, 2004, pp.585-617)  

 DOLS  (Robustness) 

 ARDL  DOLS 

 ARDL (Narayan and Narayan, 2005, pp.423-438; Habibullah and Baharom, 

2008; Ibrahim, Padli and Baharom, 2009, pp.93-105)  

 (Endogeneity regressor)  DOLS 

 ARDL 

 Maximum likelihood (ML) (Ibrahim, Padli and Baharom, 2009, pp.93-105) 

 DOLS   

Stock and Watson (1993)  DOLS 

  Simultaneity bias 

 Integrated different order   Cointegration  Stock and Watson (1993) 

  Simultaneity bias  
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  Lags (-q)  Leads (r) 

  Phillips and Loretan (1991)  

Saikkonen (1991)  (Masih and Masih, 1996, pp.315-

334; Narayan and Narayan, 2005, pp.423-438; Ibrahim, Padli and Baharom, 2009, pp.93-105) 

 Robust standard errors  White (1980)  Newey and 

West (1987)  (Narayan and Narayan, 2005, pp.423-438)  (3) 

  ],,,[ i3i2i1i0i   

 ]RPS,RPT,Y,1[ t,it,it,it,i   DOLS  

  t,iNTAln  t,i

r

qj
jt,it,ii    (9) 

 (9)  OLS 

 MLE (Narayan and Narayan, 2005, pp.423-438) 

 . . 

2540   long-run 

static model of time varying parameter (TVP-LRM)  State space (SS)  

Kalman filter algorithm  (Li et al., 2006, pp.175-185; Song, Witt and Li, 

2009)  (3)  State space  

  t,iNTAln   t,it,ii3t,ii2t,ii1i0 RPSlnRPTlnYln   (10 ) 

   t,ji       t,i1t,ji ; j = 1, 2, 3; i = 1, 2, …, 11  

                                       t = . . 2528-2552                                         (10 ) 

  t,ji  Unobserved vector  State vector t,i  t,j  

 Gaussian disturbances  

 )H,0(N t,it,i   )Q,0(N t,it,i    t,iH  

 t,iQ    (10 )  

Observation equation  (10 )  State equation  t,ji   

Multivariate random walk  )P,(N lilit,ji  t,ji  li  
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 MLE  liP    t,ji  (Song and Witt, 2000; Li et al., 
2006, pp.175-185; Song, Witt and Li, 2009)  
 

3.  

   3 

  

 

  

 

 3.1   

        

  

      

    4  5   

  3  

  

 . . 2493 

 

  . . 2523  “Visit Thailand Year” 

 10  

 30   . . 2526 

   . . 2530  

“Visit Thailand Year”  

  4  

 2   4-5  

 

. . 2535  . . 2546  



 

15 

SARS  -7.36   -10.47  

(  . . 2545)  

  . . 2548-2552   (  . . 2547) 

  . . 2549  

   2009 (H1A1) 

 . . 2552   

   . . 2552  17   4 

 (    ) 

 12   3  (   ) 

(UNWTO, 2010)  14.15   5.27 

  . . 2551  -2.98  -8.27  (

, 2553) 

  

 2009   

  . . 2552  28.69  28.05  

   

 

  10   . . 2547 

  World Travel & Tourism Council (WTTC) 

  . . 2552  6.5 

  

 15.6 

  4.04   

 11.1  (WTTC, 2010) 

3.2   

           KPSS-test   3  

  1  
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 I(0)  OLS  Spurious 

regression (Granger and Newbold, 1974, pp.111-120)   

Cointegration  Bounds test  

  Cointegration  

95%     90%  Deterministic trend 

     Cointegration  Pool 

 Fixed effect  Kao (1999)   Cointegration 

 99%  

 

 3 

 Unit root  Cointegration  Bounds test 
 

  Integrated  (  KPSS-test)  Cointegration  Bounds test 
/  

lnNTA lnY lnPT lnPS F-statistic Deterministic 

 I(1) I(1) I(1) I(0) 5.532*** intercept, trend 
 I(1) I(1) I(1) I(0) 2.643* intercept, no trend 

 I(1) I(1) I(0) I(0) 12.873*** intercept, no trend 
 I(1) I(1) I(0) I(0) 10.070*** intercept, no trend 

 I(1) I(0) I(0) I(1) 18.741*** intercept, trend 
 I(1) I(1) I(0) I(0) 2.773* intercept, trend 
 I(1) I(1) I(0) I(1) 3.547** intercept, trend 

 I(1) I(1) I(1) I(0) 5.316*** intercept, no trend 
 I(1) I(1) I(1) I(1) 3.657** intercept, no trend 

 I(1) I(1) I(1) I(1) 7.812*** intercept, no trend 
 I(1) I(1) I(1) I(0) 3.919** intercept, no trend 

:  Bounds  Intercept and trend  0.01 = 4.768-6.670, 0.05= 3.354-4.774  0.10 =2.752-3.994 
 Intercept and no trend  0.01 = 4.280-5.840, 0.05 = 3.058-4.223  0.10 = 2.525-3.560 (Narayan, 

2004). 
***  99%, **  95%  *  90% 

:  
  

 

 4    

 1 (1.493)  

99%   
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 1    1 

 99%  

 

 3.432  3.207   

1.318-1.742   0.793  0.911  

    

 -1 (-1.570) 

 99%     -1 

(-0.292  -0.470 )  99%   

  1  99% 

     -1 

 99%  90%  

    

  

  

   

   

    

  

 (Week end) 

 (Long holiday)  

 

 4  

     

  

 (Group tours)  Sightseeing  

   

 (Free individual travel: FIT) 
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  (Vacation)    

 

  

  

  1 (  

 )  

 (   )  

 1   

     

  
 

 4 

 
 

 Wald test (F-statistic) 

/  

 ( GDP) 

 

( RPT) 

 

( RPS) GDP = 1 RPT = -1 

 1.318*** -1.450* 1.207** 3.220* 0.379 
 0.793*** -0.895* 1.273*** 2.869 0.056 

 1.356*** -1.968*** 2.530*** 6.240*** 5.359** 
 3.432*** -5.652*** 5.365*** 43.992*** 33.693*** 

 1.459*** -3.652*** 5.482*** 23.013*** 12.575*** 
 1.616*** -0.875** 1.112*** 7.762** 0.094 
 1.525*** -1.555*** 1.874*** 7.572** 1.960 

 3.207*** -2.085*** 3.169*** 22.330*** 3.776* 
 1.335*** -0.292* 0.065 10.530*** 21.717*** 

 0.911*** -0.470*** 0.328* 2.117 13.930*** 
 1.742*** -2.847*** 2.109*** 2.789*** 8.057*** 

Pool-model1 1.493*** -1.570*** 1.813*** 143.898*** 19.342*** 
:      1  Fixed effects model (LR-test = 803.30***  Hausman test = 0.001)  

                            Cointegration  Kao (1999)   ADF-statistics = -3.740***  
    ***   99%, **  95%  *  
          90%. 

:   
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3.3   

           Chow-test  

 . . 2540 

    

 . . 2540  TVP-LRM   5  

 . . 2540 

 99%  . . 2540 

 90%  

  . . 2540 

 (Fixed exchange rate) 

   

  . . 2540 

 (Managed float exchange rate) 

  

  

    

 . . 2540  

  

 

    

   

  4  (  . . 2540)  

135 . . 2553 (  15  . . 2553) (China National Tourism 

Administration, 2010)   
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 5 

 . . 2540  TVP-LRM 

 

 (  . . 2528-2540)  (  . . 2541-2552) 
/  

     

Chow-test 

(F-statistic) 

 2.219*** 3.624 -3.673 1.115*** -2.076*** 1.212*** 11.951*** 
 0.878** 0.522 0.038 0.747*** -0.830* 1.152*** 3.898** 

 2.131*** 5.457 -3.055 1.374*** -1.921*** 2.447*** 4.016** 
 3.643*** -4.869 5.373** 3.618*** -5.432*** 5.838*** 1.862 

 2.157*** -0.505 1.326 1.889*** -1.701* 3.169* 5.449*** 
 3.111*** 5.737 -3.036 1.875*** -0.803* 1.500*** 4.143** 
 2.004*** 0.423 0.849 1.520*** -1.594*** 1.969*** 3.672** 

 2.973** -3.194** 4.096 3.163*** -2.216*** 3.146*** 3.010** 
 1.710*** 0.754 -0.100 1.332*** -0.334** 0.105 1.760 

 0.642** -1.482 1.244 0.911*** -0.467** 0.328*** 2.783* 
 1.274 -4.293 1.937 1.710*** -3.037*** 2.322*** 4.210** 

:  (Median)  
***  99%, **  95%  *  90% 

:  
 

3.4    

         HEGY-test  

 

   

   

  X12-ARIMA 

   

  (2552)  4  

   . . 2528-2535 . . 2536-2540 . . 2541-2546  . . 2547-2552 

( ) 

 6   
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 6 

 Seasonal unit root  
 

  Integrated  (  HEGY-test)  
/  

lnNTA lnRPT lnRPS 

  

(  . . 2528-2552) 

 I(1,0) I(1,0) I(0,0) . ., . .- . ., . ., . .- . . 
 I(1,1) I(1,0) I(0,0) . ., . .- . . 

 I(1,0) I(0,0) I(0,0) . .- . ., . .- . ., . .- . . 
 I(1,1) I(0,0) I(0,0) . ., . ., . ., . .- . . 

 I(1,0) I(0,0) I(1,0) . .- . ., . ., . .- . ., . .- . . 
 I(1,1) I(0,0) I(0,0) . .- . ., . ., . .- . . 
 I(1,1) I(0,0) I(1,0) . .- . ., . .- . . 

 I(1,1) I(1,0) I(0,0) . .- . ., . .- . . 
 I(1,1) I(1,0) I(1,0) . .- . ., . ., . .- . . 

 I(1,0) I(1,0) I(1,0) . .- . ., . .- . ., . . 
 I(1,0) I(1,0) I(0,0) . ., . ., . .- . ., . . 

:  
 

   Cointegration  Two-step residual-based  Engle and Granger 

(1987)  HEGY-test 

   I(0,0)   

 90%   

  Cointegration (  7) 
 

 7 

 Seasonal unit root  
 

/  t( 1) F( 2-12) Lags LB statistic (36)1 

 -3.128** 19.294*** 1 22.410 
 -3.524*** 15.693*** 2 21.409 

 -2.568* 10.788*** 2 27.113 
 -2.990** 12.883*** 1 26.244 

 -3.370*** 26.231*** 1 19.969 
 -3.381** 13.766*** 2 19.742 
 -2.616* 14.628*** 2 24.839 

 -2.791* 12.520*** 1 21.159 
 -2.598* 8.119*** 1 20.705 

 -2.902** 9.802*** 1 20.817 
 -3.128** 14.670*** 1 24.132 

: 1 LB statistic  Ljung-Box statistic  White noise  
***  99%, **  95%  *  90% 

:   
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   OLS (  8)  

   90% 

   

   

   

  

  (Honeymoon) 

  

  

  

 8 

 

 

 Wald test (F-statistic) 

 /  
 

 ( H)  ( L) 

 

 H = L P-value 

 1.136 -0.894 -0.817 1.177 0.239 0.625 
 0.846 -0.792 -0.643 1.073 0.740 0.391 

 1.392 -1.504 -1.732 2.228 2.607 0.108 
 3.556 -4.438 -4.510 4.732 0.060 0.807 

 1.510 -2.952 -2.828 4.836 0.149 0.700 
 1.831 -1.349 -1.048 1.425 2.453 0.118 
 1.321 -1.275 -1.066 1.344 1.893 0.170 

 3.083 -1.977 -1.916 2.766 0.128 0.721 
 3.503 -0.126 -0.057 0.391 1.304 0.255 

 0.752 0.135 -0.308 0.191 5.277 0.022 
 1.882 -2.390 -2.334 1.901 0.095 0.759 

:  
 

  9 

 X12-ARIMA   

  

90%     ( )  (
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)    Pool model 

 99% 

  

 

 

  

 

     

  90% 

  

  . . 2546 

 

/  
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 9 

 

 

   

   /  

  
t-statistic2 

  
t-statistic 

  
t-statistic 

 1.318 1.006 8.765*** -1.450 -1.320 -0.886 1.207 1.241 -0.314 
 0.793 0.812 -0.755 -0.895 -0.802 -1.04 1.273 1.117 -1.738* 

 1.356 1.031 6.068*** -1.968 -2.113 1.713* 2.53 2.542 -0.119 
 3.432 3.630 -1.469 -5.652 -4.927 -3.855*** 5.365 5.294 0.441 

 1.459 1.660 -1.047 -3.652 -3.243 -1.965* 5.482 5.507 -0.155 
 1.616 1.720 -0.827 -0.875 -0.950 0.880 1.112 1.156 -0.602 
 1.525 1.322 1.941* -1.555 -1.826 1.802* 1.874 1.875 -0.013 

 3.207 3.087 1.264 -2.085 -1.864 -1.948* 3.169 2.740 2.880 
 1.335 3.569 -26.771*** -0.292 -0.135 -1.607 0.065 0.056 -4.203*** 

 0.911 0.911 -0.004 -0.470 -0.528 1.822* 0.328 0.356 -0.715 
 1.742 1.532 1.906* -2.847 -2.944 0.740 2.109 1.842 1.860* 

Pool-Model1 1.493 1.321 1.396 -1.570 -0.880 -6.455*** 1.813 0.721 8.870*** 

: 1  Fixed effects model 
 2  

***  99%, **  95%  *  90% 
:   

 

4.  

  

 ( GDP>1)  11  

  ( RPT>-1)   

 ( RPT<-1) 

 ( RPS> RPT) 

 /
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.  

 (Kim and Moosa, 2005, pp.69-78;      

, 2553,  61-86)  

 

  

   

 

 

.  

  

 

 

 

 

.

 

  

       

  

 

.

    

 Chow-test  Recursive 

OLS (Song, Witt and Li, 2009)    

TVP-LRM  
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  . . 

2540  

  

.  

  

 

 

 

  

 

.  

   

 

    

 

   SARS 

 

 

  

5.  
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 1 (1.493  -1.570 ) 

 (1.813)   

  

  . . 2540 
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