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a b  s  t  r  a c t

This  study  developed  a new process  for  synthesis  of  glycerol  carbonate  via  glycerolysis  of  urea  by  reactive

distillation.  Missing  thermodynamic  parameters  were  estimated by  various  group  contribution  methods.

The  results of  Gibbs  free energy  showed  that Gani’s  method  provided  the  lowest  deviation. Equilibrium

and  kinetic  model  parameters  of the  glycerolysis  obtained from  batch  experiments  were  employed  for

the  simulation  of  the reactive  distillation  using Aspen  Plus® software.  High conversion  of  glycerol  was

achieved  by  reducing  reactant  loss  in  distillate  through  an  increase  in  the  number  of  stripping and reaction

stages  and  a decrease in  the  number  of rectifying  stages.  Moreover, glycerol  and  urea  in  distillate  were

recycled  to  the  reactive  section  by  increasing  reflux  ratio  to  a  reasonable  value.  The suitable  design and

operating  parameters  were achieved  at  3 stripping  stages,  3  reactive  stages,  no rectifying  stage,  reboiler

heat  duty  of  15 kW and  reflux ratio of 2. This offered  93.6%  conversion  of  glycerol,  and  90.0%  yield of

glycerol  carbonate  with 100% purity  in  the final product.  Compared  with conventional  in vacuo  process,

reactive  distillation  promoted  glycerol  conversion  by  29.1%  and saved  in  energy consumption  by  37.1%.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays, biodiesel is  becoming an important renewable fuel

for transportation sector. Biodiesel can be produced from many

feedstocks but its production typically leads to the same by-product

of glycerol. Glycerol is  produced with the amount as one-tenth of

biodiesel production. Most glycerol is removed from the biodiesel

product during a purification process. At the present, the amount

of glycerol produced for industrial utilization globally is  around

160,000 tonnes per year and this amount is  increasing at an  annual

rate of 2.8% [1]. On  the other hand, the biodiesel production capac-

ity in Europe is around 9.6 million tonnes per year and this capacity

is increasing at an annual rate of 5.5% [2]. Therefore, a  glut of glyc-

erol is expected in a near future. On account of the rapid decrease

in its price, new uses are being developed for glycerol to substitute

petrochemical-based materials [3] and petroleum fuel [4,5].

Glycerol  carbonate (4-hydroxymethyl-1,3-dioxolan-2-one) is

an  important derivative of glycerol as well as a new high value-

added product. Glycerol carbonate is  a  colourless protic polar liquid,

Abbreviations: GC, glycerol carbonate; Gly, glycerol; p, product; r, reactant.
∗ Corresponding author. Tel.: +66 22 186868; fax: +66 22 186877.
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non-toxic, low evaporation rate, low flammability, and high boil-

ing point. Glycerol carbonate can be used for many applications

e.g. a solvent for plastics and resins, additive in lithium battery, liq-

uid  membrane for carbon dioxide and nitrogen separations and a

precursor for the production of polyesters, polyurethane, and poly-

carbonate [1].

Glycerol  carbonate can be produced from glycerol by different

routes. The reaction of glycerol with phosgene generates glycerol

carbonate [6]. Phosgene, however, is very toxic. Glycerol carbonate

can also be prepared by reaction of glycerol with cyclic carbonate

such as propylene carbonate or ethylene carbonate [7]. Ethylene

carbonate, however, is not a  cost-effective reagent. Another route

for producing glycerol carbonate is  from the conversion of glycerol

with carbon dioxide which suffers, however, from the drawback of

high  pressure operation and low conversion owing to its  thermo-

dynamic limitation [8–10]. In addition, glycerol carbonate can be

prepared by the reaction between glycerol and dimethyl carbonate

but requires high ratio of dimethyl carbonate to glycerol. In addi-

tion, it needs the chemical reaction equilibrium to be shifted and

an expensive lipase catalyst [11]. An alternative route is  the glyc-

erolysis of urea. Glycerol and urea are both affordable reagents and

easily available [12].

Normally,  the glycerolysis of  urea has to be operated under a

vacuum condition or  a sweeping gas to eliminate the by-product

0255-2701/$ – see front matter ©  2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.cep.2013.05.001
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ammonia, to shift the chemical equilibrium towards the products

[13]. Moreover, to our knowledge, previous works on the glycerol-

ysis of urea have been performed in batch operation making it

difficult to be applied to industrial scale [14–16]. Another difficulty

is the use of traditional soluble catalysts such as zinc sulfate causing

additional costs towards catalyst recovery and product purification.

Limited works have used heterogeneous catalysts. For example, �-

zirconium phosphate was employed at  a  pressure of 20 Pa, 140 ◦C
and  1.5 h where the conversion achieved 80% and the selectivity

achieved high values [12].

This  research develops a  new process to synthesize glycerol

carbonate via glycerolysis of urea at atmospheric pressure and

continuous operation by combination of reaction and separation

units in a single reactive distillation column. The thermodynamic

chemical equilibrium of the reaction is expected to be shifted by

reducing the by-product ammonia in the reaction section. The

effects of design and operating variables on the conversion of glyc-

erol and both the yield and purity of  glycerol carbonate will be

discussed. The benefits of reactive distillation over conventional

in vacuo system for glycerolysis of urea are elucidated in both reac-

tion performance and energy efficient.

2. Materials and methods

2.1.  Estimation of missing parameters

Thermodynamic parameters of glycerol carbonate such as Gibbs

free energy of formation cannot be obtained from the literature.

Therefore, missing properties of glycerol carbonate were esti-

mated by the group contribution methods such as Joback’s method,

Gani’s method and Benson’s method. The percent deviations of

some known physical properties were compared between different

methods to select the appropriate one for glycerol carbonate.

2.2.  Batch reaction procedures

Co3O4/ZnO was prepared by dry nanodispersion method [17].

40 ml  (0.55 mol) of glycerol (99.5%), 32.9 g  (0.55 mol) of urea (99.5%)

and 0.7566 g of Co3O4/ZnO (urea/glycerol molar ratio =  1,  catalyst

load of 1.5% by weight with respect to glycerol) were mixed in the

autoclave reactor. The impeller, sampling port and thermocouple

were installed in a  reactor. The mixture was stirred at 1163 rpm

to reduce external mass transfer limitations and then was  heated

in an oil bath at selected reaction temperature under atmospheric

pressure. The catalyst was separated from the liquid products by

centrifugation. The reaction mixture was analysed by gas chro-

matography equipped with ZB-5HT capillary column and a  flame

ionization detector (FID).

2.3.  Reactive distillation simulation

The simulations were carried out by using the RADFRAC mod-

ule in the commercial Aspen Plus® software to predict the glycerol

conversion, glycerol purity and yield in a reactive distillation col-

umn. On each stage of the column, vapor–liquid equilibrium was

assumed  to be established using NRTL model while the reaction

model is rate based using kinetic rate expression obtained from this

study. Pressure drops were considered negligible along the column

[18]. The Aspen Plus component database provided physical and

chemical properties of all species except those of glycerol carbon-

ate. The effects of design and operating variables including number

of  rectifying stage, stripping stage, reaction stage, reflux ratio and

reboiler heat duty on the reactive distillation performance were

studied. The results of reactive distillation simulation were com-

pared with those from conventional method to synthesize glycerol

carbonate under similar feed conditions. The conventional method,

where ammonia is removed during the reaction in  vacuo, was inves-

tigated to determine the conversion of glycerol, yield and purity of

glycerol carbonate and their energy consumption for comparison.

3.  Results and discussion

3.1.  Equilibrium thermodynamic analysis

In order to prevent NH3 escaping from liquid to vapor phase

which lead to shift reaction equilibrium, the reaction was  per-

formed in a  closed system and the volume of head space of  the

reactor is needed to be minimized. The equilibrium constant for

synthesis of glycerol carbonate from the reaction between glyc-

erol and urea based on equilibrium mole fraction of components in

liquid phase at  equilibrium conditions could be shown below:

Keq =
(xGC) · (xNH3

)2

(xGly) · (xUrea)
(1)

In  addition, the theoretical value of equilibrium constant was

obtained from the Gibbs free energy of components as shown in

Eqs. (2) and (3):

�G(T,  P) = −RT ln Keq (2)

�Go =
∑

p

np�Go
p −
∑

r

nr�Go
r (3)

The  appropriate group contribution method was selected based

on estimation of known thermodynamic properties of  some chem-

icals with the relevant structures of glycerol carbonate such

as propylene carbonate and ethylene carbonate by comparison

between known properties from database and those estimated

from different methods. The estimated standard Gibbs free energy

and percent of deviations are shown in Table 1. The results show

clearly that Gani’s method [19] provides the lowest percent devia-

tion among the three methods and was  in fact in good agreement

with cyclic carbonate compounds.

In this study, Co3O4/ZnO was used as catalyst for synthesiz-

ing glycerol carbonate [15]. Very high selectivity ca.  100% could

be obtained in our system. It could be confirmed, herein, by

using 14C NMR  analysis that only signals of glycerol and glycerol

carbonate were presented [12] (result not shown). Accordingly,

Table 1
Standard Gibbs free energy from database and estimated values by group contribution methods.

Substances �Go (kJ/mol) [Aspen Plus data] Estimated �Go (kJ/mol) Deviation (%)

Joback Gani Benson Joback Gani Benson

Glycerol carbonate – −511.4 −539.3 −480.5 –  –  –

Glycerol  −484.1  −477.8 −493.5 −480.1 1.30 −1.95  0.82

Urea  −177.4  −52.1 −165.2 −201.1 70.62 6.89  −13.35

Ethylene carbonate −435.2  −360.2 −385.5 −325.7 17.23 11.42 25.17

Propylene carbonate −478.8  −361.2 −383.7 −256.7 24.56 19.87 46.39
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Fig. 1. Comparison of Gibbs free energy of glycerol carbonate from experimental

results  and estimated results by the group contribution methods.

determination of the reaction model parameters was performed

based on the main reaction pathway as shown below:

Glycerol(l) + Urea(l) ↔ Glycerol carbonate(l) + 2NH3  (l) (4)

The  reaction model parameters were determined by fitting the

model in Eq. (3) with the experimental data at different temper-

atures including 373, 413, 433 and 453 K. Fig. 1 illustrates the

comparison of Gibbs free energy of glycerol carbonate at differ-

ent temperatures from the experimental results and the estimated

results by the group contribution methods. The results show that

the Gibbs free energy of glycerol carbonate as a  function of temper-

ature had similar trend with the estimated results. Gani’s method

provided the best estimation among the three methods agreeing

with the results in the estimation of missing parameters section.

In addition, a fitting model by least square method using Matlab

software for the equilibrium constant as a  function of temperature

is presented in Eq. (5):

ln Keq = −8041 + 291, 370

(
1

T

)
+  1316.80 ln(T) + −1.4475(T)

(5)

3.2.  Kinetic study

Polymath  5.1 software was used to fit the experimental data to

the kinetic model and determine the kinetic rate constants. The rate

expressions (ri) could be written as:

−rGly = −rUrea =  rGC =
rNH3

2
=  k

(
xGlyxUrea −

x2
NH3

xGC

Keq

)
(6)

The  regressed temperature-dependent rate constants according to

Arrhenius’ equation are illustrated in Fig. 2. The rate expression

could be determined as

k  = exp
(

1.194 − 3836/T
)

(7)

where  Ea = 31.89kJ mol−1.

As  shown in Fig. 3, the reaction model was in good agreement

with experimental data.

3.3.  Simulation of the glycerol carbonate synthesis process

3.3.1.  Conventional method for synthesis of glycerol carbonate

The  conventional method for synthesis of glycerol carbonate

comprised a reactor operated with a  sweep gas such as air to

remove ammonia in vacuo and a  distillation column as shown in

Fig. 4. The developed kinetic model of the reaction was used to
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Fig. 2. Arrhenius’s plots.
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Fig. 3.  Conversion of glycerol at  different temperatures (symbols: experimental

results  and dashed line: reaction model).

predict the reaction using Co3O4/ZnO as a  catalyst. The reaction

conditions were selected based on the work of Rubio-Marcos et al.

[15]. A specification of reactor, distillation column and operational

parameters of conventional in  vacuo process are summarized in

Table 2. The configuration of distillation column was proposed as

the  minimum heat duty requirement to obtain 100% purity of  glyc-

erol carbonate in the bottom product.

The simulation results of the conventional process for synthe-

sis of glycerol carbonate are shown in Table 3. The results show

that 72.52% conversion of glycerol could be achieved from this

Bottom

Distillation column

Distillate

Batch reactor

Feed

Air-inlet Air-outlet

CSTR reac tor

Fig. 4. Conventional process for synthesis of glycerol carbonate.
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Table  2
Specification of reactor, distillation column and operational parameters of conventional in vacuo process.

Feed conditions Reactor conditions Column specifications

Glycerol feed flow rate (mol/h) 100 Pressure (bar) 1  Rectifying stages 3

Urea feed flow rate (mol/h) 100 Temperature (K) 418 Reaction stages 0

Temperature (K) 298 Residence time (h) 4  Stripping stages 2

Pressure (bar) 1  Net heat duty (kW) 4.68 Total stages (include condenser and reboiler) 7

Reflux ratio 2

Reboiler heat duty (kW) 18.01

Pressure (bar) 1

Bottom flow rate  (mol/h) 74.91

Distillate flow rate  (mol/h) 42.12

Feed location Stage 4

Type of condenser Partial vapor–liquid

simulation which corresponds to the experimental results from

Rubio-Marcos et al. [15] at  the same conditions (69% conversion

of glycerol). A distillation column was used to separate glycerol

carbonate from the reaction mixture. Unreacted glycerol and urea

were obtained in the distillate stream due to their lower boiling

points. In addition, 100% high purity of glycerol carbonate could be

obtained in the bottom stream.

3.3.2. Reactive distillation study

The aim of this section is  to apply reactive distillation for syn-

thesis of glycerol carbonate to achieve higher conversion and lower

energy consumption than the conventional process.

The  reaction performance including conversion of glycerol, yield

and purity of glycerol carbonate were considered. The conversion

of glycerol (XGly) and yield of glycerol carbonate (YGC) were defined

as follows:

XGly =
Difference in molar flow rates of glycerol between inlet and outlet streams × 100

Feed flow rate of glycerol
(8)

YGC =
Molar flow rate of glycerol carbonate in the bottom stream ×  100

Difference in molar flow rates of glycerol between inlet and outlet streams
(9)

The  effect of the number of stripping stages on the conversion

of glycerol and purity of glycerol carbonate in the bottom stream

was investigated as shown in Fig. 5. It shows that the conversion of

glycerol and the purity of glycerol carbonate increased by increas-

ing the number of stripping stages from 1  to 3 reaction stages. Even

though the temperature of the reaction zone decreased slightly

with increasing the number of stripping stages lead to the reduc-

tion of kinetic rates, however, higher glycerol carbonate purity can

be  obtained at the bottom of column and therefore the chemical

equilibrium shifts towards the products.

The effect of the number of rectifying stages on the conversion of

glycerol and purity of glycerol carbonate is shown in Fig. 6. The rec-

tifying section was provided to remove a  light component from the

reactive section. It is clear that increasing the number of rectifying

stages caused a slight decrease in conversion of glycerol and purity

of  glycerol carbonate owing to more urea and glycerol escaping

through the distillate.

The  effects of the number of reaction stages on the conversion of

glycerol and purity of glycerol carbonate in the bottom stream are

shown in Figs. 5 and 6. The results show that conversion of glycerol

and purity of glycerol carbonate in bottom stream were enhanced

with increasing the number of reaction stages and became constant

at  3  reaction stages due to increasing the residence time.

The  effect of heat duty of reboiler with different reflux ratios on

the conversion of glycerol and purity of glycerol carbonate in bot-

tom stream are illustrated in Figs. 7  and 8. At  any reflux ratio, the

conversion of glycerol and purity of glycerol carbonate increased as

heat  duty of reboiler was increased. This could occur because tem-

perature in the reactive section increased driving more glycerol

and urea from the stripping section to the reactive one. How-

ever, increasing more reboiler heat duty had negative effect on

conversion of glycerol as both reactants were displaced towards

the rectifying section or distillate and vapor stream. The purity of

glycerol carbonate and conversion of glycerol increased by increas-

ing reflux ratio owing to higher concentration of glycerol and urea

recycled in the reactive section. High purity (100%) of  glycerol car-

bonate in bottom stream could be obtained with reflux ratio of 2

and no improvement of glycerol conversion with reflux ratio higher

than 2.

According to the simulation results, the suitable design and

operating variables for synthesis glycerol carbonate via glycerol-

ysis of urea with reactive distillation for the used glycerol and urea

feed flow rate of 100 mol/h are summarized in Table 4.

Mole fraction profiles of the components in the reactive dis-

tillation column with suitable conditions are shown in Fig. 9. It

Table 3
Process streams of simulation results of glycerol carbonate synthesis via conventional in vacuo process.

FEED R-OUT DIST BOTT AIR-IN AIR-OUT

Temperature (K) 298 418  407 626 298 418

Pressure  (bar) 1.00 1.00 1.00 1.00 1.00 1.00

Vapor  fraction 0.00 0.00 0.00 0.00 1.00 1.00

Mole  flow (mol/h) 200.00 119.32 47.34 71.98 100.00 253.20

Mole  fraction

Glycerol 0.50 0.23 0.57 0.00 0.00 0.00

Urea  0.50 0.16 0.40 0.00 0.00 0.03

Ammonia 0.00 0.00 0.01 0.00 0.00 0.57

Glycerol carbonate 0.00 0.61 0.02 1.00 0.00 0.00

Air  0.00 0.00 0.00 0.00 1.00 0.39
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Fig. 5. Effect of number of stripping stages on conversion of glycerol and purity of

glycerol carbonate in bottom stream (rectifying: 1  stage).
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Fig. 6. Effect of number of rectifying stages on conversion of glycerol and purity of

glycerol carbonate in bottom stream (stripping: 3 stages).

is worth to note that under the suitable condition, the value of

glycerol carbonate yield of 90.0% can be obtained (represented by

glycerol carbonate obtained in the bottom stream). This value is

close to glycerol conversion (93.6%). This indicates that the glyc-

erol carbonate which was lost in the distillate could be minimized.

Temperature profile in the reactive distillation column at  suitable

conditions is illustrated in Fig. 10. Temperature of reboiler and

condenser are 626 and 404 K, respectively. Temperature slightly

decreased in the reaction section due to the mild endothermic reac-

tion. The equilibrium model used in this study has been employed

with success for preliminary design [18,20]. A more rigorous non-

equilibrium model including the hydrodynamic, mass transfer and
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Fig. 7. Effect of heat duty of reboiler on the conversion of glycerol at various reflux

ratio  (stripping: 3  stages, reaction: 3 stages and without rectifying stage).
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Fig. 8.  Effect of heat duty of reboiler on purity of glycerol carbonate in bottom stream

at various reflux ratio (stripping: 3 stages, reaction: 3 stages and without rectifying

stage).

heat transfer effects, which requires detailed knowledge of column

internals and flow dynamics, is being tested with experimental

validation [20].

The  comparison of glycerol carbonate synthesis by reactive

distillation and conventional in vacuo process at  similar feed con-

ditions and outlet purity of  glycerol carbonate are summarized

in Table 5. The results show that higher conversion of glycerol

(93.6%) could be achieved by using the reactive distillation com-

pared with the 72.5% conversion for the conventional method.

This could occur because the reactive distillation shifted effectively

Table 4
Column configuration and operational parameters of reactive distillation.

Feed conditions Column specifications

Glycerol feed flow rate (mol/h) 100 Rectifying stages 0

Urea  feed flow rate (mol/h) 100 Reaction stages 3

Temperature (K) 298 Stripping stages 3

Pressure (bar) 1 Total stages (include condenser and reboiler) 8

Reflux ratio 2

Reboiler heat duty (kW) 15

Pressure (bar) 1

Bottom flow rate (mol/h) 90

Distillate  flow rate (mol/h) 12.2

Feed location of glycerol Stage 2

Feed  location of urea Stage 5

Type  of condenser Partial vapor–liquid

Type  of Reboiler Kettle

Liquid hold up in  rxn. section (kg) 0.5
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Table  5
Comparison of glycerol carbonate synthesis by reactive distillation and conventional in  vacuo process.

Method % purity of glycerol carbonate % conversion of glycerol Overall energy consumption/mole GC (kW/mol GC)

Reactive distillation 100 93.6 0.215

Conventional in vacuo process 100 72.5 0.342

equilibrium reaction by combination reaction and separation unit

that could remove ammonia in vapor phase to the top of column

and introduce glycerol carbonate to the bottom of column by strip-

ping section. Furthermore, the residues of glycerol and urea in the

distillate could be recycled to the reactive section by controlling

reflux ratio of the column. An overall energy consumption which

includes the reboiler duty in reactive distillation or distillation and

vacuum pump in conventional process, are shown in Table 5. The

results show that the overall energy consumption per mole of glyc-

erol carbonate produced in reactive distillation is lower than that

of conventional reactor. The design of reactive distillation is there-

fore significantly cost-effective than the conventional process [21]

while lower degrees of freedom from the combination of reaction

and separation resulting in more difficult in controllability and nar-

rower operability region [22].

In summary, it can be said that synthesis of glycerol carbon-

ate by using reactive distillation could be carried out continuously

under atmospheric operation leading to a reduction of plant operat-

ing costs and energy consumption, which can  increase its potential

industrial application.
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4. Conclusion

This work investigated the glycerolysis of  urea by a promis-

ing process of reactive distillation. The reaction model parameters

were determined experimentally from batch reactor tests and were

employed for the simulation study of  reactive distillation pro-

cess. Missing parameters of glycerol carbonate were studied by

group contribution methods including Benson’s, Joback’s and Gani’s

methods. It was  found that Gani’s method estimated the Gibbs free

energy values closed to the available database and our experimen-

tal results. The suitable design and operating variables for synthesis

glycerol carbonate by using reactive distillation were found as no

rectifying stage, 3  reactive stage, 3 stripping stages, reflux ratio

of 2  and reboiler heat duty of 15 kW for each glycerol and urea

feed flow rate of 100 mol/h. From this configuration, 93.6% conver-

sion of glycerol, 90.0% yield and 100% purity of glycerol carbonate

were achieved. The synthesis of glycerol carbonate from the reac-

tion between glycerol and urea by using reactive distillation was

compared with a  conventional in vacuo process. Based on the same

feed conditions, reactive distillation provided higher conversion

of glycerol and lower energy consumption than the conventional

method.
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Appendix  A. Notations

A  pre-exponential factor of Arrhenius’s plot (mol min−1 g-

cat−1)

Ea activation energy (kJ mol−1)

G Gibbs free energy (kJ mol−1)

G0 standard Gibbs free energy (kJ mol−1)

k+ reaction rate constant (mol min−1 g-cat−1)

Keq equilibrium constant

n  number of mole (mol)

NRxn number of reaction stage (stage)

ri reaction rate of component i (mol min−1 g-cat−1)

R gas constant (kJ mol−1 K−1)

T  temperature (K)

xi mole fraction of component i

X conversion (%)

Y  yield (%)
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Abstract The effect of electrochemical promotion of catalysis
was investigated for the oxidation of propane using Pd, Ir, and
Ru catalyst-electrodes sputter-deposited on YSZ disks in the
temperature range of 250–450 °C. Electrophobic type behavior
was observed, i.e., the catalytic reaction rate was found to
increase with catalyst potential. The observed rate changes
under polarization were strongly non-Faradaic and exceeded
under anodic potential application the electrocatalytic rate of
O2− supply to the catalyst surface, I/2F, by up to a factor of 250
for Pd, 125 for Ir, and 15 for Ru catalyst-electrodes.

Keywords Propane oxidation .Electrochemical promotion .

EPOC . NEMCA . Pd . Ir . Ru . Catalyst-electrode .

Yttria-stabilized zirconia

Introduction

The total oxidation of light hydrocarbon, e.g., methane,
ethane, and propane, is an area of very significant importance
in heterogeneous catalysis. Noble metal catalysts are known
to be the most active catalysts for these systems. Among
them, Pd is considered as the best catalyst for light hydro-
carbon oxidation; however, the catalytically active chemical
state of Pd, under different reaction conditions, is still a
matter of discussion [1–5].

The combustion of propane in an electrochemical mem-
brane reactor is a challenging alternative to the conventional

catalytic combustion system, especially under conditions of
electrochemical promotion where the rate and selectivity of
the catalytic reaction can be reversibly modified by externally
applying a potential or current between the catalyst-working
electrode and a counter electrode. Electrochemical promotion
of catalysis (EPOC, or non-Faradaic electrochemical modifi-
cation of catalytic activity, NEMCA effect) has been investi-
gated thoroughly for more than 120 catalytic systems [6–8],
and it has been shown to be due to the electrochemically
controlled migration (backspillover/spillover) of promoting
or poisoning ionic species [Oδ− in case of yttria-stabilized
zirconia (YSZ)] between the electrolyte support and the gas-
exposed catalyst surface. These backspillover species, which
are accompanied by their compensating charge, δ+, in the
metal, create an overall neutral “effective double layer” which
modifies the catalyst work function and thus, its catalytic
activity and selectivity [6–8].

When using YSZ as the solid electrolyte, the promoting
ionic species (Oδ−) are generated under positive polarization
in an electrochemical step at the metal (M)–electrolyte–gas
three-phase boundaries (tpb) at the working electrode:

O2− YSZð Þ→ Oδ−δþ
� �

Mð Þ þ 2e− ð1Þ

at a rate I/2F, where I is the current and F the Faraday’s
constant.

The semi-reaction at the cathode (counter) electrode,
where O2− species are generated is:

O2 gð Þ þ 4e−→2O2− YSZð Þ ð2Þ

Two parameters are commonly used to quantify the mag-
nitude of EPOC effect [6–9]: the rate enhancement ratio, ρ,
defined from:

ρ ¼ r=ro ð3Þ
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where ro is the open circuit, i.e. non-promoted catalytic rate
and r the catalytic rate under polarization, and the apparent
Faradaic efficiency, Λ, defined from:

Λ ¼ r−r0ð Þ= I=2Fð Þ ð4Þ

I/2F is equal to the rate of O2− supply or removal to or from
the catalyst-electrode. A reaction exhibits electrochemical pro-
motion when Λ>1, while electrocatalysis is limited to Λ≤1.

The application of electrochemical promotion in pro-
pane oxidation has recently received increasing attention.
Table 1 summarizes the catalytic systems based on O2−

oxygen ion conductor supports which have been investi-
gated [9–19]. The Pt catalyst-electrodes deposited on YSZ
are among the most extensively studied systems, and rate
enhancement ratios as a high as 1,450 [13] and 1,350 [16]
have been found. As evidenced from Table 1 the mode of
metal film preparation and the gas composition strongly
affect the maximum measured ρ values. Permanent EPOC,
the phenomenon which is described by the fact that the
catalytic rate is not returning to its initial value after
current interruption (the catalyst persists in a partially
promoted state), is found only for Pt deposited on YSZ
[11], where oscillatory behavior has been also observed
[13].

At low to medium temperatures, the propane oxidation
exhibits mainly electrophobic behavior, i.e., the rate increase
under anodic polarization. At higher temperatures, usually
higher than 450 °C, inverted-volcano behavior is found since
both anodic and cathodic polarization lead to an increase in
catalytic rate. Simple and rigorous rules describe the catalyst
rate dependence on the applied potential, UWR on the basis of
the unpromoted kinetics [20–23]. Table 1 summarizes the
observed catalytic rate dependence on reactants partial pressure.
In the case of electrophobic-type behavior, the rate is positive
order for propane and negative or near zero order for oxygen.

Recently, Tsampas et al. [10] conducted isotopic-labeled
experiments to distinguish the oxygen species coming from
the solid electrolyte (promoting ionic oxygen) with those
originating from the gas phase during electrochemically pro-
moted propane oxidation. A two-compartment tubular Pt/YSZ
electrochemical catalyst was utilized. The reaction compart-
ment was exposed to propane and isotopic oxygen, while the
other compartment was fed with air for replenishing the elec-
trolyte with normal oxygen (16O2). Catalytic activity measure-
ments under positive polarizations have confirmed that the
oxidation of propane with gaseous oxygen can be strongly
electropromoted (C18O2 production) with total Faradaic effi-
ciencies up to Λ=45, while the C16O2 production can be only
attributed to the (sub)Faradaic electrochemical oxidation of
propane (Λ∼1).

Table 1 Kinetic behavior of propane oxidation on metal supported on oxygen ionic conducting supports

Catalyst Solid electrolyte
PO2

=PC3H8

T (°C) ρmax (>1) Kinetics
in C3H8

Kinetics
in O2

Rate vs UWR

behavior
Special features Reference

Pt YSZa 5–12.5 344–365 2.5 ? – (/) Pt nanometric [9], Isotopic
labeling [10], permanent
EPOC γ=1.3 [11]

[9–12]

Pt YSZ 0.5–10 350–500 1,400 + + (?) Comparison to Ag and Pd
on YSZ, oscillatory behavior
for Pt/YSZ [13]

[13–15]

Pt YSZ 1–1.25 420–500 1,350 ? ? (?) Comparison to Rh on YSZ [16, 17]

Pt CGOb 11 267–336 <1.5 ? ? (/) Pt nanoparticles dispersed in
conductive LSCF matrix

[18]

Pd YSZ 0.5–10 350–500 1.02 + + (?) Comparison to Ag, Pt, and
Pd on YSZ

[15]

Pd YSZ 0.9–55 350–480 2.6 + − (/) Comparison to CH4 oxidation
on Pd sputtered YSZ
electrodes

[19] and
this work

Rh YSZ 1.5–3 420–500 6 + + (?) Comparison to Pt on YSZ,
stability limits of Rh2O3

[16, 17]

Ag YSZ 0.5–10 350–500 4 + 0 (/) Comparison to Pt and Pd
on YSZ

[15]

Ir YSZ 0.9–55 350–480 2.2 + 0/− (/) Comparison to Pd and Ru
sputter-deposited on YSZ

This work

Ru YSZ 0.9–55 350–480 ? ? (/) Comparison to Pd and Ir
sputter-deposited on
YSZ (1) YSZ

This work

YSZ yttria-stabilized zirconia, CGO Ce0.9Gd0.1O1.95, LSCF La0.6Sr0.4Co0.2Fe0.8O3-δ, / electrophobic, ? inverted-volcano behavior
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A recent innovative design combined an extremely low Pt
loading (∼5 μg/cm2) with high dispersion (∼15 %) with non-
direct polarization [18]. Pt nanoparticles, with an average
size of 8 nm, were finely dispersed in the pores of a mixed
ionic electronic conductor thin film interfaced on a dense
pellet of gadolinium-doped ceria (CGO, Ce0.9Gd0.1O1.95).
Small positive polarization strongly increased the catalytic
performance at low temperatures (200–300 °C) with appar-
ent Faradaic efficiency values up to 85.

The present work has focused on the electrochemical
promotion of C3H8 oxidation on Pd, Ir, and Ru catalyst-
electrodes on YSZ. Via sputter deposition, uniformly thin
films were deposited with low metal loading and reasonable
high dispersion. The work was carried out mainly under
excess of oxygen to replicate technology demands of emis-
sion and pollution control. Propane combustion is compared
in terms of catalytic activity under open and closed circuit
conditions. Furthermore, attention has been paid to the
catalyst-electrode morphology and its possible modification
during catalytic and electrocatalytic experiments.

Experimental

Catalyst preparation and characterization

The solid electrolyte was a disk of 8 mol% yttria-stabilized
zirconia (YSZ) of 18-mm diameter and 1-mm thickness
provided by Ceraflex. Prior to Pd, Ir, or Ru deposition, no
surface treatment was performed. Inert Au counter and ref-
erence electrodes were deposited on one side of the YSZ disk
prior to the catalyst-electrode films. All metal electrodes
were deposited by DC magnetron sputtering, which provides
thin, well-adhered, and homogeneous films. High purity
(99.95 %) metal targets were provided by MatecK GmbH.
During deposition, the temperature of the substrate was kept
at 50 °C, while the sputtering chamber was filled with pure
argon (Ar). The geometric surface area of all catalyst-
working electrodes was 1.9 cm2. Table 2 summarizes the

deposition conditions, the final mass of the metal films,
which was measured by weighting the samples, particle size,
dispersion, and active surface area.

The crystalline phases of Pd, Ir, and Ru catalyst electrodes
and YSZ support were examined by X-ray diffraction
(XRD). A PANalytical diffractometer equipped with a
X’Celerator detector with monochromatic Cu Kα1 radiation
(λ=1.54 Å) was used. XRD patterns were recorded in the 2θ
range between 20° and 80°, with a scan step size of 0.017 s
per step. For fresh and used samples, the crystallite size was
calculated using the Debye-Scherrer equation. For the deter-
mination, the experimental width of the main Pd, Ir, or Ru
reflections (metallic phase) is used in conjunction to Eq. (5):

d ¼ 0:9λ
β1=2cosθ

ð5Þ

where d is the particle diameter, l is the X-ray wavelength,
β1/2 is the line broadening at half the maximum intensity in
radians, and θ is the Bragg angle. Based on the obtained
particle size and mass of the catalyst, the dispersion and
active surface area, NG, has been calculated for fresh and
used films.

The surface area of the used metal films was estimated
using the galvanostatic transient technique [6]. First one
measures the time, τ, required for the rate increase to reach
63 % of its maximum steady-state value during anodic
polarization. One then assumes a 1:1 surface Me/O ratio,
and thus estimates the reactive oxygen uptake of the Pd, Ir,
and Ru films and thus estimates the active catalyst surface
area, NG, expressed in mol via [6]:

NG ¼ Iτ=2F ð6Þ

Using Eq. (6) in conjunction with galvanostatic transient
experiments at constant temperature, the active catalyst sur-
face area, NG, of the metal films was estimated to be in the
order of 10−7 mol Me. Table 2 summarizes the properties of
the metal film catalyst-electrodes.

Table 2 Sputter-deposition conditions and resulting film characteristics for the catalyst-working (Pd, Ir, and Ru) and counter/reference (Au)
electrodes

Metal Discharge
voltage/V

Power/W Weight/mg Particle
size/nm

Film thickness/nm Dispersion/% NG/10
−7 molMe

(XRD)
NG/10

−7 molMe
(transient)

Pd fresh 376 209 0.8 17.5 350 5.7 4.3 –

Pd used 27.8 3.6 2.7 1.1

Ir fresh 479 232 0.9 24.2 210 4.1 1.9 –

Ir used 20.1 5.0 2.3 7.5

Ru fresh 336 162 0.8 7.0 340 14.2 11.3 –

Ru used 13.5 7.4 5.9 29

Au 455 250 1.1 – 300 – – –

Ionics (2013) 19:1705–1714 1707
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Catalytic activity tests

The experiments were carried out in a continuous flow atmo-
spheric pressure quartz reactor in which all three electrodes are
exposed to the same gas mixture (single pellet or single
chamber reactor), as described in detail elsewhere [7]. Certi-
fied standards of 3.0 % C3H8 in He (Linde), 20 % O2 in He
(Linde), and He (L’Air liquid, 99.995 % purity) were used.

The behavior of the catalyst-electrodes was investigated
using a gas mixture of 1.2 % C3H8 and 10 % O2 in the
temperature range between 250 and 450 °C and constant
total gas flow rate of 170 cm3 min−1 (STP).

Gas analysis of reactants and products was performed via
on-line gas chromatography (Shimadzu-A14 with a thermal
conductivity detector, equipped with a Porapak column for
separation of C3H8 and CO2 and a molecular sieve for O2

detection). Furthermore, an infrared analyzer, Rosemount
Binos 100, was used for the continuous measurement of
the CO2 concentration. Constant currents or potentials were
applied using a Solartron 1286 electrochemical interface.

The conversion of propane to CO2 is defined from:

C3H8conversion ¼ yinC3H8
� yout

C3H8

� �
=yinC3H8

� �
� 100 ð7Þ

Fig. 1 SEM micrographs of
fresh and used a, c Pd, b, e Ir,
and c, f Ru sputter-deposited
catalyst-electrodes

Fig. 2 SEMmicrographs of used Ru sputter-deposited catalyst-electrodes
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where yC3H8 is the molar fraction of C3H8. The concomitant
CO2 formation rate, rCO2, given in mol per second is:

rCO2
¼ yCO2

⋅GmolCO2 s
�1 ð8aÞ

where yCO2 is the molar fraction of CO2 and G is the total
molar flow rate.

Since the overall propane oxidation is represented by the
following reaction

C3H8 þ 5O2→3CO2 þ 4H2O ð9Þ
the rate of CO2 formation throughout this study is expressed
in molO per second:

rCO2
¼ 10=3ð Þ⋅yCO2

⋅GmolO s�1 ð8bÞ

The external surface structure, morphology characteriza-
tion, and the estimation of film thickness of the different
catalytic layers were carried out by scanning electron mi-
croscopy (SEM) using a JEOL JSM-6300 microscope.

Results and discussion

Catalyst characterization

Figure 1 shows SEMmicrographs of the surface morphology
for Pd [20], Ir, and Ru catalyst electrodes deposited on YSZ
before (a, c, and e) and after (b, d, and f) exposure to the
reaction gas mixture and potential application. As shown in
the figures, the fresh catalyst films consist of a smooth and
homogeneous metal film. The sputter-deposited films are
nearly dense after deposition but become quite porous after
thermal treatment and catalytic reaction. The film thickness
has been estimated from cross section SEMmicrographs (not
shown) and is found to be in the order of ∼300 nm for
sputter-deposited films (Table 2). After exposure to propane
oxidation conditions (used catalysts), the Ru film exhibits a
different morphology, while Pd and Ir have not changed
significantly. In the case of Pd and Ir, enhanced film rough-
ness and improved crystallinity are observed. More pro-
nounced morphological differences are detected in the case
of Ru films, where a remarkable and beautiful Ru oxide
structure is formed. Additional SEM micrographs in Fig. 2a,
b show these crystals in smaller magnification, which are
found over the entire electrode surface.

The identification of the phase composition for all films
was performed by XRD analysis, as shown in Fig. 3a–c. The
crystal planes of the catalyst-electrode were confirmed
according to the JCPDS crystallographic database. The re-
flection peaks of YSZ were observed for all metal sputtered
films corresponding to the (111), (200), (220), and (311)
planes (JCPDS-ICDD Card No. 01-082-1246).

Fresh films show reflections only of metallic Pd, Ir, or Ru
phases corresponding to the (111), (200), and (220) planes of
Pd0 [20] and Ir0, and corresponding to the (100), (101), and
(002) planes of Ru0. The presence of only metallic Pd, Ir, and
Ru for the fresh sputter-deposited samples is expected since
these films have been produced with the relevant high purity
metal sputtering target without further treatment (Fig. 3a).

Fig. 3 XRD spectra of a fresh and b used sputter-deposited Pd, Ir, and
Ru films on YSZ. c XRD spectra of fresh and pretreated (used) sputter-
deposited Ru films on YSZ
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After electrochemically promoted propane oxidation exper-
iments (Fig. 3b), the metallic phases were identified for Pd
[20] and Ir, accompanied by significant sharper reflections
due to improved crystallinity. The oxide phases for Pd or Ir
are not detectable via XRD. For the Ru film, reflections of
the metal phase (Ru0, 100, 101, and 100) and metal oxide
(RuO2, 110 and 211) were found. The particle size and
dispersion of the Pd and Ir samples (Table 2) change only
slightly after exposure to reaction conditions. The Ru film
exhibits the most significant decrease in dispersion due to
enhanced particle size, obtained only for the metal phase.
The active surface area, NG, of the Pd and Ir films obtained
from XRD data coincides very well with those obtained from
galvanostatic transient experiments. For these samples, NG

values of the order of 10−7 mol metal have been found with
both methods (XRD and galvanostatic transient technique).
Only in the case of the Ru film NG obtained from transients is
overestimated by an order of magnitude (28×10−7 molRu)
due to the significant Ru oxide formation.

In order to investigate the formation of the very special
crystalline structure of RuO2 (SEM Figs. 1f and Fig. 2a, b),
two more Ru/YSZ samples have been treated as follows:

& Exposure to 20 kPa O2 at 450 °C for 2 h
& Exposure to a reactive gas mixture of 10 kPa O2 and

1.2 kPa propane at 450 °C for 2 h.

Both films have not been used for polarization experi-
ments. SEM characterization (not presented here) showed that
their surface after treatment does not exhibit the impressive
RuO2 crystals of Fig. 1f and Fig. 2a, b, but RuO2 is formed as

in the case of the Ru sample discussed in the previous section.
While fresh and used Ru samples exhibit an average particle
size of 10–20 nm, obtained by SEM and XRD, the impressive
crystalline structures of RuO2 are found in the order of 1–
2 μm. Figure 3c presents these findings via XRD comparing
with the fresh sputtered film. Most likely, the simultaneous
prolonged polarization under higher oxidizing reaction condi-
tions favors the reconstruction of the surface.

Catalytic activity measurements

Figure 4a, b compares the steady-state effect of temperature
on the catalytic CO2 formation rate, C3H8 conversion, and
the open circuit potential (ocp) during the first (a) and second
(b) light off experiment. As shown in Fig. 4a, the fresh Ru
film exhibits higher catalytic activity than Pd and Ir. Only at
higher temperatures (>400 °C) the catalytic activity of Pd
exceeds slightly that of Ru. At 450 °C, the conversion of
C3H8 reaches 14, 11, and 2 % for Pd, Ru, and Ir catalyst-
electrodes, respectively.

A significant catalyst deactivation is observed mainly for
the Ru film which can be related to the formation of Ru
oxides as observed by XRD and the sharp decrease in dis-
persion from 14.2 to 7.4 % (Table 2). Pd and Ir persist in their
metallic phase, their dispersion is almost unchanged
(Table 2), and the loss in catalytic activity is less pronounced.

RuO2 [24, 25] as well as IrO2 [26, 27] films have been
recently used for ethylene [24–27] and toluene [25] oxida-
tion in excess of oxygen. These electrodes have been pre-
pared via wet impregnation in which successive steps of

Fig. 4 Temperature effect on
CO2 formation rate, propane
conversion, and open-circuit
potential utilizing fresh a and
used b Pd/YSZ, Ir/YSZ, and Ru/
YSZ catalyst-electrodes.
PC3H8=1.2 kPa, PO2=10 kPa
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deposition and thermal decomposition of a Ru precursor
solution on YSZ are applied. The films are finally calcined
at 500 and 550 °C, respectively. Only RuO2 or IrO2 as active
phases were obtained in contrast to our study, in which Ru
and Ir have been sputter-deposited and the non-treated films
show only reflections of a metallic phase in conjunction to

the highest catalytic activity in the first light off experiments
(Fig. 4a). After the first exposure to reaction conditions, Ru
is found to be partially oxidized (XRD in Fig. 3b).

The open circuit potential (OCV) decreases for all metal
films in the first light-off experiment from ∼300 mV at
250 °C to ∼−50 mV at 450 °C, while in the second light-off
the OCV is overall much smaller with 100 mVat 250 °C, but
decreases further with increasing temperature to −100 mVat
450 °C for the Pd sample.

Vernoux et al. [12] has carried out OCV measurements
under oxidizing C3H8/O2 and C3H6/O2 mixture as a function
of temperature. An electrochemical cell with two separate
compartments was used, which allows to expose counter and
reference electrodes to air (solid electrolyte potentiometry,
SEP). The corresponding variations of UWR show a gradual
increase with an increase in temperature under C3H8/O2 from

Fig. 5 Temperature programmed reaction (TPR): CO2 formation rate
and propane conversion under open circuit and under both positive
(+1 V) and negative (−1 V) potential application, a Pd/YSZ, b Ir/
YSZ, and c Ru/YSZ. Conditions as in Fig. 3

Fig. 6 Steady-state effect of PC3H8 on the catalytic CO2 formation at
open and closed circuit conditions at constant PO2=3 kPa, T=380 °C

Fig. 7 Steady-state effect of PO2 on the catalytic CO2 formation at open
and closed circuit conditions at constant PC3H8, T=380 °C
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290 °C (−173 mV) to 400 °C (−60 mV) and a much more
pronounced increase in presence of C3H6/O2 from 290 °C
(−546 mV) to 400 °C (−100 mV). This indicates that the
oxygen activity on the catalyst surface can be directly related
to UWR and thus to the hydrocarbon conversion. The SEP
technique has not been applied in the present study since all
three electrodes (working, counter, and reference) have been
exposed to the reactive gas mixture, and comparison of open
circuit potentials is therefore not straightforward. In the pres-
ent case of Pd, Ir, and Ru electrodes the OCV was always

positive at low temperatures and decreased gradually with
increasing temperature.

The continuous measurement of reaction rate r (by means
of the effluent CO2 concentration), catalyst potential UWR,
and current I allowed for transient TPR (temperature
programmed reaction) experiments to be performed. TPR
experiments have been carried out with a constant heating
rate of 2 K min−1 in the temperature range from 200 to
450 °C at constant inlet partial pressures of oxygen and
propane. First, the sample was investigated under open cir-
cuit conditions. After cooling the sample to 200 °C, a posi-
tive potential of UWR=1 V was applied, and the catalyst was
heated under closed circuit conditions again to 450 °C. Fi-
nally, the same procedure was followed for negative poten-
tial application. The main findings are summarized in Fig. 5a
for the Pd film, 5b for Ir, and 5c for Ru. The observed
increase in catalytic rate is highest at 425 °C and led to only
moderate rate enhancement ratios of <2.5 for all catalyst
films of this study. For the three catalyst-electrodes, an
electrophobic-type behavior is observed, i.e., the rate in-
creases with positive potential and decreases with negative
potential application. According to the rules of electrochem-
ical and classical promotion [20–23], the observed
electrophobic behavior suggests that the catalytic rate must
be positive order in the fuel (propane, which is an electron
donor) and zero or negative order in oxygen, which is an
electron acceptor. This is indeed the case for Pd films as
recently shown in [19], but also for propane oxidation on Ir
films, where positive order in C3H8 (Fig. 6) and zeroth order
in O2 (Fig. 7) have been found. At the high oxygen partial
pressures used in this study, the oxygen coverage is high, and

Fig. 8 Arrhenius plots for the CO2 formation rate obtained for Pd/YSZ,
Ir/YSZ, and Ru/YSZ catalyst-electrodes under open circuit conditions.
Conditions as in Fig. 3

Fig. 9 Steady-state effect of applied potential,UWR, on ameasured current, b rate enhancement ratio, ρ, and c apparent Faradaic efficiency,Λ, using
Pd and Ir catalyst-electrodes at 350 and 425 °C. Conditions as in Fig. 3
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thus, the metal (Pd, Ir, and Ru) active sites for hydrocarbon
activation are occupied almost entirely by oxygen.

Under anodic polarization, when the rate increases with
applied potential, the effective double layer of [Oδ−-δ+]
species is formed at the gas exposed surface, and the catalyst
work function is increased (Eq. (1)). This results in a weak-
ening of the Metal (M)-O bonds, since oxygen is an electron
acceptor, and strengthening the M-propane bonds of which
both prevent high oxygen coverage on the catalyst surface
and lead finally to enhanced propane conversion.

Under negative polarization, the rate is slightly lower over
the entire temperature range than the one obtained at open
circuit conditions leading to rate enhancement values ρ<1
(Fig. 5a–c, Fig. 9b). The applied negative current leads to the
reduction of oxygen coming from the gas phase:

O2 gð Þ þ 4e− Mð Þ→2O2− YSZð Þ ð2aÞ

and/or the removal of adsorbed oxygen species:

Oδ�−δþ
� �

Mð Þ þ 2e− Mð Þ → O2− YSZð Þ ð1aÞ

at the working electrode. When oxygen anions are removed
from the catalyst surface, then the average catalyst work
function decreases and the chemisorptive bonds of oxygen
become stronger. Since propane acts as an electron donor, the
M-propane bonds become weaker and a catalytic rate de-
crease is finally observed.

Figure 8 shows an Arrhenius plot of the CO2 formation
rate under open circuit conditions for all three catalyst elec-
trodes of this study. Apparent activation energies, Eact, of 98,
80, and 49 kJ/mol were obtained for Pd, Ir, and Ru catalyst-
electrodes, respectively. In the case of Pd, at temperatures
above 380 °C, the Eact decreases to 53 kJ/mol. This change
cannot be attributed to mass transfer limitation phenomena.
If mass transfer is rate limiting, Λ should be limited to 1 in
the case of slow O2 diffusion, or to 0 in the case of slow C3H8

diffusion. The apparent activation energies increase slightly
with negative and decreases with positive potential applica-
tion, in agreement with EPOC theory [6, 24, 25, 28, 29].

Figure 9 shows the steady-state effect of the applied
potential (UWR) on the measured current (Fig. 9a), the rate
enhancement ratio, ρ (Fig. 9b) and the apparent Faradaic
efficiency, Λ (Fig. 9c) at 350 and 425 °C for Pd and Ir
catalyst-electrodes. As shown in the Tafel plot (Fig. 9a),
the potential-induced current is one order of magnitude larg-
er for Pd catalyst-electrode than that of Ir. Rate enhancement
ratios, ρ, of up to 2.6 were obtained for Pd and up to 2.3 for Ir
at 425 °C. Both catalyst-electrodes show electrophobic be-
havior, the rate is increased with positive polarization, and
decreased with negative one. Apparent Faradaic efficiency,

Λ, values (Fig. 9c) of up to 110 where recorded for Pd and up
to 75 for Ir at 450 °C.

The exchange current density I0 is an important parameter
for the quantitative description of electrochemical promotion
because it allows to estimate the magnitude of the enhance-
ment factor Λ using the open circuit (unpromoted) catalytic
rate and exchange current, I0, from Eq. (9) [6]:

Λ ¼ 2Fr0=I0 ð10Þ

The exchange current I0 depends on the nature of the
electrode (composition of the metal film supporting an equi-
librium reaction), its structure, and morphology (i.e., length
of tpb and surface roughness). It is generally strongly depen-
dent on temperature and increases in the present study for Pd
and Ir electrodes with temperature as expected and observed
from Fig. 9a (I0 at 425 °C 1 (Pd) and 0.5 mA (Ir)). At 425 °C,
the Faradaic efficiency Λ, which expresses the ratio of the
promoted catalytic turnover number per electrochemically
supplied O2− species, is estimated to be 160 and 210 for Pd
and Ir, respectively, which are in reasonable agreement with
the experimental values.

Conclusions

The electrochemical promotion of C3H8 oxidation has been
investigated over Pd, Ir, and Ru catalyst-electrodes which
were sputter-deposited on YSZ disks in the temperature
range between 250 and 450 °C. Under open circuit condi-
tions, the catalytic activity of fresh catalysts was found to
decrease in the order Ru>Pd>Ir; however, at steady state
(used catalysts), the activity order was Pd>Ru>Ir. This
change has been attributed to severe oxidation of the Ru
catalyst-electrode surface, as confirmed also by SEM and
XRD analyses. Electrophobic type behavior was observed
for all studied catalyst-electrodes, i.e., the rate increases with
positive potential application. This behavior has been attrib-
uted to the potential-induced weakening of the metal-O bond
strength due to Oδ− species migration (spillover) from the
YSZ support to the catalyst surface under anodic polariza-
tion, which results in the formation of a more active Oads

species and also lowers the oxygen coverage. Rate enhance-
ment ratios, ρ, are moderate with values of up to 2.6 for Pd,
2.2 for Ir, and <2 for Ru.
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� The performance of SOFC with non-
uniform potential operation was
evaluated.

� Maximum stack temperature
gradient and stack temperature were
considered.

� Non-uniform potential SOFC stacks
with a cooler show higher perfor-
mance.
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a b s t r a c t

The performance and the operation viability of solid oxide fuel cells (SOFC) fueled by reformed methane
using the concept of non-uniform potential operation were evaluated by one-dimensional finite differ-
ence analysis. Two thermal constraints including maximum acceptable stack temperature gradient and
maximum stack temperature were the criteria for considering the operation viability. The average power
density was used as a performance indicator. In addition, two major process parameters: fuel and air
inlet temperatures and the operating voltage were examined to determine the suitable values for
different viabilities. The results revealed that non-uniform potential SOFC with two stack sections
operating at different voltages could not offer a significantly higher average power density compared
with the uniform potential SOFC owing to thermal constraint limitations. The installation of coolers
between the stacks is important and it could offer 12.8% improvement in average power density.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Due to the continuous increase in fossil fuel price, alternative
developments of high-performance and environmental-friendly
technologies for electricity generation are desirable. Fuel cell
technologies have been of interest over the last decade owing to
higher electrical efficiency compared with conventional combus-
tion heat engines [1]. This is due to the direct conversion of

chemical energy to electrical energy via electrochemical reactions
whilst a prior conversion of the chemical energy to thermal and
mechanical energies takes place in the combustion heat engines
along with greater irreversible losses. Among various types of fuel
cells, the solid oxide fuel cell (SOFC) is a promising technology as it
offers number of advantages: (1) high operating temperature
which enhances the rate of electrochemical reactions and inhibits
the overpotential losses, (2) improved electrical efficiency as the
high-temperature exhaust gas (1073e1273 K) is utilized to produce
additional electricity via gas turbine/engine cycle [1,2], and (3) fuel
sources such as methane, ethanol, natural gas or oil derivatives can
be used without pre-processing constraints.
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The improvement of SOFC performance has beenperformed using
three mainmethods: the development of a new component material
to offer a low overpotential loss [3,4], the combination of SOFC stack
with heat engines to generate additional electricity [5,6] and the
optimization of operating conditions [7]. Among the optimization
techniques, concept of using the so-called “non-uniform potential
operation” is of interest [8e11]. In this concept, a SOFC stack is divided
into several sections and operated at different operating voltages.
Near the entrance of the fuel cell stack,whereH2 concentration in fuel
gas and rate of electrochemical reaction are high, a high value of cell
voltage is used tomaximize thepowerdensity. Inversely, near the exit
of the stack, lowcell voltage is set tomaintain SOFCpowerdensityat a
high value although the electrochemical reaction rate is low due to
low H2 concentration of the fuel gas. Selimovic and Plasson [8]
investigated the non-uniform potential operation in networked-
SOFC stacks combined with a gas turbine cycle. They concluded that
an increase in the electrical efficiency of 5% could be achieved by
improving the thermalmanagement. Also, Auet al. [9] found that0.6%
improvement in the electrical efficiency could be achieved formolten
carbonate fuel cell (MCFC)when the conceptofnon-uniformpotential
operation was applied [9]. The implementation of this concept in
polymer electrolyte membrane fuel cell (PEMFC) was also examined
[10]. The results indicated that PEMFC implementing the concept of
non-uniform potential operation offered 6.5% improvement in the
power density compared with the conventional PEMFC. Vivanpatar-
akij et al. [11] investigated the implementation of this concept by
considering power density as a performance indicator and achieved
9.2% enhancement in the power density by implementing a non-
uniform potential operation. Although, non-uniform potential oper-
ation improved the performance of SOFC, further operating parame-
ters such as the thermal behavior of solid part inside SOFC stack
implementing this concept would promote even more the perfor-
mance as a large amount of heat is generated due to the irreversibility
of the electrochemical mechanism at higher level of the electrical
generation. Recently, Guan et al. [12] developed an experimental
method to measure temperatures inside stacks using thin K-type
thermocouples and self-developed CAS-I sealing materials. The re-
sults have shown that temperature distribution of unit cells was non-
uniform: the maximum temperature difference between inlet and
outlet was about 200 K. The lack of knowledge in the selection of the
operating conditions would cause high temperature gradients along
the SOFC stack and some solid parts in the stack would be damaged.

In this study, the implementation of “non-uniform potential
operation” concept in SOFC fueled by pre-reformed methane was
examined using one-dimensional analysis (1-D analysis) for the
investigation of stack performance and thermal behavior along the
SOFC stack. The calculation using 1-D analysis could well represent
the actual SOFC stack behavior as reported by Sorrentino et al. [13].
Methane is an attractive fuel gas as it is present at high concentra-
tions in several fossil and renewable sources such as natural gas

[14,15] and biogas [16]. The utilization of methane as a fuel in SOFC
has beenwidely studied [17e20]. Methane could be directly used as
a fuel in an anode chamber of SOFC stack; the performance of
methane-fueled SOFC stack was significantly lower than that of H2-
fueled SOFC stack as described in our recent work [21]. Moreover,
direct utilization of methane in SOFC stack caused inhibition of the
performance of SOFC stack due to carbon-deposited blocking inside
anode pore [22]. Therefore, the pre-reformer is preferable to be
installed in SOFC system in order to initially convert methane into
hydrogen. An installation of pre-reformer not only inhibits carbon
blockage in the anode chamber but also enhances the power density
of the SOFC stack [23]. In this study, the average stack power density
is considered as a performance indicator. Operating parameters and
SOFC stack configuration are varied to examine operation patterns,
inlet temperature and operating voltage that offer maximum power
density under stringent thermal constraints i.e. maximum accept-
able stack temperature gradient (TG,acp) and maximum acceptable
stack temperature (Tmax,acp). Moreover, a new configuration of
installing inter-cooler with non-uniform potential SOFC operation is
proposed to achieve higher average power density.

2. Modeling

The operation of SOFC takes place at the following configuration.
The reformed methane is fed into the SOFC stack at the entrance of
anode chamber, while air, performing as the oxidizing agent, is fed
at the entrance of cathode chamber of SOFC stack. Anode and
cathode chambers are separated from each other by solid electro-
lyte. Inside the cathode, oxygen present in air is reduced to oxygen
ions (Eq. (1)) which permeate via the solid electrolyte to the anode
chamber where the reaction between oxygen ions and hydrogen
takes place to generate steam (Eq. (2)). CO electro-oxidation was
assumed to be negligible due to its lower reaction rate compared
with H2 electro-oxidation [24], and to be consumed in the anode
chamber via wateregas-shift (WGS) reaction, where reaction rates
are high at elevated operating temperatures [25e27]. The SOFC is
composed of an anode chamber (Nieyttria stabilized zirconia), an
electrolyte (yttria stabilized zirconia), and a cathode chamber
(Lanthanum strontium manganiteeyttria stabilized zirconia).

1
2
O2 þ 2e�/O2� (1)

H2 þ O2�/H2O (2)

The open circuit voltage ðEjÞ was calculated using the Nernst
equation (Eq. (3)).

Ej ¼ Ej0 þ
RTje
2F

ln

0
@pjH2

�
pjO2

�1=2

pjH2O

1
A (3)

Fig. 1. A small element divided for the calculation in SOFC cell.
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Irreversible loss generated inside the SOFC stack was calculated in
term of overpotential. The difference between open circuit voltage
and the summation of all irreversible loss was named operating
voltage (Eq. (4)). In this study, three major types of overpotential
were taken into account: activation overpotential, ohmic over-
potential and concentration overpotential. The estimation of these
overpotentials was given in our recent work [28].

V ¼ Ej � hjact � hjohm � hjcon (4)

Inside the anode chamber, H2 was consumed via the electro-
chemical reaction. Additional hydrogen is obtained via methane
steam reforming (Eq. (5)) and WGS (Eq. (6)). The rate of methane
steam reforming reaction was computed using Eq. (7) [29], while
WGS was assumed at chemical equilibrium due to its fast reaction
rates at high operating temperatures [25e27]. Equations ofmass and
energy balances were solved for each small controlled volume (1-
mm distance) (Fig. 1) via one-dimensional (1-D) finite difference
method in the flow direction of SOFC stack using computer coding in
Visual Basic forMS Excel. The following assumptionswere applied in
order to simplify the calculation: (i) SOFC stack was operated in
adiabatic mode; (ii) heat radiation between solid components inside
the stack was neglected [13]; (iii) heat conduction in the solid
electrolyte was neglected [13]; (iv) only electrochemical reaction via
H2 electro oxidation takes place; (v) pressure drop generation due to
the flow of gas along the stack was neglected. The calculation of
mass balance around the control volume was performed using Eqs.
(8) and (9) for the anode and cathode chambers, respectively.

CH4 þ H2O4COþ 3H2 (5)

COþ H2O4H2 þ CO2 (6)

rjref ¼ 4274Aje
�
�

82000

RTja

�
pjCH4

0
@1�

pjCO
�
pjH2

�3

pjCH4
pjH2O

Kj
ref

1
A (7)

Njþ1
a;k ¼ Nj

a;k þ
X
n

vk;nr
j
n þ

vk;eleci
jAj

2F
(8)

Njþ1
c;k ¼ Nj

c;k þ
vk;elecijAj

2F
(9)

Operating voltage was assumed to be constant along the SOFC
stack as its current collector usually has a high electrical conduc-
tivity. Heat generation in electrolyte due to the irreversibility of
electrochemical mechanism and exothermic WGS are transferred
into the bulk gas flow inside anode and cathode chambers through
heat convection phenomena. Energy balance around solid tri-layer
for each control volume was performed using Eq. (10). The energy
balance of bulk fluid flow for anode and cathode chambers was
calculated via Eqs. (11) and (12), respectively.

Hjþ1
a ¼ Hj

a þ haAj
�
Tje � Tja

�
(11)

Hjþ1
c ¼ Hj

c þ hcAj
�
Tje � Tjc

�
(12)

To evaluate the viability of SOFC stack, two parameters were
considered: the maximum stack temperature gradient (TG) and the
maximum stack temperature (Tmax). The former parameter was
defined as maximum spatial temperature change in electrolyte
along the stack length and the maximum stack temperature was
designated asmaximumvalue of temperature along the SOFC stack.
The maximum acceptable stack temperature gradient (TG,acp) of
10 K cm�1 [30] and maximum acceptable stack temperature
(Tmax,acp) of 1273 K were set as thermal constraints for the viable
operation of SOFC stack in this study. The technical terms, i.e.
average current density (iavg), average power density (pavg), total
fuel utilization (Uf), electrical efficiency (h) and %excess air ( 3air)
were defined as expressed below;

iavg ¼

P
j
ijAj

P
j
Aj

(13)

pavg ¼ iavgV (14)

Uf ¼

0
@

P
j

ijAj

2F

1
A

4FCH4

(15)

h ¼
"

P�
LHVfuel;in

��
Ffuel;in

�
#
� 100 (16)

3air ¼
�
0:21

	
Fair;in



2FCH4

�
� 100 (17)

Methane was assumed to be initially reformed using steam to
methane molar feed ratio of 2.5 operated at SOFC feed temperature
(Tin) prior to be fed to the anode chamber of SOFC stack as shown in
Fig. 2. Chemical equilibrium was assumed for this reforming reac-
tion in the pre-reformer. The term “methane flow rate, FCH4

” rep-
resents methane feed rate to the reformer and the term “% excess

�haAj
�
Tje � Tj

a

�
� hcAj

�
Tj
e � Tjc

�
þ

"
ð�DHÞjelec

2F
� V

#
ijAj þ

X
n

rjnð�DHÞjn ¼ 0 (10)

Fig. 2. Material flow schemes of a) uniform potential SOFC stack (1-section SOFC), and
b) non-uniform potential SOFC with two sections (2-section SOFC).
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air, 3air” was defined as percent of oxygen feed rate (to cathode
chamber) to the stoichiometric flow rate of air for complete com-
bustion of FCH4

. The values of 3air and FCH4
were kept constant at

240% and 1.08 mol h�1, respectively.

3. Results and discussion

The SOFC stack dimensions and input parameters were initially
set as summarized in Table 1. Model verification for the calculation
of SOFC stack’s performance was performed as described in our
previous work [31]. The verifying results confirmed that the uti-
lized SOFC stack model could well predict the experimental results
of Zhao and Virkar [32] for the mixture of 97% H2 and 3% CO.

To improve the performance and operating viability of SOFC, the
comparison between the performance of 1-section SOFC (Fig. 2a)
and 2-section SOFC (Fig. 2b) was first investigated. Inlet tempera-
ture of reformed methane and air was set at 998 K, while the

operating voltage of SOFC stack was varied until its optimum value
which offers the highest average power density was obtained. As
shown in Fig. 3a and b, with the optimum operating voltage of
0.778 V, maximum power density was found at the stack length of
0.25 m while stack temperature and temperature gradient were
always lower than their maximum acceptable values along the
SOFC stack. Concentration of hydrogen in anode gas continuously
decreased in the flow direction (Fig. 3b) due to the utilization of
hydrogen in the electrochemical reaction. In the first half of SOFC
stack, the power density increased in the flow direction until its
maximum value was reached due to the decrease in overpotential
(increase in stack temperature). However, near the gas exit of the
stack, the power density decreased along the flow direction. This
was due to both the decrease in hydrogen concentration (Fig. 3b)
and rate of electrochemical reaction. Moreover, the open circuit
voltage became very low near the gas exit (Fig. 3c) due to the high
stack temperature. This would imply that the effect of the decrease
in hydrogen concentration in anode bulk gas and open circuit
voltage dominated the effect of the decrease in overpotential near
the gas exit of SOFC stack. From the calculations, for the case of 1-
section SOFC, the optimum operating voltage of 0.778 V could
provide average power density and fuel utilization of 0.29 W cm�2

and 0.645, respectively.
From the results observed with the 1-section SOFC, the differ-

ence between the open circuit voltage and operating voltage is very
high and becomes lower at the exit point of the stack (Fig. 3c). This
envisions different behaviors inside the SOFC stack and suggests
that division of SOFC stack into various sections with different
operating voltage may improve the average power density of SOFC
stack. The performance of 2-section SOFC was therefore considered
using two scenarios: (a) 2-section SOFC with high voltage at the 1st

Table 1
Summary of model parameters used in 1-D analysis [33e34].

Parameters Value

SOFC cell
la 750 mm
lc 50 mm
L 50 mm
Cell length 400 mm
Cell width 100 mm
Anode channel height 1 mm
Cathode channel height 1 mm
ha ¼ hc 0.2 kJ m�2 s�1 K�1

Operating pressure 1 bar

Fig. 3. The distributions of a) stack temperature and power density, b) stack temperature gradient and H2 concentration in anode bulk gas, and c) open circuit voltage/operating
voltage/overpotential along the stack for 1-section SOFC at maximum average power density (Tin ¼ 998 K with optimal operating voltage of 0.778 V).
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section (2Se1 V) and (b) 2-section SOFC with high voltage at the
2nd section (2Se2 V). For the section operating at high operating
voltage, the operating voltage and the low-voltage section were set
to 0.8 V and 0.76 V, respectively. To evaluate the stack performance
for these scenarios, the 1-section SOFC operating at the optimum
operating voltage was considered as a base case. The performance
of the 2-section SOFC illustrated in terms of power density, oper-
ating voltage and fuel utilization is demonstrated in Figs. 4 and 5.
For 2Se1 V scenario (Fig. 4), the power density at the 1st section is
lower than the base case although the operating voltage was higher
than that of the base case. This is because the increase in temper-
ature and also fuel utilization were lower, and the power density
was therefore inhibited. However, 2Se1 V offered a higher power
density at the 2nd stack section compared with the base case. This
could be explained by the fact that there were large amounts of
remaining H2 fed to the 2nd section of anode chamber due to low
fuel utilization in the 1st section of stack, leading to high electro-
chemical reaction rate at the 2nd section of SOFC stack and hence a
higher power density. Due to high fuel utilization at the 2nd section
of stack, the increase in stack temperature of 2Se1 V was also
higher when compared with that of the base case. For 2Se2 V
scenario (Fig. 5), superior power density to the base case was

Fig. 4. The distribution of a) power density and stack temperature and b) open circuit
voltage/operating voltage/overpotential and accumulated fuel utilization along the
stack between the base case and 2-section SOFC with V1 ¼ 0.8 V and V2 ¼ 0.76 V
(Tin ¼ 998 K).

Fig. 5. The distribution of a) power density and stack temperature and b) open circuit
voltage/operating voltage/overpotential and accumulated fuel utilization along the
stack between the base case and 2-section SOFC with V1 ¼ 0.76 V and V2 ¼ 0.8 V
(Tin ¼ 998 K).

Fig. 6. Comparison of the distribution of stack temperature gradient along the stack
between the base case, 2-section SOFC with V1 ¼ 0.76 V and V2 ¼ 0.8 V, and 2-section
SOFC with V1 ¼ 0.8 V and V2 ¼ 0.76 V (Tin ¼ 998 K).
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achieved at the 1st stack section due to higher fuel utilization. This
also caused a sharp increase of temperature in the 1st stack section
for 2Se2 V. However, the power density of 2Se2 V in the 2nd stack
section became lower when compared with that of the base case.
This might be due to lower H2 concentration and rate of electro-
chemical reaction. These results imply that the difference in the
open circuit voltage and operating voltage majorly controlled the
fuel utilization as shown in Fig. 5b, the voltage difference increased
along with the fuel utilization rate. The accumulated fuel utilization
presented in Figs. 4b and 5b for 2Se1 V and 2Se2 V, respectively,
indicates the total fuel utilization from the gas entry of SOFC stack
to the specified stack position. An increase in the voltage difference
represents a high overpotential making the temperature gradient
at the 1st stack section for 2Se2 V and at the 2nd stack section for
2Se1 V over the limit as shown in Fig. 6. It could be concluded
that the decrease in operating voltage enhances the power density;
however, thermal constraint of SOFC operation could also be
infringed. By considering the reason above, the selection of sui-
table operating voltage for 2-section stack should be carefully
considered.

The values of operating voltage for the 1st section (V1) and
2nd section (V2) of 2-section SOFC stack were varied to study
their effects on average power density and fuel utilization as
shown in Fig. 7. The results demonstrate that the decrease in V1
and V2 could improve the average power density and also pro-
mote fuel utilization of SOFC stack. However, it is not likely that
operation of 2-section SOFC offered a greater average power

density than the base case under the safe operation area (the area
where the operating conditions offered TG and Tmax below their
maximum acceptable values). In this work, the optimum values of
V1 and V2 of 2-section SOFC were found to be at 0.768 and
0.782 V, respectively (Fig. 7). As summarized in Table 2, an
insignificant improvement of 0.69% in average power density of
2-section SOFC over 1-section SOFC is observed. At the optimum

Fig. 7. Effect of operating voltage (V1 and V2) on the average power density and fuel
utilization of 2-section SOFC (Tin ¼ 998 K).

Table 2
Comparison of the performance of the optimum cases of 1-section SOFC, 2-section SOFC, 2-section SOFC-T and 3-section SOFC-T.

Operation mode Optimum case
of 1-section SOFC

Optimum case of
2-section SOFC

Optimum case of
2-section SOFC-T

Optimum case of
3-section SOFC-T

FCH4 ;eq (mol s�1) 0.0003 0.0003 0.0003 0.0003
3air (%) 240 240 240 240
Uf (e) 0.6451 0.6462 0.7739 0.7425
Operating voltage (V) 0.778 V1 ¼ 0.768 V1 ¼ 0.79 V1 ¼ 0.789

V2 ¼ 0.782 V2 ¼ 0.731 V2 ¼ 0.755
V2 ¼ 0.719

Average Power density (W cm�2) 0.2903 0.2923 0.3274 0.3090
Average Current density (A cm�2) 0.3732 0.3738 0.4479 0.4297
h (%) 39.13 39.40 44.13 41.65
Electricity produced (W) 116.14 116.93 130.96 123.60
Maximum stack temperature (K) 1271.71 1273.11 1227.57 1169.14
Maximum stack temperature gradient (K cm�1) 9.21 9.93 9.94 9.97

Fig. 8. The distribution of a) stack temperature and power density and b) stack tem-
perature gradient along the stack between the base case and the optimum operation of
2-section SOFC (Tin ¼ 998 K).
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operation, the profiles of power density, stack temperature, and
stack temperature gradient along the SOFC stack of 2-section
SOFC were almost similar to those of the base case as shown in
Fig. 8a and b. This is due to the narrow thermal-safe operation
area which limited the operation of 2-section SOFC (Fig. 7). It
could be concluded that the operation of 2-section SOFC with the
consideration of a solely operating voltage cannot significantly
improve the SOFC performance.

As discussed previously, although the stack temperature played
the major role in controlling the stack performance, thermal
constraint is another important factor that could limit its perfor-
mance. In Fig. 9, it is shown the effect of operating voltage and
operating temperature on the power density of SOFC operation,
which were calculated based on the chemical equilibrium compo-
sition of methane steam reforming reaction. The results show that
the power density was improved when SOFC was operated at high
temperature and low operating voltage. To further envision the
effect of stack temperature on the SOFC performance, the effect of
inlet temperature of fuel and air (Tin) was studied for 1-section
SOFC. The results, as demonstrated in Fig. 10, show that despite
the fact that the operation of SOFC at high temperature and low
voltage could offer a high power density, this operation was still
impractical as TG and Tmax exceeded their limiting values. As shown
in Fig. 10a and b, when Tin was higher than 998 K, the operation of
1-section SOFC was controlled by the constraint of Tmax,acp, while
the constraint of TG,acp became an operation-controlling criteria as
the inlet fuel temperaturewas lower than 998 K. Moreover, for high
Tin, 1-section SOFC could not be operated at low operating voltage
due to the thermal constraints. To overcome the thermal con-
straints, values of the operating voltage larger than 0.81 V were
required when Tin is 1048 K, while a value of the operating voltage
as low as 0.778 V could be operated for 1-section SOFC operating at
Tin of 998 K (Fig. 10a). Operation of SOFC at a higher Tin (ranging
from 1048 K to 998 K) caused lower average power density
(Fig. 10a) and total fuel utilization (Fig. 10c).

To operate at favored conditions (high temperature and low
operating voltage) with the thermal-secured operation, the new
SOFC configuration, “non-uniform potential and 2-section SOFC

Fig. 9. Effect of operating voltage and operating temperature on power density of SOFC
calculated based on the chemical equilibrium composition of steam methane
reforming reaction with the steam to carbon ratio of 2.5.

Fig. 10. The distribution of a) stack temperature and power density, b) stack temperature gradient, and c) accumulated fuel utilization along the SOFC stack for the optimum
operation of 1-section SOFC at different Tin.
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stack equipped with a cooler, (2-section SOFC-T)” was proposed.
The scheme of this configuration was similar to that of 2-section
SOFC, except installation of an additional cooler between the
first and the second sections of the stack as shown in Fig. 11. With
this configuration, the outlet gas streams from the cathode and
anode chambers of the 1st section of stack were fed to the cooler,
where temperature of gas stream was reduced to Tin,2 prior to be
fed to the 2nd section of stack. The effects of inlet temperatures
(Tin,1) and (Tin,2) of fuel and air for the 1st and 2nd stack sections,
respectively, as well as those of operating voltages (V1) and (V2) of
the 1st and the 2nd stack sections, respectively, on performance of
2-section SOFC-T were studied. To simplify the calculations, Tin,1
was assumed equal to Tin,2 and both of them were similar to Tin.

The operating voltages V1 and V2 were varied until their optimum
values (the value that allowed the maximum average power
density of 2-section SOFC-T) were achieved and all thermal con-
straints were pursued. The stack temperature and power density
profiles for the optimum case of 2-section SOFC-T along the stack
with the variation of Tin are illustrated in Fig. 12. The results show
that Tmax of 2-section SOFC-T operated at Tin between 998 K and
1098 K were largely lower than those of the base case (1-section
SOFC) and Tmax,acp. Therefore, the thermal constraint for the
operation of 2-section SOFC-T was the controlling of TG of SOFC
stack to be lower than TG,acp. As shown in Fig. 13, unlike the 1-
section SOFC and 2-section SOFC, the limitation of the value of
TG is challenged with the operation of 2-section SOFC-T, especially
for the operation at Tin ¼ 1048 K, where this situation is found at
both gas entry and middle position of the two SOFC sections. The
thermal constraint challenge at the gas entry was caused by the
high H2 concentration of anode fuel gas stream that accelerates
the rate of electrochemical reaction at this stack position, while
the challenge at the middle of the stack was caused by the
enhancement in the electrochemical reaction rate due to the in-
crease in stack temperature. However, the selection of the
appropriate Tin is also an important issue for the control of the
performance of 2-section SOFC-T. At Tin ¼ 998 K, the thermal
constraint challenge for 2-section SOFC-T is found only at near the
gas exit of both two sections. For the case that Tin ¼ 1098 K, the
thermal constraint was challenged only at the gas entries of each
section. This is because the rate of electrochemical reaction at the
gas entry was very high due to its high operating temperature.
Moreover, with high Tin, desirable low operating voltage could not
be operated due to the thermal constraint at the gas entry. The
summary of average power density and optimum operating
voltage at different Tin of 2-section SOFC-T are given in Fig. 14. The
maximum power density of 0.327 W cm�2 was achieved at
Tin ¼ 1048 K and optimum values of V1 and V2 of 0.79 and 0.731 V,
respectively. The maximum average power density of 2-section
SOFC-T is 12.77% higher than that of the base case (1-section
SOFC). If Tin was lower than its optimum value, average power
density of 2-section SOFC-T became lower due to lower electro-
chemical reaction rate. Increase in power density of 2-section
SOFC-T was also inhibited when operating at high Tin (Fig. 14).
This is due to the fact that low desirable operating voltage cannot
be operated at high Tin owing to the thermal constraint. The 2-
section SOFC-T could offer a higher stack performance compared
with the 1-section SOFC.

Fig. 11. Schematic diagram of non-uniform potential 2-section SOFC stack equipped
with cooler, 2-section SOFC-T.

Fig. 12. The distribution of stack temperature and power density along the SOFC stack
for the optimum case of 2-section SOFC-T operating at different Tin.

Fig. 13. The distribution of stack temperature gradient along the SOFC stack for the
optimum operation of 2-section SOFC-T at different Tin.

Fig. 14. Power density and optimum V1, and V2 of 2-section SOFC-T at different Tin.
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To further evaluate the performance of non-uniform potential
SOFC stack equipped with a cooler, the non-uniform potential SOFC
stack with 3 sections equipped with 2 coolers, 3-section SOFC-T,
was proposed as shown in Fig. 15. With this configuration, the
length of each stack section was set to be similar to one another
while inlet temperatures of fuel gas and air streams for each stack
section were assumed similar and equal to Tin
(Tin ¼ Tin,1 ¼ Tin,2 ¼ Tin,3). Tin of 3-section SOFC-T was varied and
optimum values of V1, V2, and V3 for each Tin were examined. As
shown in Fig. 16, similar to the case of 2-section SOFC-T, the
maximum average power density of 3-section SOFC-T was achieved
when Tin¼ 1048 K. To achieve themaximum average power density
for each Tin, V1 was always set to be higher than V2 and V2 to be
higher than V3. It is observed that the increase in the number of
sections could not improve the SOFC performance. As summarized
in Table 2, maximum achieved average power density of 3-section
SOFC-T was 0.309 W cm�2, which was lower than that of 2-section
SOFC-T (0.327 W cm�2). As shown in Fig. 17a, since the length of
each stack section of 3-section SOFC-T was too short, its power
density could not reach its maximum value. With the defined SOFC
stack dimension and electrochemical reaction rate, unlike 2-section
SOFC-T, adequately high stack temperature could not be achieved at
the gas exit of each section for 3-section SOFC-T as shown in
Fig. 17b. This result reveals that, apart from the operating voltage,
average power density as well strongly depended on the stack
temperature.

It is noted that this work presented the success of applying non-
uniform potential SOFC with a novel inter-cooler to overcome the
limitation of temperature gradient by trial methodology. However,
using complete optimizationmethodology could offer more precise
suitable operating parameters. In addition, the effects of other
design parameters such as the length of each stack section, the gas
inlet temperature for each stack section, and % excess air should
also be considered.

4. Conclusion

In this study, one-dimensional finite difference method was
applied to evaluate the performance of non-uniform potential SOFC
stack. Power density was considered as a performance indicator of
the operation of SOFC stack fueled by reformed methane. The eval-
uation was performed based on two thermal constraints: maximum
acceptable stack temperature of 1273 K and maximum acceptable
stack temperature gradient of 10 K cm�1. Initially, the first proposed
non-uniform potential SOFC with two sections (2-section SOFC) was
evaluated. With this configuration, SOFC stack was divided into two
sections operating at different operating voltages. The values of

Fig. 15. Schematic diagram of non-uniform potential 3-section SOFC stack equipped with two coolers, 3-section SOFC-T.

Fig. 16. Power density and optimum V1, V2, and V3 of 3-section SOFC-T at different Tin.
Fig. 17. The distribution of a) power density and b) stack temperature along stack
length of the optimum cases of 1-section SOFC, 2-section SOFC-T and 3-section SOFC-T.
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operating voltage of each section of 2-section SOFC were varied to
determine maximum average power density under the two thermal
constraints. The results indicated that 2-section SOFC can offer only
0.69% average power density higher than traditional 1-section SOFC
with the optimum values of operating voltage of 0.768 V for the 1st
section and of 0.782 V for the 2nd section. To achieve a high power
density and simultaneously overcome the thermal constraints, a new
configuration of non-uniform potential SOFC, non-uniform potential
and 2-section SOFC stack equipped with a cooler (2-section SOFC-T)
was proposed. In this configuration, the cooler was installed to
reduce temperatures of the fuel gas and air outlet from the 1st sec-
tion prior to be fed to the 2nd section. It was found that not only
operating voltage that played an important role in the operation of 2-
section SOFC-T but also the inlet fuel and air temperatures are critical
factors affecting the performance of 2-section SOFC-T. The value of
the temperature should, therefore, be well selected to overcome the
thermal constraints and minimize the overpotential. The maximum
average power density of the 2-section SOFC-T was achieved when
the inlet fuel temperature was set at 1048 K and the values of
operating voltages of the 1st and 2nd sectionswere equal to 0.79 and
0.731 V, respectively. By operating at this condition, the 2-section
SOFC-T offered 12.8% improvement in average power density
compared with the 1-section SOFC. With the defined SOFC stack
dimension and electrochemical reaction rate, an increase in the
number of section from 2 sections to 3 sections (3-section SOFC-T)
could not improve the average power density since the high stack
temperature was not reached at the gas exit of each section for 3-
section SOFC-T and its overpotential was high. Further detailed
study should be performed in order to optimize other process pa-
rameters of 2-section SOFC-T, such as the length of each stack section
and the fuel gas inlet temperature for each stack section.
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Nomenclature

A: SOFC stack active area [m2]
E: electromotive force [V]
E0: electromotive force at standard pressure [V]
F: Faraday constant (9.6495 � 104) [C mol�1]
Fair,in: inlet air flow rate to SOFC [mol s�1]
FCH4 ;eq: methane equivalent flow rate [mol s�1]
Ffuel,in: inlet fuel flow rate to SOFC [mol s�1]
h: heat transfer coefficient [W m�2 K�1]
DHi: heat of reaction for reaction i [J mol�1]
H: energy rate [J s�1]
i: current density [A cm�2]
Kref: equilibrium constant for steam reforming reaction [Pa2]
l: thickness [mm]
LHVfuel,in: lower heating value of SOFC inlet fuel [J mol�1]
Nk: molar flow rate of component k [mol s�1]
pk: partial pressure of component k [Pa]
p: power density [W cm�2]
P: electricity produced [W]
rn: reaction rate for reaction n [mol s�1]
R: gas constant (8.3145) [J mol�1 K�1]
T: temperature [K]
TG: maximum stack temperature gradient [K cm�1]
TG,acp: maximum acceptable stack temperature gradient [K cm�1]
Tin: SOFC inlet temperature of fuel and air streams [K]
Tmax: maximum stack temperature [K]
Tmax,acp: maximum acceptable stack temperature [K]
Uf: total fuel utilization [e]
V: operating voltage [V]
Vn: operating voltage of section n [V]

Greek letters
3air: % excess air [%]
h: electrical efficiency [%]
hact: activation loss [V]
hcon: concentration loss [V]
hohm: ohmic loss [V]
vk,i: stoichiometric coefficient of component k in reaction i [e]

Superscript
j: jth control volume (0, 1, 2,., 400)

Subscripts
a: anode chamber
avg: average
c: cathode chamber
e: electrolyte
elec: electrochemical reaction
k: component (CH4, CO, CO2, H2, H2O, O2, N2)
n: reaction (ref, WGS, elec)
ref: reforming reaction
WGS: water gas shift reaction
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In the present work, commercial-grade activated carbon was
modified by steam activation to improve its surface properties for
high temperature desulfurization. The modified sample was also
further upgraded by impregnating with KOH and KI to promote
the chemisorption with of H2S. The H2S adsorption performance
was tested under the temperature range of 30–550�C using the tem-
perature program adsorption technique to understand the effect of
adsorption temperature on the material adsorption characteristic.
It was found that at ambient temperature, the impregnation of acti-
vated carbon with KOH can promote the H2S adsorption capacity of
activated carbon, whereas the impregnation with KI does not provide
a significant beneficial effect. At high adsorption temperature (upto
550�C), both KOH and KI impregnation considerably improve the
H2S adsorption performance of activated carbon in terms of the
adsorption capacity and breakthrough time. It was revealed from
N2 adsorption, SEM and EDS measurement that the chemical
reactions between H2S and alkaline compounds (KOH and KI) are
promoted at high temperature. Based on all experimental results,
the equilibrium adsorption model using the linear isotherm was
developed to predict the adsorption behavior of these sorbents in
terms of equilibrium isotherm constant and mass transfer coefficient
for later scaling-up process.

Keywords activated carbon; adsorption; alkaline impregnation;
hydrogen sulphide

INTRODUCTION

Gasification of coal and biomass is a process operated
under limited oxygen content and steam environment at

high temperature for producing synthesis gas that can be
used for heat production, generation of mechanical and
electrical power, and production of chemical compounds
(e.g., NH3) and liquid fuel (e.g., Fischer-Tropsch-diesel)
(1–8). The product gas from coal and biomass gasification
generally contains the major components (i.e., CO, H2,
CH4, H2O, CO2, and N2) and inorganic impurities (e.g.,
H2S and COS) (5–10). The composition of the product
gas from the gasification process depends on the type of fuel
sources and reactor, and conditioning parameters of the
process (5–8,11,12). Typically, the concentration of sulphur
species obtained from the gasification of the woody com-
pounds (e.g., black liquor) from pulp and paper manufac-
turing is in the range of 2000 to 3000 ppmv (13). It has
been commonly known that H2S is a poisonous gas, which
is not only toxic for humans but also highly corrosive for
machines and engines (e.g., gas turbine) (4–16). Thus, most
of the refinery and power plants must remove H2S from the
synthesized gas produced from gasification before being
passed onto gas turbines or other engines (4–10,12).

Conventional H2S removal process in Integrated
Gasification Combined Cycles (IGCC) power plant is wet
scrubbing process. This process decreases thermal efficiency
of the power plant because the temperature of the gas is
cooled down during the gas purification process so the pur-
ified gas must be preheated to high temperature before it is
fed into a gas turbine (4,5,8–10). The high temperature
desulfurization process can eliminate the cooling and heat-
ing step of gas before it turns to gas turbine and raises the
thermal efficiency of the power plant (4,5). Thus researchers
are trying to develop adsorbents for high temperature
desulfurization process (4–6,8–12,18–20). Adsorbents that
had been used for downstream hot gas desulfurization were
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transition metal oxides (e.g., ZnO, CuO, Mn2O3, Fe2O3,
CeO2) and mixed transition metal oxides (e.g., zinc ferrite;
ZnFe2O4, Zn-Ti-O, CuO-CeO2) (4,7,10,18,19,21,22). Typi-
cally, these metal oxides are converted to metal sulfides
during the sulfidation step and are sequentially regenerated
by the oxidation of metal sulfides to metal oxides. However,
the sulfidation and regeneration cycles of these adsorbents
lead to the degradation or pulverization into fine powder
of the adsorbents (4,7,9,10,18,19,21,22). In addition, SO2

is a by-product from the regeneration step and it has been
known that it is a toxic and corrosive gas (18,23). Therefore,
SO2 must be removed from the flue gas of the power plant
before being vented out to the atmosphere, so the adsorp-
tion process of SO2 is needed in the desulfurization of
synthesis gas produced from coal gasification (23,24).

The other disadvantage of transition metal oxide is an
expensive adsorbent. For example, the price of zinc oxide
desulfurization catalysts is US $1,500–10,000=ton (25,26).
The price of coconut shell activated carbon that is used
for non-specific gas purification is made by a manufacturer
in Thailand is US $ 1,500=ton (27). Besides the low cost of
activated carbon for downstream hot gas desulfurization,
the other advantage of activated carbon is the elimination
of regeneration of the adsorbent and SO2 removal from flue
gas (5,6,9). Thailand has abundant agricultural waste
materials that could be raw material for the production of
activated carbon (i.e., coconut shell, corncob, rice husk,
bagasse, palm-oil shell, sawdust fly ash, macadamia nut-
shell, bamboo, and Jatropha curcas fruit shell) (28–37). At
present, manufacturers in Thailand produce various types
of activated carbon from the agricultural materials and
use in non-specific liquid and gas purifications (37–39).
Especially, commercial-grade activated carbon is an inex-
pensive adsorbent; therefore, our research aims to upgrade
this commercial-grade activated carbon for specific H2S
adsorption application (e.g., treatment of hot gas from the
gasification process).

Previously, researchers have studied and reported the
performance of potassium hydroxide (KOH) and potassium
iodide (KI) impregnated activated carbons on H2S removal
at ambient temperature under dry, moist air, or biogas con-
dition (40–45). Nevertheless, the performances of KOH and
KI impregnated activated carbons at high temperature
using temperature program adsorption have not been inten-
sively investigated. In the present work, the commercial-
grade activated carbon was modified by

i. wet impregnation of potassium compounds (i.e., KOH
and KI) and

ii. the combination of steam re-activation and wet impreg-
nation method with an aim to promote both the surface
area properties and the chemisorptions of the sorbent.

This is a novel method for upgrading the activated carbon
for H2S adsorption at ambient and importantly at high

operating temperature, which is greatly beneficial for high
temperature desulphurization applications. The H2S
adsorption performance of these activated carbons was
studied at both low and high adsorption temperatures in
order to understand the effect of adsorption temperature
on the material adsorption characteristic, which would be
useful for high temperature desulphurization applications.
From the study, the influence of surface area, pore volume,
and surface chemistry of each potassium-based impreg-
nated activated carbon on H2S adsorption performance
was discussed and the H2S adsorption mechanism on the
KOH and KI impregnated activated carbons at low and
high temperature were proposed. In addition, based on
the experimental results, the computational simulation of
H2S adsorption was developed in order to predict the
adsorption behavior of developed sorbents for later scaling
up step.

EXPERIMENTAL

Activated Carbon Sample

Samples in this experiment are commercial and modified
activated carbons. The commercial-grade of granular
activated carbon (namely in the present work as ‘‘AC’’) is
supplied from Carbokarn Company Limited (Thailand).
The surface properties of this commercial activated carbon
are given in Table 1. The methods for modification of the
AC were a wet impregnation method and the combination
of steam re-activation and wet impregnation method. For
the first method, 0.00125mole of KOH was dissolved with
deionized water. Then, 1 g of the AC was soaked with
KOH solution for 30min before being heated at 100�C to
evaporate water and dried at 110�C for 24 h. Activated car-
bon, which was impregnated with 0.00125mole of KOH, is
referred to as ‘‘AC_KOH’’. The letter ‘‘E’’ that is added to
the sample name means the exhaustion of activated carbon
in the H2S adsorption process. For example, AC_KOH-E is
an exhausted KOH impregnated activated carbon.

The second method combines the steam re-activation
and wet impregnation. First, the AC was filled in a quartz
tube reactor. Then it was heated up from room temperature
to 900�C under a constant N2 flow of 100 cm3min�1. After
that, it was kept isothermal for 1 h under the flow of
vaporous steam. Finally, it was cooled down to room tem-
perature under the N2 flow. Then, the wet impregnation was
sequentially carried out by impregnating 1 g of the sample
with 0.00125mole of KOH or KI. The final product which
was impregnated with KOH and KI is referred to as
‘‘SC_KOH’’ and ‘‘SC_KI’’, respectively.

Material Characterization

Characterizations of all activated samples include the
nitrogen adsorption, X-ray diffraction measurement, sur-
face morphology and elemental measurement, and thermal
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analysis. The nitrogen adsorption on fresh and exhausted
AC, AC_KOH, SC_KOH, and SC_KI was measured using
a Belsorp mini II instrument at �196�C to predict the
specific surface area of sorbents. Prior to the adsorption
measurement, the samples were heated at 110�C for 5 hours
under nitrogen flow. The nitrogen isotherm of activated car-
bons was used to determine the volume of adsorbate as a
function of pressure, while total surface area (St), micropore
volume (Vmic), and the average micropore size (Dmic) were
calculated by t-plot method. The total pore volume (Vt)
and average pore size (Dt) were calculated by the BET
method. Next, the fresh activated carbons that were impreg-
nated with potassium compounds were measured with the
X-ray diffraction (XRD) technique to observe chemical
compounds that could be formed in activated carbon. The
X-ray diffraction meter that was used for analysis of acti-
vated carbon is PANalytical brand (Model: X’ Pert PRO).
The activated carbon samples were scanned from the dif-
fraction angle 5–80�, at a constant scanning speed. Then,
surface morphology and the elemental content of fresh
and exhausted activated carbons was measured with the
scanning electron microscope (SEM), energy dispersive
X-ray spectroscopy (EDS), and X-ray fluorescence analyzer
(Bruker AXS, S4 Explorer). SEM measurement was per-
formed using JSM-5800 LV, JEOL attached with EDS,
Oxford ISIS 300. Lastly, thermal analysis of fresh unmodi-
fied and modified activated carbons was measured with the
thermal analyzer (TA Instruments, QA500), from which the
temperature increased from 30�C to 550�C with the heating
rate of 10�C=min under nitrogen flow of 60mL=min. Then,
the temperature was kept constant at 550�C for 120min.

Adsorption Test

The H2S adsorption system consists of a fixed-bed reac-
tor in the horizontal furnace, gas supply unit, and gas moni-
tor system. The mixture of helium gas and H2S was passed
through the fixed-bed reactor. Mass flow controller was

used to regulate the gas flow rate. The fixed-bed reactor
was filled with 1.0 g of activated carbon, from which
3000 ppmv H2S with a constant flow rate of 100mL=min
was introduced to the system. H2S analyzer (QRAE model
PGM-50Q) was applied to continuously monitor the
concentration of H2S at the outlet of the reactor.

For the temperature program adsorption study, it con-
sisted of 2 parts. The first part was processed at 30�C, from
whichH2S gas was fed into the reactor and the concentration
of H2S was recorded until the concentration at the outlet
reached 3000 ppmv. For the second part, the temperature
was programmed to increase from 30�C to 550�C with the
rate of 10�C=min. Then, the reactor temperature was held
constant at 550�C until the outlet H2S concentration reached
3000 ppmv. Finally, the reactor was cooled down to room
temperature. When the concentration of H2S at the outlet
was 300 and 3000ppmv, the breakthrough time and adsorp-
tion time were recorded, respectively. The adsorption
capacity of activated carbon was calculated using the inte-
grated area above the adsorption curve (the difference
between the inlet concentration and the outlet concentration
curves), the flow rate, and the mass of activated carbon.

RESULTS AND DISCUSSION

Characterization of Unmodified and Modified
Activated Carbons

The nitrogen adsorption of fresh AC, AC_KOH,
SC_KOH, and SC_KI are shown in Table 1 and Fig. 1.
It was found that unmodified and modified activated
carbons mainly contain micropore volume rather than
mesopore and macropore volume, which is suitable for
gas adsorption. AC_KOH has lower total surface area,
total pore volume, and micropore volume than the unmo-
dified activated carbon. However, the average micropore
size of AC_KOH is in the same range as AC.

It is noted that the total pore volume and micropore
volume of SC_KOH were higher than AC and AC_KOH

TABLE 1
Surface properties of unmodified and KOH and KI impregnated activated carbons

Name of
sample

Total surface
area (m2=g)

Total pore
volume (cm3=g)

Micropore
volume (cm3=g)

Average pore
size (nm)

Average micropore
size (nm)

AC 1343 0.47 0.45 1.72 0.67
AC-E 1283 0.44 0.42 1.69 0.66
AC_KOH 1037 0.36 0.35 1.75 0.67
AC_KOH-E� 762 0.29 0.26 1.82 0.69
SC_KOH 1336 0.50 0.46 1.77 0.70
SC_KOH-E 976 0.36 0.34 1.76 0.70
SC_KI 1068 0.40 0.38 1.77 0.71
SC_KI-E 846 0.36 0.30 1.95 0.73

�Exhausted sample from the adsorption testing.
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since the re-activation of activated carbon with steam at
900�C increase porosity within a porous carbon by partly
burning off the raw carbon under the oxidizing environment.
The total surface area, total pore volume, and micropore vol-
ume of SC_KI were lower than those of SC_KOH because
the molecular weight of KI was higher than KOH. There-
fore, with the equivalent mole of KOH and KI, the weight
of KI that impregnated on the pore and surface of activated
carbon is higher than that of KOH. The content of element in
fresh unmodified and modified activated carbons was ana-
lyzed by X-ray fluorescence (XRF) analyzer as shown in
Table 2. AC sample contains K of 1.24%; whereas K con-
tents in AC_KOH, SC_KOH, and SC_KI are around 4.5%.

The formations of potassium compound in activated car-
bons were measured by XRD as shown in Figs. 2–3. These
X-ray diffraction patterns were matched with the standard
pattern (ICSD). In Fig. 2, the X-ray diffraction pattern of
fresh AC_KOH and SC_KOH match with standard KOH
No. 00-015-0890. It can be seen that the pattern and the
intensities of peaks for AC_KOH and SC_KOH almost
identical. In Fig. 3, the X-ray diffraction pattern of fresh
SC_KI correspond with standard KI No. 01-073-0382,
from which the peaks location of 21.8�, 25.2�, 44.5�, and
51.8� correspond to KI.

Adsorption of H2S at Room Temperature

Performances of AC, AC_KOH, SC_KOH, and SC_KI
for H2S adsorption at 30�C were tested as shown in Fig. 4.
It can be seen that AC_KOH and SC_KOH provided
higher H2S breakthrough time and adsorption time
compared to the AC. In detail, the breakthrough time of
AC, AC_KOH, and SC_KOH were 15, 39, and 26 minutes,
while the adsorption time was 67, 330, and 178 minutes,
respectively. It is also noted that, for AC_KOH, the
concentration of H2S came out at the outlet gas was almost
0 ppmv for 19.2 minutes.

As seen in Table 1, AC_KOH contains lower surface
area and pore volume than AC but its H2S adsorption
capacities was almost 4 times higher (6.5 gH2S=100 gactivated
carbon compared 1.7 gH2S=100 gactivated carbon). In addition,
the adsorption capacity of the AC_KOH was higher than
KOH impregnated activated carbon prepared by Tsai
et al. (2.3 gH2S=100 gactivated carbon) (40). This suggests that
the H2S adsorption on AC_KOH is not only physical
adsorption but also chemical adsorption. In addition, the
chemical adsorption appeared to show the greater effect
on H2S adsorption than the physical adsorption.

For physical adsorption, the gaseous phase H2S
adsorbed into the pore of activated carbon (Eq. 1). The

TABLE 2
Elementals content of unmodified and KOH and KI impregnated activated carbons

Sample

Content of element (%)

K Na I S P Si Fe Ca Mg Cl

AC 1.24 0.13 0.00 0.08 0.05 0.08 1.72 0.04 0.04 0.06
AC_KOH 4.45 0.12 0.00 0.07 0.04 0.08 0.43 0.04 0.03 0.05
SC_KOH 4.49 0.12 0.00 0.06 0.04 0.12 0.11 0.05 0.04 0.05
SC_KI 4.44 0.0 12.44 0.05 0.04 0.06 0.13 0.06 0.0 0.04

FIG. 1. Fraction of micropore and meso- and macro-pore volume of

activated carbons. FIG. 2. X-ray diffraction patterns of fresh AC_KOH and SC_KOH.
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impregnation of KOH led to the dissociation of H2S to
generate hydrogen sulfide ions (HS�) and hydrogen ions
(Hþ) (Eq. 2). It is noted that the pKa constants of hydrogen
sulfide for dissociations via Eqs. (1) and (2) are 7.2 and 14,
respectively. Then, the acid-base reaction and chemical
reaction occur via Eqs. (3–5) to form water, potassium
hydrosulfide (KHS), and potassium sulfide (K2S).

H2S adsð Þ ! H2S ads� liqð Þ ð1Þ

H2S ads-liqð Þ ! HS� adsð Þ þHþ ð2Þ

Hþ þOH� ! H2O ð3Þ

HS� adsð Þ þKþ adsð Þ ! KHS adsð Þ ð4Þ

S2� adsð Þ þ 2Kþ adsð Þ ! K2S adsð Þ ð5Þ

In the case of SC_KOH, its H2S adsorption capacity
was slightly lower than that of AC_KOH (4.5 gH2S=
100 gactivated carbon). During production of SC_KOH, AC
was heated up under N2 flow until 900�C and could result
in the water evaporation. The thermal analysis of AC,
AC_KOH, SC_KOH, and SC_KI in Fig. 5 indicates the
weight losses of 7%, 15%, 2%, and 5% at the temperature
range between 30–110�C, which confirms the low content
of water for steam re-activation samples. The difference
of humidity inside these KOH impregnated activated car-
bons could affect the dissociation of H2S in Eqs. (1–2)
and results in the low H2S adsorption capacity.

For SC_KI, the H2S adsorption capacity of SC_KI was
2.4 gH2S=100 gactivated carbon, which is lower than that of
SC_KOH and only slightly higher than that of AC. This
implied that the chemical reaction between H2S and KI
rarely occurs at 30�C. It is known that KI is a weak alka-
line salt, which leads to the low dissociation of H2S,
acid-base reaction, and chemical reaction and consequently
results in the low H2S adsorption capacity.

Temperature Program Adsorption of H2S

The H2S adsorption curves of AC, AC_KOH,
SC_KOH, and SC_KI at high temperature are shown in
Fig. 6. During the heating up period, the outlet concen-
tration of H2S decreased to less than 200 ppmv for all

FIG. 3. X-ray diffraction patterns of fresh SC_KI.

FIG. 4. Adsorption curves of H2S by the unmodified and KOH and KI impregnated activated carbons at 30�C.
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samples. At 550�C, the outlet concentration of H2S for
SC_KI was about 0 ppmv, while that for AC_KOH, the
SC_KOH, and AC was 27, 29, and 187 ppmv, respectively.
The outlet gas that contains H2S less than 100 ppmv is safe
for gas turbine and prevents the corrosion of gas turbine
(7). It was observed that, at high temperature operation,
the breakthrough times of AC_KOH, SC_KOH, and
SC_KI were significantly longer than the AC (217, 312,
185mins for AC_KOH, SC_KOH, and SC_KI compared
to 71mins for AC). Furthermore, the H2S adsorption
capacity was considerably improved. Among all samples,
SC_KOH provide the highest H2S adsorption capacity of
32.1 gH2S=100 gactivated carbon while, the H2S adsorption

capacities of AC_KOH, the SC_KI, and AC were 21.1,
18.4, and 1.4 gH2S=100 gactivated carbon, respectively. From
the calculation, the sorption capacities of SC_KOH,
AC_KOH, SC_KI, and AC were 30.2, 19.9, 17.3, and
1.33 gsulfur=100 gsorbent respectively. As seen in Table 3,
the sorption capacity of the SC_KOH was higher than
other carbon-based and metal oxide-based sorbents pre-
viously reported in the literature (i.e., the activated coke
and coal, ZnO supported on TiO2 namely, L-992 and
Z-Sorb-III, Copper-based sorbent namely, IGTSS-145,
Cu-V mixed oxide, Iron oxide based sorbent, Ce-Mn mixed
oxide). In addition, AC_KOH, SC_KI also provide higher
sorption capacities than sorbents listed in Table 3. It is
noted that at high temperature, the reactions of H2S and
KI occur as presented in Eqs. (6–7), from which H2S
reacted with KI to form KHS and K2S.

H2S gð Þ þKI adsð Þ ! KHS adsð Þ þHI gð Þ ð6Þ

H2S gð Þ þ 2KI adsð Þ ! K2S adsð Þ þ 2HI gð Þ ð7Þ

It is clear that the high temperature operation can
promote the chemical reaction between H2S and alkaline
compounds which was supported by N2 adsorption,
SEM, and EDS measurement of the fresh and exhaust
materials. As shown in Table 1, the total pore volume
and surface area of materials decreased after testing;
furthermore, the decreasing proportion is in good agree-
ment with the H2S adsorption capacities. From the EDS
measurement, it can be seen that the fresh KOH impreg-
nated activated carbon contains high content of C, K,
and trace amount of O, P, Ca, Fe, and Si (Figs. 7–9). After
H2S adsorption test, the content of K and iodine decreased,

FIG. 5. Thermal analysis of the unmodified and KOH and KI

impregnated activated carbons.

FIG. 6. Adsorption curves of H2S by the unmodified and KOH and KI impregnated activated carbons at high temperature.
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whereas high content of solid state S was found. These
results indicated the occurring of the chemical reaction
between KOH and=or KI with H2S at high temperature.
Furthermore, the occurrence of solid state S from EDS
measurement corresponds with SEM micrographs of
the fresh and exhaust materials especially the AC_KOH
sample (Figs. 10–11), from which the pore and surface
of exhaust AC_KOH were covered with solid particles
that are formed during the H2S chemisorption at high
temperature.

Computational Simulation of H2S Adsorption

Based on the experimental results, the computational
simulation was developed in order to predict the adsorption
behavior of developed sorbents for later scaling-up step. It
is noted that the equilibrium adsorption model applied in
this computational simulation was the linear isotherm.
The adsorption curve was simulated by the numerical
method as shown in Eqs. (8–20), from which the adsorption
data (i.e., the adsorption curve, breakthrough time, adsorp-
tion time, and adsorption capacity) from the experiments

TABLE 3
Summarization of sorption capacities of various sorbents at high temperature

Sorbents
Inlet H2S

Concentration (%)
Sulfidation

temperature (�C)
Sorption capacity
(gsulfur=100 gsorbent) Reference

Activated coke 0.02 250 0.02 (9)
Activated coal 0.5 550 6.1 (5)
ZnO supported on TiO2 0.325 500–600 11 (10)
ZnO=TiO2 (name, L-992) 1.0–1.4 600–700 16 (46)
ZnO=TiO2 (name, Z-Sorb-III) 1 400–500 6.2 (47)
Copper-based sorbent (name, IGTSS-145) 2 450–600 9.3 (48)
Cu-V mixed oxide 1 300–700 17 (49)
Iron oxide based sorbent 0.2–0.3 500 20.2–27.5 (50)
Ce-Mn mixed oxide
(molar ratio of Ce=Mn¼ 3=1)

1 600 6.1 (51)

FIG. 7. EDS chromatogram of fresh and exhausted AC_KOH.
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FIG. 8. EDS chromatogram of fresh and exhausted SC_KOH.

FIG. 9. EDS chromatogram of fresh and exhausted SC_KI.
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and the computational simulation were compared. As a
result, the optimized constants (i.e., equilibrium isotherm
constant (K) and mass transfer coefficient (k)) can be
obtained from the computational simulation.

Governing dynamic behavior of the adsorption column

�DL
@2c

@z2
þ u

@c

@z
þ @c

@t
þ ð1� ebÞ

eb

@q

@t
¼ 0 ð8Þ

FIG. 10. SEM micrographs of fresh and exhaust unmodified and KOH impregnated activated carbon (a) AC; (b) AC-E; (c) AC_KOH; (d)

AC_KOH-E; (e) SC_KOH; (f) SC_KOH-E.

FIG. 11. SEM micrographs of fresh and exhaust KI impregnated activated carbon (SC_KI) (a) SC_KI and (b) SC_KI-E.
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‘‘c’’ and ‘‘q’’ are a concentration of adsorbate on gaseous
phase or solid, whereas ‘‘qeq’’ is the concentration of
adsorbate on solid at equilibrium point. ‘‘t’’, ‘‘z’’, ‘‘DL’’,
‘‘u’’, and ‘‘eb’’ are time, distance, diffusivity, interstitial
velocity, and porosity of the adsorption column,
respectively.

Mass transfer equation :
@q

@t
¼ k qeq � q

	 
 ð9Þ

Linear isotherm : qeq ¼ Kc ð10Þ

Hence,

@q

@t
¼ k Kc� qð Þ ð11Þ

�DL
@2c

@z2
þ u

@c

@z
þ @c

@t
þ ð1� ebÞ

eb
k Kc� qð Þ ¼ 0 ð12Þ

By considering that DL
@2c
@z2

¼ 0,

u
@c

@z
þ @c

@t
þ ð1� ebÞ

eb
k Kc� qð Þ ¼ 0 ð13Þ

u
ciþ1;j � ci;j

Dz

� �
þ ci;jþ1 � ci;j

Dt

� �
þ 1� eb

eb

� �

k Kci;j � qi;j

� �� �
¼ 0 ð14Þ

u
ciþ1;j � ci;j

Dz

� �
¼ � ci;jþ1 � ci;j

Dt

� �
� 1� eb

eb

� �

k Kci;j � qi;j

� �� �
ciþ1;j ¼ ci;j þ Dz

u

� ci;jþ1 � ci;j
Dt

� �
� 1� eb

eb

� �
k Kci;j � qi;j

� �� �� �
ciþ1;j ¼ f1ðci;j; ci;jþ1; qi;jÞ

ð15Þ

Concentration of the adsorbate on solid at any time (t)
and distance (z) is referred to �qqi;j , and concentration of

substance on gaseous phase at any time and distance is
referred to ci,j.

@q

@t
¼ k Kc� qð Þ ð11Þ

qi;jþ1 � qi;j
Dt

¼ k Kci;j � qi;j

� �
ð16Þ

qi;jþ1 ¼ qi;j þ kDt Kci;j � qi;j

� �
qi;jþ1 ¼ f2ðci:j; qi;jÞ

ð17Þ

At initial condition, c(z,t) is a concentration of the
adsorbate on gaseous phase that is a function of distance
and time, while q(z,t) is a concentration of the adsorbate
on solid that is a function of distance and time.

At an initial time (t¼ 0),

cðz; 0Þ ¼ 0; z > 0 ð18Þ

qðz; 0Þ ¼ 0; z � 0 ð19Þ

Boundary condition:

At z ¼ 0; cð0; tÞ ¼ cf for t � 0 ð20Þ

Computational simulation of H2S adsorption curve
starts with the optimization of equilibrium isotherm con-
stant (K) and mass transfer coefficient (k). Then, the H2S
adsorption curve can be predicted from these values, while
the breakthrough time (BT Time) and adsorption capacity
(AD Capacity) can also be calculated. The breakthrough
time is time that the outlet concentration per inlet concen-
tration ratio (C=C0) is 0.100.

Table 4 and Figs. 12–13 compares the breakthrough
time, the adsorption capacity, and H2S adsorption curve
obtained from the simulation with those from the experi-
mental studies. The equilibrium isotherm constant and mass
transfer coefficient of each material was also estimated. It

TABLE 4
H2S adsorption performance of unmodified and KOH and KI impregnated activated carbons at 30�C

Sample

Experiment Computational simulation

BT time
(min)

AD capacity
(gH2S=100 gactivated carbon) K k

BT time
(min)

AD capacity
(gH2S=100 gactivated carbon)

AC 15 1.7 1.127 9.960 25 3.4
AC_KOH 39 6.5 1.325 10.591 36 3.9
SC_KOH 26 4.5 0.977 16.463 27 2.9
SC_KI 15 2.4 0.610 17.855 13 1.8
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can be seen from Figs. 12–13 that the H2S adsorption curves
of AC and SC_KOH from the computational simulations
are in good agreement with those from the experimental stu-
dies (with the difference percentage of 5.9%). Furthermore,
the breakthrough times estimated from the computational
simulation are also in the same range with those from the
experimental studies. Therefore, it can be revealed that this
developed computational simulation is applicable for pre-
diction of the adsorption behavior (i.e., H2S adsorption
curve, breakthrough time, and H2S adsorption capacity)
of the unmodified and KOH and KI impregnated activated
carbons under the conditions studied in the present work.

CONCLUSIONS

The impregnation of activated carbon with KOH can
promote the H2S adsorption capacity of activated carbon
at ambient temperature, whereas the impregnation with
KI does not provide significant beneficial effect. At higher
adsorption temperature (up to 550�C), both KOH and KI
impregnation considerably improve the H2S adsorption
performance of activated carbon due to the promotion of
chemical reactions between H2S and alkaline compounds
(KOH and KI) at high temperature. Based on all experi-
mental results, the equilibrium isotherm constant and mass
transfer coefficient of these sorbents can be predicted.

FIG. 13. Adsorption curves of H2S from experimental testing and computational simulation (adsorbent is the KOH impregnated activated carbon

(SC_KOH)).

FIG. 12. Adsorption curves of H2S from experimental testing and computational simulation (adsorbent is the commercial-grade activated carbon

(AC)).
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h i g h l i g h t s

� Cold gas efficiency does not take system energy into account, another factor is proposed.
� Recycled CO2 improves efficiency and CO2 per syngas production at some operating conditions.
� Optimum CO2/C is around 0.1–0.2 for pressurized and low temperature gasification.
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a b s t r a c t

Thermodynamic analysis of biomass gasification with recycled CO2 was investigated in this work to
determine optimum operation mode and CO2/C ratio. Gasification System Efficiency (GSE), which takes
into account the energy demand in the system, and CO2 emission per syngas production (CO2/Sg) were
calculated to evaluate the performance of the gasification system. Considering the production of syngas
at a H2/CO ratio of 1.5, it was revealed that indirect gasification using biomass as fuel is the most efficient
and environmental-friendly operation mode. The recycled CO2 proves to increase syngas production.
However, when considering the additional energy demand required for processing the CO2 recycle, it
was demonstrated that there are only some ranges of operating conditions (high pressure and low tem-
perature) which offer the benefit of the CO2 recycle. The optimum CO2/C was reported to be around 0.1–
0.2 for pressurized and low temperature gasification.

� 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Continuous growth in world economy has caused numerous
problems as much as it solved. Declining petroleum resources [1]
and increasing global warming impact pose a formidable challenge
to research community in finding effective solutions. Biomass is
identified as an attractive feedstock [2–5] for green production,
zero net carbon dioxide emission, and biomass gasification is
reported to be among the most cost-effective processes with
near-term applications [3,6]. Gasification process mainly produces
carbon monoxide and hydrogen, called ‘‘syngas’’, from carbona-
ceous materials through thermal cracking reactions. Syngas with
a variety of H2/CO compositions can be used with many down-
stream processes [7–9] such as heat and electricity generation
[10–12], synthetic natural gas (SNG) production [13–15], H2

production [16,17], and other valuable chemicals productions
applicable to both energy and chemical industry [18–21].

Many gasification processes utilize air [22,23], air–steam [24],
steam [25–28], oxygen [29], and oxygen–steam [30,31] as gasify-
ing agents to produce syngas at a desirable H2/CO ratio. Air is the
cheapest gasifying agent as it is readily available at almost no cost
but the syngas product has a very low heating value [32]. The use
of oxygen, in lieu of air, increases heating value of syngas product
at the cost of oxygen purifying facility [29]. Steam has been
reported to increase the yield of H2 production; however, its use
requires more heat input compared to air and oxygen gasification.
Recently, CO2 has been proposed as a candidate for gasifying agent
since its utilization has the potential to further reduce CO2 emis-
sion [8,33–38]. Moreover, the use of CO2 as the gasifying agent
offers several other advantages [8,34] including (1) producing a
more reactive char resulting in efficient gasification and reduction
in residual char, (2) being a less corrosive gasification medium
compared with steam, and (3) offering more flexibility in syngas
production suitable for various downstream applications.

Many researchers have performed experimental studies on
gasification in CO2 atmosphere with various feedstocks (e.g. coal
[39–41], wheat straw char [42], olive residue [43], biomass char
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[37], cardboard and paper [35], and oil palm shell char [44]). Over-
all, reaction rates increase with temperature and vary among
different feedstocks. It has been reported that CO2 gasification gen-
erally has lower reaction rates than steam gasification [40,45].

Apart from experimental studies, many authors have studied
different gasification processes using CO2 based on thermody-
namic analysis. Walker et al. [46] have recently proposed the use
of recycled flue gas (61% CO2 and 32% H2O) in a fluidized bed gas-
ifier as part of a dry-gasification oxy combustion (DGOC) system.
Thermodynamic study of the process demonstrated the superiority
of DGOC over IGCC in terms of process efficiency and water con-
sumption. The study of catalytically-controlled reaction gasifica-
tion (CCRG) system by Castaldi and Dooher [47] showed that the
addition of CO2 enhanced H2 and power generation. Thermody-
namic analysis of hydrocarbon feedstocks such as methane [48]
and glycerol [49,50] using CO2 has been studied in the literature.
The results show good CO2 utilization potential since it can
increase syngas production.

In the case of carbonaceous feedstock, most of the thermody-
namic studies focus on the use of oxygen and/or steam as gasifying
agents [51–54]. Very recently, Renganathan et al. [34] have studied
utilization of CO2 with carbonaceous feedstock. The use of CO2 is
reported to increase the production of CO but reduce that of H2.
Additionally, cold gas efficiency (CGE), a ratio between LHV of
product syngas and LHV of feedstock, has improved with increase
in CO2 amount. However, the CGE does not take energy require-
ment into account and can be misleading for overall efficiency
evaluation [54,55]. Moreover, the benefits of CO2 addition have
not been clearly studied in previous literatures.

In the present work, the thermodynamic analysis of biomass
gasification using CO2, steam, oxygen, and combination of the
agents is studied using Aspen Plus software. Since downstream
processes require different H2/CO ratios of syngas, this work sets
the same final ratio of H2/CO in syngas product for performance
comparison. Various processes use syngas with the H2/CO ratio be-
tween 1 and 2 for valuable chemicals production [19,56–58]. Thus,
a fixed H2/CO ratio of 1.5 in syngas product, normally used for di-
methyl ether (DME) production [19], is used to compare perfor-
mance of each operating condition. The performance is analyzed

both in terms of efficiency and CO2 emissions. An efficiency factor
based on energy requirement of the entire process is also proposed
in order to better evaluate the advantages and disadvantages of
CO2 utilization. Further, configurations using direct- and indirect-
heated gasification are studied. In the case of indirect-heated
gasification, options using biomass or syngas as fuel are assessed.
Finally, optimum conditions for CO2 gasification are investigated.

2. Process description of gasification systems

Process flow diagram is illustrated in Fig. 1. Inlet conditions of
feedstock and gasification agents are summarized in Table 1. Steam
was produced from water (at 25 �C) and oxygen was supplied from
air purification process. Three gasification modes are compared:
direct-heated, indirect-heated with syngas as fuel, and indirect-
heat with biomass as fuel. Direct-heated is defined as having no
external heat source for the gasifier, through the addition of oxy-
gen for internal combustion as displayed in the inner boundary
of Fig. 1. Indirect-heated is defined as having external heat source
for the gasifier, through the combustion of product syngas or bio-
mass in the furnace, as displayed in the outer boundary of Fig. 1.

After feedstocks and gasifying agents pretreatment, biomass
and the mixture of gasifying agents were then transferred to the
gasifier. The main reactions for gasification under CO2, O2, and
H2O atmosphere are illustrated as follows:

Reverse Boudouard reaction ðRBDÞ : Cþ CO2 $ 2CO

DH0
r ¼ 172 MJ=kmol ð1Þ

Steam reforming ðSRÞ : CþH2O $ COþH2

DH0
r ¼ 131 MJ=kmol ð2Þ

Partial Oxidation ðPOÞ : 2Cþ O2 $ 2CO

DH0
r ¼ �221 MJ=kmol ð3Þ

Water gas shift ðWGSÞ : COþH2O $ CO2 þH2

DH0
r ¼ �41 MJ=kmol ð4Þ

Nomenclature

xC, xH, xO mass faction of carbon, hydrogen, and oxygen in bio-
mass (–)

MH mass flow rate of atomic hydrogen in biomass (kg/h)
ni molar flow rate of ith component in syngas product

(kmol/h)
DH0

r Heat of reaction at standard condition 298 K (MJ/kmol)
H0

i;298 Heat of combustion of ith component in syngas product
(MJ/kmol)

M Mass flow rate (kg/h)
L298 latent heat of vaporization of water at standard condi-

tion 298 K (MJ/kg)
CO2/C mole of CO2 as gasifying agent per mole of carbon in

biomass (–)
O2/C mole of O2 as gasifying agent per mole of carbon in bio-

mass (–)
H2O/C mole of steam as gasifying agent per mole of carbon in

biomass (–)
H2/CO molar ratio of H2 to CO in product syngas (–)
CO2/Sg molar flow rate of total CO2 emission per syngas pro-

duction (–)

Abbreviations
e emission
sg syngas
bm biomass
tot total
LHV lower heating value (MJ/kg)
HHV higher heating value (MJ/kg)
GSE gasification system efficiency (–)
CGE cold gas efficiency (–)
RBD Reverse Boudouard reaction
SR steam reforming
PO Partial Oxidation
WGS water gas shift
RWGS reverse water gas shift
MF methane formation
MR Methane reforming
DGOC dry-gasification oxy combustion
IGCC integrated gasification combined cycle
CCRG catalytically controlled reaction gasification
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Methane formation ðMFÞ : Cþ 2H2 $ CH4

DH0
r ¼ �74 MJ=kmol ð5Þ

Methane reforming ðMRÞ : CH4 þH2O $ COþ 3H2

DH0
r ¼ 206 MJ=kmol ð6Þ
Gasifier effluent was later cooled down to 40 �C and fed to CO2

absorption unit. The absorption unit was set to remove 90% of CO2

in effluent [59]. Some of the CO2 absorbed was recycled (the
amount was controlled by inlet CO2/C ratio) to the gasifier and
the remaining was calculated as the amount of CO2 captured. The
gasifier effluent leaving the absorption unit is called syngas
product.

3. System modeling

Thermodynamic modeling of biomass gasification can be done
using either stoichiometric or non-stoichiometric approaches, also
called Gibbs minimization approach. In case of stoichiometric ap-
proach, a set of reactions and the extent of each reaction occurring
in the gasifier are specified. In contrast, in non-stoichiometric ap-
proach, only a set of expected components in product gas has to
be specified. Many literatures have verified the results of Gibbs
minimization approach with good accuracy compared with exper-
imental values [52,60–63].

For thiswork, the simulation is carried out using Aspen Plus soft-
ware and a gasifier is simulated as two separate reactors (RGibbs
and RYield). As biomass is represented as an unconventional
component in Aspen Plus, it has to be split into its constituent

elements/molecules before feeding into RGibbs reactor. The RYield
reactor is used to break down the biomass into its constituent
elements/molecules. Then, these elements/molecules are fed to
RGibbs reactor along with other gasifying agents. For nonconven-
tional components, the heat of combustion calculation method
has to be specified as summarized in Table 2. The high heating value
(HHV) of biomass is calculated using the correlation proposed by
Channiwala and Parikh [62] shown in Eq. (7). Gasifier heat input
is the combination of heat duty in RYield and RGibbs reactors. This
heat input represents heat required to maintain gasifier at specified
temperature.

HHV ðMJ=kgÞ ¼ 0:3491xC þ 1178:3xH � 0:1034xO ð7Þ
The simulation results of this work are in good agreement with

those of Renganathan et al. [34], with the difference being less than
10% as shown in Table 3. A ratio of H2/CO in syngas product
depends on various operating parameters such as temperature,
pressure, and feed composition. In this study, a H2/CO ratio of syn-
gas product, set at 1.5 in this study, is controlled by adjusting H2O/
C using the design specification feature in Aspen Plus. Sensitivity
Analysis is carried out by varying the temperature or pressure of
the gasifier and the flow rate of each gasifying agent, as specified
in Table 1. Isothermal operation in gasifier is assumed in the sim-
ulation. Biomass feed rate is 100 kg/h in all cases. The feedstock is
assumed to consist of only carbon, hydrogen, and oxygen with no
moisture content. The representative biomass composition used is
CH1.4 O0.6 (Ranges of H/C and O/C for biomass are 1.2–1.7 and
0.4–0.85 respectively [54]). Though simplified composition feed-
stock is used, these three elements make up around 90% of biomass
and the results do not deviate much when other elements are

Fig. 1. Biomass gasification diagram using recycled CO2 as gasifying agent.

Table 1
Different operating conditions.

Feedstock CH1.4 O0.6

Inlet temperature of biomass and O2 25 �C
Inlet temperature of CO2 150 �C
Inlet temperature of steam 327 �C
Gasifier Temperature 800–1200 �C
Pressure 1–60 bar
CO2/C 0–1
O2/C 0–1

Table 2
Detail of Aspen Plus input data.

Input Attributes

Stream class MCINCPSD
Valid phases Vapor–liquid
Thermodynamics properties Peng–Robinson
NC Props
Enthalpy HCOALGEN (user specified option code 6)
Density DCOALIGT

12 P. Chaiwatanodom et al. / Applied Energy 114 (2014) 10–17



included [54]. The components assumed to be present at equilib-
rium are C(s), CO2, H2O, O2, CO, H2, and CH4. Long-chained hydro-
carbons were also reported in a very small amount in other
study [24].

Performance is evaluated in terms of both efficiency and CO2

emission. When evaluating the efficiency of gasification system,
cold gas efficiency or CGE (Eq. (8)) is normally used as a determin-
ing factor. It is defined as in Ravikran et al. [54]:

CGE ¼ MsyngasLHVsyngas

MbiomassLHVbiomass
ð8Þ

where

LHVbiomass ¼ MbiomassHHVbiomass � 0:5MHL298
Mbiomass

ð9Þ

LHVsyngas ¼
nCOH

0
CO;298 þ nH2H

0
H2 ;298

þ nCH4H
0
CH4 ;298

Msyngas
ð10Þ

However, to take energy requirement into account, we have
proposed a gasification efficiency factor, GSE, as shown in Eq.
(11). The energy associated with the equation includes thermal
energy required or produced at above 150 �C and LHV of both prod-
ucts and reactants. Energy for O2 production is assumed to be
305 kW h/ton O2 produced [63] while the energy required for
CO2 capture is considered to be 3 MJ/kg CO2 captured by amine
absorption process [59]. It should be noted that heat transfer effi-
ciency, heat loss, and ease of operation are not in the scope of
analysis.

GSE ¼ Energy output produced
Energy input

ð11Þ

GSE ¼ MsyngasLHVsyngas þ Q4

MbiomassLHVbiomass þ Q1 þ Q2 þ Q3 þ Q5
ð12Þ

where Q1 is energy required for steam production (kJ/h), Q2 is
energy required for oxygen production (kJ/h), Q3 is energy
required for gasifier (kJ/h), Q4 is energy produced from cooling
syngas (kJ/h) and Q5 is energy required for CO2 absorption (kJ/
h).

In case of excess heat, this value is calculated as energy output
produced shown in Eq. (13)

GSE ¼ MsyngasLHVsyngas þ Q4 þ Q3

MbiomassLHVbiomass þ Q1 þ Q2 þ Q5
ð13Þ

CO2 emission is measured by total CO2 emission per syngas pro-
duction (CO2/Sg), including both captured CO2 and released CO2

(Eqs. (14)–(16)). Captured CO2 is also included in CO2 emission be-
cause it is still unclear whether CO2 storage is feasible on a large
scale.

CO2=Sg ¼ Captured CO2 þ Released CO2

Flow syngas product
ð14Þ

Captured CO2 ðkmol=hÞ ¼ mole flow ðCO2Þabsorbed
�mole flow ðCO2Þinput ð15Þ

Captured CO2 ðkmol=hÞ ¼ mole flow ðCO2Þabsorbed
�mole flow ðCO2Þinput ð16Þ

where (CO2)absorbed is CO2 which is absorbed in absorption unit,
(CO2)input is CO2 which is recycled back to the process, (CO2)syngas
is CO2 which is present in syngas product, (CO2)fuel is CO2 which
is released by fuel combustion (for heating). Complete combustion
is assumed. Heat released from combustion is calculated from LHV
of each fuel.

4. Results and discussion

The simulation results for biomass gasification using combina-
tions of various gasification agents are reported as follows:

4.1. Effects of CO2 addition on syngas production

The simulations were conducted to study the effects of CO2

addition under various operating conditions. It is desirable to eval-
uate how it affects the composition, flow rate, and H2/CO ratio of
syngas product. Fig. 2 shows %composition of H2, CO, CH4 (after re-
moval of H2O and CO2) at various CO2/C ratios. Regardless of tem-
perature, pressure, steam/C, and O2/C, the trend of %H2 and %CH4

decreases while %CO increases with CO2 addition, resulting in a de-
crease in H2/CO of product syngas. This is because both RBD and
WGS reactions favor CO production with the increase of CO2 con-
centration. The by-product, H2O, also reacts with methane to form
H2 and CO; hence, reducing the amount of CH4. The RBD reaction
also favors the higher concentration of CO2, competing with MF
reaction. Clearly, H2/CO ratios change sharply over different ranges

Table 3
Model validation (biomass CH1.56O0.78, CO2/C = 0.5, P = 1 bar).

T = 800 �C T = 1000 �C T = 1200 �C %Error

Renganathan [25] This work Renganathan [25] This work Renganathan [25] This work

yCO2 0.098 0.0901 0.081 0.0733 0.067 0.0628 7.91
yCO 0.6 0.5978 0.625 0.6241 0.650 0.6429 0.53
yH2 0.307 0.3098 0.290 0.3025 0.290 0.2943 2.24
yCH4 0 0.0430 0.000 0.0587 0.000 0.0710 0.00
1-Xc 0 0.0000 0.000 0.0000 0.000 0.0000 0.00
CGE 1.21 1.2160 1.220 1.2217 1.22 1.2241 0.32

Fig. 2. Syngas product composition at different CO2/C ratios (T = 800 �C, P = 20 bar,
H2O/C = 1.0, and O2/C = 0).
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of CO2/C. In order to keep the ratios constant, steam is added to in-
crease H2 production. Flow rate of syngas product (molar flow rate
of H2 and CO) and steam/C ratio required for H2/CO = 1.5 are shown
in Fig. 3 for different O2/C and CO2/C ratios (P = 10 bar, T = 800 �C).
Steam requirement increases with CO2 since RBD reaction pro-
duces CO, to maintain H2/CO at 1.5 (more steam is required to in-
crease H2 production). The flow rate of syngas product increases
with increasing CO2 at low O2/C but, with higher O2/C, some minor
differences in syngas flow rate are exhibited. This is because the
addition of O2 also produces CO2 through combustion and increas-
ing the amount of CO2 further has little impact on syngas produc-
tion. At higher temperature or lower pressure, the addition of CO2

also gives less impact on syngas flow rate. At any temperature and
pressure, O2 addition reduces the flow rate of syngas product be-
cause more biomass is combusted. It can be seen that CO2 addition
has a positive effect on syngas production at various operating con-
ditions; however, a more comprehensive study that includes the
effects on energy requirements should be carried out.

4.2. Efficiency factor

Since CGE does not take heat requirement into consideration, it
cannot be evaluated whether the increase in syngas product by
adding CO2 offsets the additional energy requirement (mostly in
the gasifier). The proposed factor, GSE, takes energy requirement
into account. Fig. 1 shows the distribution of energy requirement
in gasification process at T = 800 �C, P = 1 bar, O2/C = 0.87. Most of

the unit operations consume energy with the exception of syngas
cooling. Gasifier is the largest energy consumer in the process fol-
lowed by steam heater and CO2 absorption unit. Fig. 4 illustrates
variations in CGE and GSE with the addition of CO2 at various pres-
sures (T = 900 �C, O2/C = 0). It can be seen that while CGE increases
monotonically with CO2, GSE decreases sharply. This is because
even though syngas product may increase with CO2 addition, the
energy requirement to produce syngas product rises at a greater
rate. At lower pressure, CGE increases slightly while GSE declines
steadily with the addition of CO2. This suggests that CO2 does not
increase much syngas production and its effect on energy require-
ment is very high in comparison. In the case of high pressure, even
though CGE and GSE change differently when added CO2, the dif-
ference between the two is much smaller, indicating that CO2 addi-
tion has an impact on increasing syngas production and energy
requirement is more equal. This finding suggests that CGE may
not be a good indicator whether CO2 addition is beneficial, hence
GSE was used in later stages. It is important to note that even
though CO2 addition does not improve GSE in this case, there are
some conditions in which adding CO2 does improve GSE, as dis-
cussed in later sections.

4.3. Gasifier operating mode

Among the three operating modes, it is desirable to find optimal
operating modes of the gasifier at various conditions. The condition
for comparison is an equal amount of the total biomass input
through the system. Direct-heated gasification requires high purity
oxygen for internal combustion. This option is beneficial in terms
of heat transfer efficiency since heat is generated directly in the
gasifier. However, it requires air separation unit and complicates
the control of gasifying agent composition (internal combustion
also creates CO2 and H2O directly in the gasifier). In contrast, indi-
rect gasification supplies heat from external combustion, hence
heat transfer efficiency is not as good as direct gasification. How-
ever, air can be used instead of high purity oxygen and controlling
gasifying agent amount is also easier by adjusting inlet condition.
Either biomass or syngas product can be used as fuel in this case.
Syngas could be beneficial in terms of ease of operation compared
with biomass since gas burner is easier to operate than that of
solid. Nevertheless, biomass is cheaper and does not require gasi-
fication processing.

The comparison, in terms of GSE and CO2/Sg, is illustrated in
Fig. 5. It can be seen that among the three options, indirect-heated

Fig. 3. Syngas product flow rate and H2O/C required for H2/CO = 1.5 at various CO2/
C and O2/C ratios (P = 10 bar, T = 800 �C).

Fig. 4. CGE and GSE comparison at different CO2/C ratio and pressure (H2/CO = 1.5,
T = 900 �C and O2/C = 0).

Fig. 5. GSE and total CO2 emission/syngas production at various CO2/C and
operating modes (H2/CO = 1.5, T = 800 �C, P = 1 bar, and O2/C = 0).
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with biomass as fuel source alternative is the most thermodynam-
ically efficient and environmental friendly mode of operation. Indi-
rect-heated with biomass as fuel appears to be the optimal
operating mode for all temperatures, pressures, and CO2/C ratios,
in the range of this study. Direct-gasification has lower thermal
efficiency because 30–50% of biomass has to be combusted in order
to supply heat to the gasifier. This results in excess CO2 which
consumes additional heat load in the gasifier. In the case of indi-
rect-gasification using syngas, utilization of syngas as heat supply
increases the heat requirement per syngas production since part of
the syngas is required as heat for syngas production. Based on this
findings, later sections will focus on indirect-heated gasification
with biomass as fuel.

4.4. Effects of CO2 addition on GSE and CO2/Sg

The effects of CO2 addition on gasification system efficiency
(GSE) and CO2 emission per syngas production (CO2/Sg) have been
studied at various temperatures and pressures. At low pressure, it
can be seen from Fig. 6a and b that CO2 addition does not have a
positive effect on both GSE and CO2/Sg. Also, increasing O2 has neg-
ative impact on both factors. This can result from the fact that at
low pressure, RBD reaction is already moving towards the product
side. Hence, adding CO2 does not significantly increase the produc-
tion rate; nevertheless, it strongly affects energy requirement to
heat up excess CO2. This can be seen from Fig. 6b that at higher
temperature, the addition of CO2 has a higher impact over GSE.

Fig. 6c presents the results of CO2 addition at low temperature
and high pressure. In this case, by slightly adding CO2 GSE moder-
ately increases while CO2/Sg decreases with CO2 addition. This is

because higher CO2 partial pressure pushes RBD reaction to the
right producing more CO against high pressure effects (carbon in
biomass is not completely converted without CO2), thereby
increasing efficiency. By consuming CO2, it also decreases CO2/Sg.
However, adding O2 still has negative effects on both GSE and
CO2/Sg. It is important to note that without the addition of CO2

or O2, H2/CO cannot be controlled at 1.5. Hence, introducing CO2

or O2 also increases the flexibility of operation. At high tempera-
ture and pressure, Fig. 6d, the result from temperature is more
significant than CO2 partial pressure since RBD and RWGS reaction
is highly endothermic; hence, the addition of CO2 has little impact
on syngas production and negative effect on efficiency and CO2

emission overall.

4.5. Optimum CO2/C ratio at different pressures and temperatures

It is therefore desirable to find the optimum CO2/C ratio at var-
ious operating conditions. Best GSE point is chosen for each CO2/C
ratio (O2/C may vary) and plotted at different pressures and tem-
peratures. From Fig. 7, it can be seen that at pressure 10 bar
(T = 800 �C), CO2 addition begins to have a positive effect in terms
of CO2/Sg, even though GSE reduces with CO2. At this stage, CO2 in-
creases the syngas production rate; however, its negative impact
on energy requirement is still higher. For higher pressure, CO2 ben-
efits both GSE and CO2 emission per syngas production. By adding
CO2 beyond an optimum point (CO2/C = 0.1 at pressure 20 bar, CO2/
C = 0.2 at pressure 40 and 60 bar), GSE starts to decline again. It is
important to note that even though low pressure gasification is
normally used since energy production is the major end usage,
high pressure gasification is beneficial for downstream chemical

Fig. 6. GSE and total CO2 emission/syngas production for H2/CO = 1.5 at various CO2/C and O2/C. (a) P = 1 bar, T = 800 �C, (b) P = 1 bar, T = 1200 �C, (c) P = 60 bar, T = 800 �C and,
(d) P = 60 bar, T = 1200 �C.
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productions. This is due to the fact that high pressure gasification
minimizes the requirement of recompression for succeeding
downstream conversion process (gas compression is more energy
intensive than liquid pressurization). Moreover, high pressure gas-
ifier may be much smaller per throughput [18,58].

Fig. 8 shows optimum CO2/C ratio at various temperature
(P = 60 bar). It can be seen that beyond 900 �C introducing CO2

does not have a positive effect on GSE. Nevertheless, CO2 addition
is still beneficial in terms of CO2 emission per syngas production at
temperature between 900 and 1000 �C. Beyond 1100 �C, CO2 utili-
zation has a negative impact on both GSE and CO2 emissions as
seen in Fig. 6d. It is noteworthy to add that choices of operating
temperatures vary greatly between different types of gasifier.
Entrained flow gasifier has the highest operating temperature
followed by fluidized bed and fixed bed gasifier respectively [9].

5. Conclusion

The recycle of CO2 to the biomass gasification shows the poten-
tial benefit on the syngas production; however, the study reveals
that the additional energy requirement for CO2 heating may over-
whelm this benefit. GSE is a suitable indicator for the system-wide
analysis since energy requirement in the system is also included. In
terms of operating mode, indirect-gasification with biomass as fuel
source appears to be the best operating mode when thermody-
namics efficiency and CO2 emission are considered. This is due to
the fact that excess CO2 from direct-combustion and utilization

of syngas as heat supply has negative impacts on thermodynamics
efficiency. Analyzing the effects of CO2 addition on GSE and CO2/Sg,
it is shown that at low temperature and high pressure, CO2 has
positive effects on both factors while at ambient pressure, CO2

addition has no benefit to both factors. The introduction of O2 min-
imizes the requirement of external heat-supply; nevertheless, it
has negative impacts on both GSE and CO2/Sg. Optimum CO2/C at
Temperature 800 �C is around 0.1–0.2 for pressurized gasification.
The addition of CO2 beyond this point may have moderate benefits
in terms of CO2 emission. For higher temperature operation, CO2

addition may have a positive impact on CO2/Sg while GSE mono-
tonically decreases. It is important to note that CO2 or O2 addition
also offers more flexibility in adjusting H2/CO of end product espe-
cially at low temperature and high pressure.
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In the present work, low grade activated carbon was upgraded by steam activation to improve its surface
properties and further impregnated with potassium hydroxide (KOH) to promote the H2S chemisorption for
desulfurization applications. The H2S adsorption performance of these prepared samples was tested at ambient
temperature under various operating conditions i.e. in the presence of isolated and integrated relative humidity
(70%), O2 (2%), and CO2 (40%). It was found that the KOH impregnated activated carbons provide significantly
higher H2S adsorption capacity and breakthrough time than the non-impregnated sample. Importantly, the
presence of O2 in the gas stream greatly increases the breakthrough time of H2S adsorption, while the presence
of humidity significantly increases the H2S adsorption capacity; these positive effects are related to the promotion
of H2S oxidation to elemental sulfur and H2S dissociation. In contrast, the presence of CO2 strongly inhibited H2S
adsorption due to competitive adsorption and reaction between CO2 andH2S, particularly for theKOH impregnat-
ed samples. Nevertheless, itwas revealed from the study that the presence of O2 and humidity alongwith CO2 can
efficientlyminimize this negative effect; therefore, this highlights the importance of O2 and humidity addition for
biogas purification.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Agricultural industries and livestock farms generally produce several
organic wastes and wastewaters, which greatly affect air and water
pollution [1–3]. Anaerobic digestion of organic waste and wastewater
not only minimizes this pollution but also produces biogas, fertilized
solid, and treated water for later useful utilizations [1–6]. Among the
products of anaerobic digestion, biogas can be efficiently used for heat
and electricity generation as well as for replacing gasoline in transporta-
tion applications [7,8]. Typically, biogas contains 40–75%methane (CH4),
25–40% carbon dioxide (CO2), 0.5–2.5% nitrogen (N2), 0.1–1% oxygen
(O2), and 0.1–0.5% hydrogen sulfide (H2S) [9]. The composition of biogas
depends mainly on the content of organic residues, retention time, and
bio-digester conditions; for instance, the average composition of biogas
from animal farms in Thailand is 53–66% CH4, 27–47% CO2, 2–7% N2,
0–2% O2, 0.2–0.3% H2S, and humidity [5,6,8]. It is known that H2S is
toxic at high concentrations, and corrosive to most engines. H2S can
also negatively affect several systems of the human body [10]. Therefore,
it must carefully be removed from biogas before the utilization of biogas
in heat production, electrical generation, and transportation.

It is known that the adsorption process using activated carbon as an
adsorbent has been widely applied for H2S removal from gas streams
due to its safety and high effectiveness [11–24]. Currently, several
local manufacturers in Thailand have been producing commercial-
grade activated carbon from various agricultural materials (i.e. coconut
shell and palm-oil shell) [25–28]. Nevertheless, these local grade
activated carbons have been generally used in non-specific gas and liq-
uid adsorption applications [29–31]. Our research aims to upgrade this
low-price commercial-grade activated carbon for specificH2S adsorption
application. It has been reported that the low-grade activated carbon can
be upgraded by steam activation in order to increase its specific surface
area. Furthermore, the impregnation of activated carbon with alkaline
compounds i.e. potassium hydroxide (KOH) can greatly improve the
chemical adsorption performance [32]. It should also be noted that sev-
eral researchers have previously tested the H2S adsorption performance
of activated carbon under dry condition, simulated biogas, and in the
presence of moist air [11–20]. Nevertheless, the intensive study related
to the effects of humidity, O2, and CO2 present in the H2S-containing
feed on the H2S adsorption performance of the unmodified, surface
property upgraded, and KOH impregnated activated carbons has not
been investigated.
In the present work, the H2S adsorption performance of unmodi-

fied, upgraded, and KOH impregnated activated carbons was studied
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under several operating conditions (i.e. dry condition, with isolated
and integrated 2% v/v O2, 40% v/v CO2, and 70% relative humidity condi-
tions). In addition, the surface properties and chemistry of the pre- and
post-adsorption samples were analyzed by several techniques to un-
derstand the relation between the activated carbon surface characteris-
tics and its H2S adsorption capacity. Based on these experimental
results, the reaction mechanism of H2S adsorption onto activated
carbons operated under these conditions was discussed.

2. Material and methods

2.1. Material preparations and characterizations

The granular-shape commercial grade activated carbon (namely in
the present work as “A”) was supplied by Carbokarn Company Limited
(Thailand). Its surface properties are presented in Table 1. This activated
carbon was upgraded by steam activation, from which the sample was
heated up to 900 °C under a constant nitrogen flow of 100 cm3/min.
Then, it was kept isothermally for 1 h under the flow of vaporous
steam before being cooled down to room temperature under the nitro-
gen flow. It is noted that this upgraded activated carbon by steam acti-
vation at 900 °C is referred to as “S 900” and also termed “upgraded”
in this article. In addition to the surface upgrading by steam activation,
the activated carbon samples (both A and S 900) were further impreg-
nated with KOH by soaking the samples in KOH solution for 30 min be-
fore heated at 100 °C to evaporate water. Eventually, the samples were
dried at 110 °C for 24 h; it is noted that the weight percentage of KOH
per weight of activated carbon was kept constant at 7% for all samples.
The A and S 900 samples, which were impregnated with KOH, are re-
ferred to as “A_KOH” and “S_KOH” and also termed “KOH impregnated”
in this article.
Nitrogen adsorption of all samples was measured using a Belsorp

mini II instrument at −196 °C to predict their specific surface area.
Prior to the measurement, the samples were out-gassed by heating at
110 °C under N2 flow and ambient pressure for 5 h before cooling
down to room temperature. The nitrogen isotherm of activated carbons
was used to determine the volume of adsorbate as a function of
pressure, from which the total surface area and average pore size
were calculated by t-plotmethod. Pore volumes of the activated carbons
were calculated by t-plot andαs methods and referred to as “Vt-plot” and
“Vαs”, respectively.
The elemental contents of carbon, nitrogen, and hydrogen in fresh

activated carbons were analyzed with an Elemental Analyzer (FLASH
EA 1112). The standard that was used in this analysis was 2,5-bis(5-
tert-butyl-benzoxazol-2-yl)thiophene (BBOT). In addition, the contents
of oxygen in fresh activated carbons were analyzed with a micro-
oxygen analyzer (TruSpec CHNSO, LECO). Furthermore, the contents
of sulfur in the fresh and exhausted activated carbons were analyzed
with a sulfur analyzer (TruSpec CHNSO, LECO), from which all samples
were analyzed in triplicate.
The surfacemorphology and elemental contents of the fresh activat-

ed carbons were measured with a scanning electron microscope (SEM)
and energy dispersive X-ray spectroscopy (EDS) using JSM-5800 LV,
JEOL attached with EDS, Oxford ISIS 300. In addition, the contents of K

and other elements in the fresh materials were analyzed with an X-
ray fluorescence analyzer (Bruker AXS, S4 Explorer).

2.2. H2S adsorption testing

The system for H2S adsorption testing consists of a gas supply unit, a
fixed-bed reactor in the horizontal furnace, and a gas monitoring sys-
tem. The mixtures of gaseous helium, H2S, O2, CO2, and moist N2 gas
were controlled by mass flow controllers and passed through the
fixed-bed reactor, where 1.0 g of activated carbons was packed. H2S
analyzer (QRAEmodel PGM-50Q) was applied to continuously monitor
the outlet H2S concentration from the reactor. In all tests, the concentra-
tion of H2S in the inlet gas (C0) was kept constant at 3000 ppmv and
the total flow rate of inlet gas was 100 mL/min. The inlet gas was fed
into the reactor and the concentration of H2S was recorded until
the concentration at the outlet reached 3000 ppmv again. When the
concentrations of H2S at the outlet (C) were 300 and 3000 ppmv, the
breakthrough time and adsorption time were identified, respectively.
The adsorption capacity of activated carbon was calculated using the
integrated area above the adsorption curve (the difference between
the inlet concentration and the outlet concentration curves), and the
mass of activated carbon.
In the present study, the H2S adsorption performance was tested at

30 °C under six operating conditions. In detail, the 1st operating condi-
tion was carried out under dry and inert atmospheres, while the 2nd,
3rd and 4th operating conditions were in the presence of isolated 2%
v/v of O2, 40% v/v of CO2 and 70% humidity respectively. The 5th operat-
ing condition was in the presence of integrated 2% v/v of O2 with 70%
humidity, while the 6th operating condition was under integrated 2%
v/v of O2, 40% v/v of CO2, and 70% relative humidity as simulated biogas
condition.

3. Results and discussion

3.1. Surface analyses of unmodified, upgraded, and KOH impregnated
activated carbons

The N2 adsorption isotherms of the unmodified, upgraded, and KOH
impregnated activated carbons are shown in Fig. 1. It can be seen that all
isotherms are Type I, which are typical of microporousmaterials [33]. In
the early stage of adsorption, the volume of N2 increases rapidly due to
the adsorption intomicropores; hence the slope of the adsorption curve
is sharp. When the adsorption into micropores is complete, the adsorp-
tion occurs only on the external surface of activated carbon. Among all
samples, S 900 adsorbed N2 greater than A due to its high surface area,
large pore volume, and microporous size. In addition, S_KOH adsorbs
less N2 than S 900, while A_KOH adsorbed less N2 than A because the
micropore of activated carbon is partially filled or blocked by the depos-
ited KOH. From this N2 adsorption experiment, the surface properties
(i.e. total surface area, pore volume, and average pore size) of these ac-
tivated carbons can be calculated as presented in Table 1. It was found
that A has total surface area of 1343 m2/g, pore volume of 0.45 cm3/g,
and average pore size of 0.67 nm, while S 900 has higher total surface
area and pore volume of 1621 m2/g and 0.60 cm3/g. This improvement
is due to the partial burn off of the activated carbon during the steam re-
activation, which eventually increases the porosity of the sample. On
the other hand, the total surface areas of S_KOH and A_KOH are lower
than the non-impregnated samples; furthermore, the pore volume of
the KOH-impregnated sample also decreases from 0.45 to 0.35 cm3/g.
The decrease in pore volume is related to the partial occupation of
KOH on the activated carbon surface due to impregnation.
Surface morphology and elemental analysis of activated carbons

were then performed using a scanning electron microscope (SEM)
and energy dispersive X-ray spectroscopy (EDS), as shown in Figs. 2
and 3. In Fig. 2, it can be observed that the activated carbons contain
pores of different sizes which is a common characteristic of activated

Table 1
Surface properties of the unmodified, upgraded, and KOH impregnated activated carbons.

Sample Total surface
area (m2/g)

Vt-plot
a

(cm3/g)
Vαs

a

(cm3/g)
Average pore
size (nm)

A 1343 0.45 0.44 0.67
S 900 1621 0.60 0.59 0.75
A_KOH 1037 0.35 0.34 0.67
S_KOH 1336 0.46 0.45 0.70

a Vt-plot is the pore volume of activated carbon calculated by t-plot method. Vαs is the
pore volume of activated carbon calculated by αs method.
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carbon [34]. The contents of C, N, H, O, and S in all the activated carbons
were analyzed by an Elemental Analyzer as presented in Table 2. It was
found that C content of S 900 is the highest, whereas O content is the
lowest; this result is consistent with the EDS result in Fig. 3. In addition,
the contents of K and the others in the fresh activated carbons were
analyzed with the X-ray fluorescence analyzer (XRF) as shown in
Table 3. It is noted that K was also observed from EDS and XRF in all
samples since the activated carbon derived from coconut shell generally
contains potassium. Among all samples, S_KOH and A_KOH have signif-
icantly higher K andO contents than S 900 andA samples due to the im-
pregnation of KOH. In addition, EDS analysis of A_KOH sample showed
slight content of Ca and Fe in this sample. Sahu et al. reported that the

presence of Fe2O3 and CaO could reactwithH2S at ambient temperature
to form FeS2, FeS, and CaSO4·2H2O [35]. Thus, the presence of Ca and Fe
in the A_KOH sample could also promote the H2S adsorption perfor-
mance of this material.

3.2. H2S adsorption performance of unmodified, upgraded, and KOH
impregnated activated carbons

TheH2S adsorption performances of all samples under dry condition
at 30 °C were tested and the results are presented in Figs. 4–7. For A
sample, after H2S exposure, the concentration of H2S reached almost
0 ppmv for 3–4 min and increased to 300 ppmv after 15 min; then the
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Fig. 2. SEMmicrograph of the unmodified, upgraded, and KOH impregnated activated carbons.
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concentration of H2S increased continuously to 3000 ppmv. The adsorp-
tion time of A was 67 min. From the calculation, the H2S adsorption ca-
pacity of A is 1.1 L/100 gactivated carbon. For S 900, the H2S adsorption
capacity was greater than A (2.6 L/100 gactivated carbon) due to its high
specific surface area for H2S adsorption. As seen in Figs. 4–7 and
Tables 4–5, it was observed that the modified activated carbons with
KOH impregnation (both A_KOH and S_KOH) significantly enhance
breakthrough time, adsorption time, and H2S adsorption capacity
compared to the activated carbons without KOH impregnation. In par-
ticular, the H2S adsorption capacities of A_KOH and S_KOH were 4.3
and 3.0 L/100 gactivated carbon, while the breakthrough and adsorption
times were 39 min and 330 min for A_KOH and 26 and 178 min for
S_KOH, respectively. This positive effect is mainly due to the chemical
reaction of H2S with KOH that occurs along with physical adsorption.
A conceptual reaction of H2S adsorption is proposed as follows:
(i) H2S transferred from the bulk stream into the pore or surface of
the activated carbon; and (ii) H2S adsorbed on activated carbon
(Eq. (1)), from which H2S (g) and H2S (ads) correspond to H2S in gas
and/or adsorbed phases.

H2SðgÞ→H2SðadsÞ ð1Þ

By impregnating of KOH, H2S could react with KOH at the carbon
surface to produce potassium hydrogen sulfide (KHS) and potassium

sulfide (K2S) (Eqs. (2)–(3)), fromwhich KOH(q)\C is the KOH impreg-
nated on the activated carbon covered by the water film generated by
water produced from the reaction; KHS(q)\C and K2S(q)\C are sulfide
compounds that formed on the surface of the activated carbon covered
by the water film.

H2SðgÞ þ KOHðqÞ � C→KHSðqÞ � C þ H2O ð2Þ

H2SðgÞ þ 2KOHðqÞ � C→K2SðqÞ � C þ 2H2O ð3Þ

It is noted from this study that A_KOH shows slightly higher H2S
adsorption capacity than S_KOH, which could possibly be due to the
less residual water vapor content for S_KOH. The effect of humidity on
the H2S adsorption performance will be presented and discussed in
detail in the next section.

3.3. Effects of O2, CO2 and humidity on H2S adsorption capacity

As the next step, the effects of O2, CO2, and humidity on H2S adsorp-
tion capacity were performed individually. Firstly, the H2S adsorption
characteristics in the presence of 2% v/v dry O2 at 30 °C were carried
out as presented in Figs. 4–7 and Tables 4–5. It can be seen that the
breakthrough time, adsorption time, and H2S adsorption capacity of all

Fig. 3. EDS graph of fresh unmodified, upgraded, and KOH impregnated activated carbons.

Table 2
Elemental contents in unmodified, upgraded, and KOH impregnated activated carbons analyzed by the Elemental Analyzer.

Sample Modification method N (%) C (%) H (%) O (%) S (%)

A – 0.3 75.4 1.3 4.9 0.60
S 900 Steam activation 0.3 81.8 0.2 3.5 0.68
A_KOH KOH impregnation 0.4 65.2 2.9 13.4 0.38
S_KOH Steam activation & KOH impregnation 0.1 78.0 1.8 14.0 0.33
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samples are considerably increased by the presence of O2; particularly
for A_KOH and S_KOH, from which 100% H2S removal is sustained for
110 and 118 min, respectively. This result clearly indicates the benefit
of oxygen addition for H2S adsorption of activated carbon, which
could lead to the gas-phase oxidation reaction (Eq. (4)) along with
physical adsorption and chemical adsorption.

1=2O2 þ H2S→S þ H2O ð4Þ

Regarding the mechanism of oxidation reaction, the free active site
of carbon (Cf) first reacts with oxygen to form adsorbed oxygen
(C(O)) via Eq. (5); then H2S reacts with C(O) and turns to elemental
sulfur (S) andwater via Eq. (6). It should be noted that further reactions
between elemental sulfur with oxygen and H2S to form SO2 and
polysulfides (HSxSH) could also take place via Eqs. (7) and (8) [13,21].

1=2O2 þ Cf→CðOÞ ð5Þ

H2S þ CðOÞ→S þ Cf þ H2O ð6Þ

O2 þ S→SO2 ð7Þ

H2S þ S→HSSH ð8Þ

Furthermore, for A_KOH and S_KOH samples, the reactions of KHS
and K2S (generated from the chemical reaction between H2S and KOH
in Eqs. (2)–(3)) with O2 to form sulfur element and generated KOH
could also occur (Eqs. (9)–(11)) and eventually result in the high H2S
adsorption capacity of A_KOH and S_KOH compared to A and S 900.

1=2O2 þ KHS→KOH þ S ð9Þ

1=2O2 þ K2S þ H2O→2KOH þ S ð10Þ

2O2 þ 2KOH þ H2S→K2SO4 þ 2H2O ð11Þ

Then, theH2S adsorption characteristic in the presence of 40% v/v dry
CO2 at 30 °C was tested and the results are presented in Figs. 4–7 and
Tables 4–5. It can be seen that with CO2 addition, all samples show
lower breakthrough time, adsorption time, andH2S adsorption capacity.
In detail, adsorption times of the A, S 900, A_KOH, and S_KOH were 45,
58, 88, and 80% less than those of dry condition,whereas H2S adsorption
capacities of the A, S 900, A_KOH, and S_KOH were 35, 67, 82, and 69%
less than those of dry condition. This negative effect could be due to
the competition between CO2 and H2S to adsorb on the surface of acti-
vated carbon. In addition, for A_KOH and S_KOH, KOH could react with
CO2 to produce potassium hydrogen carbonate (KHCO3), potassium car-
bonate (K2CO3), and KHS (Eqs. (12)–(14)). Hence, the content of KOH
could decrease and affect the chemical reaction between H2S and KOH.

CO2 þ KOH→KHCO3 ð12Þ

CO2 þ 2KOH→K2CO3 þ H2O ð13Þ

Table 3
Elemental contents in unmodified, upgraded, and KOH impregnated activated carbons an-
alyzed by the X-ray fluorescence analyzer.

Sample K (%) Na (%) P (%) Si (%) Fe (%) Ca (%) Mg (%)

AC 1.24 0.13 0.05 0.08 0.10 0.04 0.04
S 900 1.33 0.11 0.05 0.09 0.09 0.04 0.04
A_KOH 4.45 0.12 0.04 0.08 0.43 0.06 0.03
S_KOH 4.49 0.12 0.04 0.12 0.11 0.05 0.04
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K2CO3 þ H2S→KHCO3 þ KHS ð14Þ

Next, the H2S adsorption characteristics of all samples were studied
under 70% relative humidity at 30 °C. As shown in Figs. 4–7 and

Tables 4–5, it was found that all samples show significantly higher
adsorption time and H2S adsorption capacity than those of the dry con-
ditions and in the presence of 2% v/v dry O2. Nevertheless, the break-
through time of all samples in the presence of 70% relative humidity is
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considerably lower than those in the presence of 2% v/v dry O2. This re-
sult reveals that oxygen can promote theH2S adsorption better than the
humidity at low H2S concentrations, whereas the humidity efficiently
increases theH2S adsorption at highH2S concentrations. In the presence
of 70% relative humidity, the adsorbed H2S could dissolve in the water
film (Eq. (15)) and dissociate to hydrogen sulfide ions (HS−) and hy-
drogen ions (H+) (Eq. (16)). Furthermore, for A_KOH and S_KOH,
KOH can absorb water vapor easily and the basic property of KOH
leads to the acid–base reaction (Eq. (17)). Therefore, A_KOH and
S_KOH contribute to the dissociation of H2S and H2S in the gas stream
can be adsorbed largely.

H2SðadsÞ→H2Sðads� liqÞ ð15Þ

H2Sðads� liqÞ→HS−ðadsÞ þ Hþ ð16Þ

Hþ þ OH−→H2O ð17Þ

3.4. Effects of O2+ humidity and O2+ humidity + CO2 on H2S adsorption
capacity

The H2S adsorption characteristics of all samples were then studied
under the combinative mixture of 70% relative humidity and 2% v/v O2
at 30 °C. As presented in Figs. 4–7 and Tables 4–5, although the H2S ad-
sorption capacity of the samples under this combination is lower than
with 70% relative humidity, interestingly, the H2S adsorption capacity
aswell as the breakthrough time and adsorption time under this combi-
nation are obviously higher than the condition with 2% v/v O2, particu-
larly for the A_KOH and S_KOH samples. This result suggests that the
presence of mixed humidity and O2 can efficiently promote the H2S ad-
sorption at low H2S concentrations. In the presence of humidity and O2,
the concept of O2 dissociation can be applied. First, an O2 molecule
transfers from the bulk stream and adsorbs into the pore or surface of
the activated carbon. Then, the adsorbed O2 dissolves in a water film
to form O2 (ads-liq) and is dissociated to produce dissociative adsorbed
oxygen (O*) (Eqs. (18)–(20)) [22,23].

O2ðgÞ→O2ðadsÞ ð18Þ
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Fig. 7. Adsorption curves of H2S by S_KOH under various conditions at 30 °C.

Table 4
H2S adsorption times by the commercial, upgraded, and KOH impregnated activated carbons under various conditions at 30 °C.

Sample H2S adsorption time (min)

Fresh 2% O2 40% CO2 70% RHa 70% RH + 2% O2 70% RH + 2% O2 + 40% CO2

A 67 184 37 2787 471 1128
S 900 136 1077 57 4118 1097 1972
A_KOH 330 955 38 5118 4089 2415
S_KOH 178 2842 35 5324 5955 4238

a RH is relative humidity.
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O2ðadsÞ→O2ðads� liqÞ ð19Þ

O2ðads� liqÞ→2O � ðadsÞ ð20Þ

The dissociative adsorbed oxygen can react with HS− ions to pro-
duce elemental sulfur and water (Eq. (21)). It is noted that a small por-
tion of HS− ion can also be oxidized to generate SO2 (Eq. (22)), which
can be further oxidized to H2SO4 (Eq. (23)).

O � ðadsÞ þ HS−ðadsÞ→SðadsÞ þ OH− ð21Þ

3O � ðadsÞ þ HS−ðadsÞ→SO2ðadsÞ þ OH− ð22Þ

O � ðadsÞ þ SO2ðadsÞ þ H2OðadsÞ→H2SO4ðadsÞ ð23Þ

For the S_KOH sample, the high H2S adsorption capacity can be
achieved since physical adsorption, dissociation of H2S, dissociation of
O2, oxidation reaction, and chemical adsorption take place. The chemi-
cal reaction between H2S and KOH leads to the generation of KHS, K2S
and water, from which KHS and K2S can further react with O2 to form
the elemental sulfur and regenerate KOH.
Lastly, the H2S adsorption characteristic under the combinativemix-

ture of 70% relative humidity, 2% v/v O2, and 40% v/v CO2 was studied at
30 °C. As presented in Figs. 4–7 and Tables 4–5, the results show that in
the presence of CO2 the H2S adsorption capacities of A_KOH and S_KOH
decrease due to the reaction of KOH and CO2 to produce KHCO3 and
K2CO3, which eventually reduce the chemical reaction between KOH
andH2S. Nevertheless, the H2S adsorption capacity under this operating
condition remains higher than that under the dry and with only 2% v/v
O2 conditions; this clearly indicates the importance of humidity for H2S
removal particularly to purify biogas, which generally contains 40% CO2.
It is noted that the contents of sulfur in all activated carbons before

and after H2S adsorption tests were measured by the sulfur analyzer,
as presented in Table 6. The trend of sulfur contents under various
operating conditions is in good agreement with the H2S adsorption
capacities reported earlier, fromwhich the sulfur contents after H2S ad-
sorption test of KOH impregnated activated carbon samples (i.e. A_KOH
and S_KOH) are higher than the samples without KOH impregnation
(A and S 900), particularly for the tests in the presence of O2 that the
chemical adsorption is involved.

4. Conclusions

The surface properties (i.e. total surface area and pore volume) of
low grade activated carbon can be efficiently improved by steam activa-
tion at 900 °C, while further impregnation with 7% KOH strongly pro-
motes the H2S chemisorption and results in improved H2S adsorption
performance in terms of overall adsorption capacity and breakthrough
time. The presence of O2 in the gas stream greatly increases the break-
through time of H2S adsorption, while the presence of humidity signif-
icantly increases the H2S capacity. In contrast, the presence of CO2
inhibited the H2S adsorption performance due to the competitive
adsorption and reaction between CO2 and H2S on the surface of the
activated carbon; nevertheless, this negative effect can be minimized
by adding O2 and humidity in the gas stream.
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Tar steam reforming (TSR) is a very attractive technique for tar removal. It converts high molecular weight 
hydrocarbons of tar into smaller gas products including H2, CH4, CO and CO2. Preliminary research 
focuses on simulation of tar steam reforming. It was assumed to be at thermodynamic equilibrium and the 
calculations were performed using Aspen Plus Program. The simulation results help understand the effect 
of operating condition and identify suitable operating conditions (reaction temperature, S/C ratio) for the 
experimental tar steam reforming. Representative tar consisted of C10H8, C7H8, C6H6O and C16H10 whose 
compositions varied with temperatures of biomass gasification (700-800 0C). The experimental study of the 
tar steam reforming reaction was carried out at different temperatures (450-650 0C), S/C ratios (1-5), type 
of supports (Al2O3, CaO and MgO) and %metal loading of a nickel catalyst (10, 15 and 20 %). The 
experimental results follow the trends observed from the simulations that the reaction at high temperature 
and S/C ratio produce more hydrogen content.  20 %Ni/Al2O3 was reported as a suitable catalyst which 
offered stable and efficiency activity for tar steam reforming. 

1. Introduction 
Nowadays, depletion of fossil fuel sources and environmental problems such as global warming are the 
world’s major issues. However, due to the growth of the world’s population, the energy demand is still 
continuously increasing. Therefore, a number of current researches have been focusing on renewable 
energy in order to replace the conventional fossil fuel-based energy. In this study the focus is on biomass 
gasification which is expected to be a real commercial process. Biomass gasification has attracted huge 
interest by producing a gas rich in H2 and CO (Saxena et al., 2008) which can be used as a gaseous fuel 
for electricity generation or fuel cell (Devi et al., 2003). 
The major problem of biomass gasification is that the produced gas usually contains unacceptable levels 
of tar causing process-related problems. Tar from fuel gas condenses at low temperatures, thus blocking, 
fouling corrosion, erosion and abrasion of process equipment such as engines and turbines. Tar is a 
complex mixture of aromatics which composition of biomass gasification tars as reported (Milne et al., 
1998) includes benzene, toluene represent one-ring aromatic hydrocarbons, naphthalene represent two-
ring aromatic hydrocarbons, etc. There are 6 classes of tar based on the tar classification system 
developed (Bergman et al., 2002). Each class is also divided into different types of tar according to its 
different nature. Comprehensive significant compounds in tars, it has been grouped as a mixture of four 
compounds with each compound representing a specific class of compounds and the composition equal to 
group in actual tars is used.  The species and their amounts that were chosen to represent tars are toluene 
representing all the one-ring compounds, naphthalene representing two-ring compounds, phenol 
representing phenolic and other heterocyclic compounds, pyrene representing three-rings and higher 
compounds (Singh et al., 2005).   
Several methods for tar removal are possible (Stassen et al., 2002): tar removal by physical processes 
(Milne et al., 1998) (e.g. filters, scrubbers, wet electrostatic precipitators and cooling tower (Vivanpatarakij 
et al., 2013) and chemical processes (e.g. thermal cracking, catalytic cracking and catalytic reforming). Tar 
steam reforming is a very attractive technique for tar removal, converted into useful gas containing H2, 
CH4, CO and CO2.  Several kinds of catalytic reforming have been studied, developed and used in removal 
of tar, such as mineral resource: dolomites, magnesites, zeolites, olivine, mayenite mineral, alkali metal 
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catalysts, Ni-based catalysts and novel metal catalysts (Han et al., 2008). However, it was reported that 
these catalysts have many of the problems, although they showed good activity in removal of tar. Without 
a pretreatment, natural mineral catalysts suffer from low activity and stability. Nickel-based catalysts have 
shown high activities for reforming of biomass gasification tar. When being used as the secondary 
catalysts, the supported nickel catalysts could attain nearly complete decomposition of both tar and 
ammonia decomposition (Han et al., 2008). However, Ni catalyst suffers from coke deposition, leading to 
deactivation of the catalysts (Dayton et al., 2002).  Ni/CeO2(75 %)-ZrO2(25 %) showed the most 
pronounced catalytic performance in the steam reforming of benzene and showed strong resistance to 
coke deposition. Its activity is superior to a commercial Ni catalyst (Park et al., 2010). Steam reforming of 
toluene as a tar model compound using Ni/olivine catalyst was reported to have much higher activity and 
selectivity towards syngas than olivine alone (Swierczynski et al., 2007).  Three Ni-based catalysts (ICI46-
1, Z409 and RZ409) were proven to be effective in eliminating heavy tars (Zhang et al., 2004). Apart from 
Ni-based catalysts, there have been other catalysts developed for tar removal. The conversion rate of tar 
catalyzed by dolomite was difficult to reach or exceed 90-95 %, although dolomite could reduce the tar in 
syngas (Xiaodong et al., 2003).   
In this work, tar removal and hydrogen production from steam reforming was investigated.  This study 
focused on finding suitable condition for the highest amount of H2 yield and tar conversion by preliminary 
simulations using Aspen Plus program. It is also aimed at finding a suitable catalyst to be used in the 
steam reforming of tar for different mixtures of C10H8, C7H8, C6H6O and C16H10 as model compounds of tar 
at different temperatures of biomass gasification. The effect of operating parameters on the hydrogen 
production is also investigated. 

2. Experimental 
Figure 1 show the tar compositions at different temperatures, used in this study (Brage et al., 1996). The 
steam reforming reactions of tar representative compounds are given in Eqs (1-4). The methane steam 
reforming (Eq (5).) and water gas-shift reaction (Eq (6).) were also considered. 

C7H8 + 7H2O  7CO + 11H2                H393K =  +881.74 kJ/mol (1) 

C10H8 + 10H2O  10CO + 14H2          H393K = +1,177.8 kJ/mol (2) 

C16H10 + 16H2O  16CO + 21H2         H393K =  +651.7  kJ/mol (3) 

C6H6O + 5H2O  6CO + 8H2               H393K = +1,834.7 kJ/mol (4) 

CH4 + H2O  CO + 3H2                       H393K = +209.44 kJ/mol (5) 

CO + H2O  CO2 + H2                         H393K= -40.01   kJ/mol   (6) 

The reactants used for the reaction study are C10H8, C7H8, C6H6O and C16H10 (Analytical grade). The 
catalytic tests were performed in a flow system shown diagrammatically in Figure 2. The setup consists of 
three sections. The first section is for preparing a tar model compounds with a controlled composition and 
flow rate. The second section is the reactor system including the fixed bed reactor and temperature control 
device. The third section is the analysis system where the gases from the reactor are analyzed by gas 
chromatography (GC). The instruments used in this system are listed and explained as follows. 
The experiments were carried out at atmospheric pressure in a fixed-bed quartz reactor (9 mm diameter 
and 500 mm length) placed in a furnace with a temperature controller. The catalyst bed (0.3 g) was diluted 
with silicon carbide (1.0 g) by quartz wool in the uniform temperature zone (GHSV = 1,900 h-1). The 
temperature was monitored by a thermocouple placed outside of the reactor.  Two motorized syringe 
pumps were used to introduce the liquids: water and mixture tar model compounds including C10H8, C7H8, 
C6H6O and C16H10 which are then evaporated and carried to the reactor by a nitrogen flow controlled by a 
mass flow controller. The different operating parameters were studied as summarized in Table 1.  

Table 1:  Experimental condition for catalytic reaction. 

Composition Tar N2 flow rate Tar flow rate Temperature S/C Pressure 
N2 balance C10H8, C7H8,C6H6O, C16H10  (20  mL/min)  (0.06   mL/min) 450-650 0C 1 – 5 Atmosphere 
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Figure 1: Major compounds chosen to represent Figure 2: Schematic of the experimental system.    
tar model compound.

3. Results and Discussions 

3.1 Catalytic performance on tar steam reforming 
3.1.1 Effect of support and %Ni loading 
Figure 3.a shows the H2 yields.  The support of Al2O3 offers the highest %H2 yield of 13 %. From the result, 
it was clear that Al2O3 offers superior reactivity to the CaO and MgO supports. Figure 3.b, the results 
indicate that at 15 %Ni/Al2O3 offers the highest %H2 yield compared to 10 %Ni/Al2O3 and 20 %Ni/Al2O3.  It 
should be noted that after 2 h reaction, for 10 %Ni/Al2O3 H2 concentration decreased rapidly.  Considering 
%H2 yield (Figure 3.b), it was found that 20 %Ni/Al2O3 showed the largest value of %H2 yield.  

 

Figure 3: a) Effect of catalyst support on the H2 yield from tar steam reforming, b) effect of %Ni loading on 
% H2 yield of tar steam reforming (T = 450 0C, S/C ratio:5). 

Figure 4: Tar conversion of supported catalysts on the tar steam reforming of a) C7H8, b) C6H6O, c) C10H8, 
and d) C16H10,  (T=450 oC, S/C ratio = 5). 
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The tar conversions on various supported catalyst and %Ni loading are shown in Figure 4 and 5, 
respectively.  It was found that 15 % Ni/MgO gives the lowest tar conversion. The 20 %Ni/Al2O3 has almost 
the highest tar conversion of most tar components. Among different tar components, naphthalene 
conversion is the lowest probably because naphthalene has the most complex structure and therefore it is 
the most difficult to be decomposed.  

 

 

Figure 5: Tar conversions of Ni/Al2O3 at different %Ni loadings of a) C7H8, b) C6H6O, c) C10H8, and d) 
C16H10, (T= 450  oC, S/C ratio = 5). 

3.1.2 Effect of reaction temperature and S/C ratio 
Figure 6.a show the product compositions of the tar steam reforming of 20 %Ni/Al2O3 at 450-650 

 0C  and 
S/C ratio of 5. The results indicated that higher H2 concentration (%mol) and H2 product (mol/min) was 
achieved with increasing reaction temperature. At T = 650 0C, the value of the %H2 yield is the largest 
(about 61 %). This is because the tar steam reforming is an endothermic reaction and, therefore, the 
reaction is favourable at high operating temperature due to both the thermodynamics and the improved 
kinetics at elevated temperature. The results on tar conversions are shown in Figure 7. All tar components 
could be better decomposed at higher temperatures. The conversions slightly decreased with increasing 
temperature except naphthalene which is the most difficult component with most difficult to be 
decomposed. 

 

Figure 6: a) Effect of reaction temperature (S/C ratio = 5) and b) Effect of S/C ratio on %H2 yield of tar 
steam reforming of 20 %Ni/Al2O3 (T = 650  0C).  
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Figure 7: Tar conversions of 20 %Ni/Al2O3 catalyst on the tar steam reforming at various reaction 
temperatures of a) C7H8, b) C6H6O, c) C10H8, and d) C16H10, (S/C ratio =5). 

The effect S/C ratio 1-5 on tar steam reforming was performed using 20 %Ni/Al2O3 at 650 0C. Increasing 
S/C ratio resulted in increasing H2 product as well as %H2 yield. The observed H2 concentration and H2 
yield (Figure 6.b) varied in ranges of 74-85 and 25-62 %mol, respectively. The highest H2 product was 
observed at the S/C ratio of 5.  Additional steam in the feed could help to improve the conversions of all tar 
components (Figure 8). The increased S/C ratio did not only promote the steam reforming but also the 
water gas shift reaction, resulting in higher H2 concentration and yield. 

 

Figure 8: Tar conversions of 20 %Ni/Al2O3 catalyst at various S/C ratios of a) C7H8, b) C6H6O, c) C10H8, 
and d) C16H10  (T = 650  0C). 

4. Conclusions 
The results of catalytic reactions in tar steam reforming reaction indicate that tar was favorably converted 
to synthesis gas (H2, CO2, CH4 and CO) at high temperatures and S/C molar ratio.  The composition of tar 
derived from biomass gasification at 800 0C offers the highest H2 content. The support Al2O3 allows the 
nickel loading into pore volume and surface area.  When the %Ni loading was increased, the Ni distribution 
on surface area of alumina support becomes better. From experimental results, high temperature 
operation and S/C ratio are favorable to hydrogen production. Then, 20 %Ni/Al2O3 catalyst has good 
stability and suitability in tar steam reforming reaction at 650 0C and S/C ratio of 5. 
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h i g h l i g h t s

� The organic–aqueous parallel flow
was studied in a curved microchannel
with using computational fluid
dynamics.

� The effects of guideline structure and
surface modification on the flow were
investigated.

� The surface modification method
shows good flow improvement
results.
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a b s t r a c t

The effect of liquid multiphase parallel flow stabilizing method (i.e. guideline structure addition and
surface modification) was studied in a curved microchannel by using CFD simulation. A phase separator
function can be combined within a microchannel by operating under stable parallel flow conditions.
Based on our simulation conditions, the flow pattern could not be improved by using the guideline
structure but the surface modification proves to be beneficial.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Microreactor a process-intensifying equipment, has been
applied to improve various separation and reaction systems [1–
5]. An important advantage is mass and heat transport enhance-
ment. In case of multiphase systems, the mass transfer path
between phases can be decreased. The immiscible fluid systems
such as organic-aqueous flows with mass transfer limitations have
been studied in microreactors [6–12].

Due to large surface-to-volume ratio, surface effects become
important. Therefore, multiphase flow with many interfaces in
microstructures shows different flow patterns from typical size
systems. Two common patterns of liquid multiphase flow, parallel
and slug flows, have been studied. In this work, parallel flow is
focused because it can provide phase separation at the outlets.
Therefore, the requirement of a post-treatment unit can be
reduced. This microdevice with phase separation is expected to
be used in design of continuous flow integrated microsystems. In
order to stabilize parallel flow pattern in a microdevice, guideline
structure addition [13–15] and surface modification [16–18] have
been proposed for liquid multiphase systems. In our previous
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studies, the effects of guideline structure and surface modification
were investigated in straight glass microchannels [19,20]. The
results show that the parallel flow pattern could be improved by
these two techniques.

Computational fluid dynamics (CFD) is a useful method to study
fluid flow. Several works have applied this technique to study
flows in microdevices especially slug flow [21–23] because it can
provide detailed flow field information. Glatzel et al. [24] studied
the performance of four CFD software programs, CFD-ACE+, CFX,
Flow-3D and FLUENT by simulating four different microfluidic
applications in 3D.

A straight microchannel has been studied in a number of works.
In practice, a serpentine channel is widely used because of its com-
pactness. It can provide high heat and mass transport and narrow
residence time distributions [25,26]. In this work, the effect of par-
allel flow stabilizing method, i.e. guideline structure addition and
surface modification, was studied in the curved microchannel by
using ANSYS FLUENT, a well-known commercial CFD program.

2. Numerical simulation

Three-dimensional geometrical models were generated by
GAMBIT and the simulations were performed with FLUENT 12.0
[27]. The interface was tracked by using the volume of fluid
(VOF) method. The immiscible liquids were considered as isother-
mal incompressible Newtonian fluids. The conservation equations
for momentum and mass can be written as:

q
@~m
@t

þ~m � r~m
� �

¼ �rpþ lr2~mþ~F ð1Þ

ðr �~mÞ ¼ 0 ð2Þ
where~m, p and~F are the velocity, pressure and surface tension force,
respectively.

The physical properties q and l are density and viscosity
respectively which were calculated by averaging based on the indi-
vidual fluid volume fraction in each control volume. The interface
between the phases was identified by the continuity equation for
the volume fraction (a) which can be expressed as:

@a
@t

þ~m � ra ¼ 0 ð3Þ

The surface tension effect was included using the continuum
surface force (CSF) model proposed by Brackbill et al. [28] in the
VOF calculation. The calculated surface tension force was added
as an additional source term in the momentum conservation equa-
tion. The force for two phases is modelled as:

Fvol ¼ r qjra
1
2 ðq1 þ q2Þ

ð4Þ

where r and j are the surface tension coefficient and the curvature
which was computed from the divergence of the unit surface
normal:

j ¼ r � n̂ ð5Þ
where,

n̂ ¼ n=jnj ð6Þ
and the surface normal defined as the gradient of the volume
fraction:

n ¼ ra ð7Þ
The surface normal in the cell next to the wall is corrected by

including the wall adhesion effect and can be written as:

n̂ ¼ n̂w cos hw þ t̂w sin hw ð8Þ
where n̂w and t̂w are the unit vectors normal and tangential to the
wall, respectively and hw is the contact angle at the wall.

Our simulation approach was validated by comparison with the
previously published work [29]. Two phase liquid flows were sim-
ulated in the 156,000 cell T-shaped microchannel model. Water
and kerosene with the surface tension of 0.045 N/m were fed as
aqueous and organic phases, respectively. The contact angle of
kerosene in water on PMMA calculated using Young’s equation
was 77.48�. The simulation results showed slug and parallel flow
patterns at low and high flow rates, respectively, which agree well
with the previous study. The measured water slug lengths were
compared with the experimental and 78� contact angle simulated
results in Fig. 4 of the literature. At a water flow rate of 10 mL/h,
the simulated slug lengths were 1.77, 1.38 and 1.15 mm when
kerosene was fed at 20, 40 and 60 mL/h, respectively. These
results were between the published experimental and simulation
results.

The microchannel 3D model was created based on a standard
product of Institute of Microchemical Technology Co., Ltd. (IMT).
The channel width, height and curvature radius are 100, 40 lm
and 0.5 mm, respectively. In order to study the effect of curvature
on the parallel flow pattern, microchannels with curve radius of 1
and 3 mm were also created. The microchannel model with micro-
texture called guideline structure was generated to study the
structure effect on flow characteristics. The guideline wall and
interval lengths were 100 lm as in the straight microchannels in
our previous work [19]. Without guideline structure, the 0.5, 1
and 3 mm curvature radius microchannels were meshed to
50,000, 60,000 and 90,000 cells, respectively. For the guided micro-
channel case, the model has 51,776 cells. Fig. 1 shows the model
outline and meshed model parts of microchannel with guideline
structure. The meshed parts in Fig. 1(b)–(e) were enlarged from
the rectangle areas in Fig. 1(a). In Fig. 1(e), the black lines are wall
grids and white lines are interior grids. Water and toluene were fed

Nomenclature

Ca Capillary number
dH Hydraulic or equivalent diameter
De Dean number
F Surface tension force
n Surface normal
n̂ Unit surface normal
n̂w Unit vector normal to the wall
t̂w Unit vector tangential to the wall
p Pressure
R Curve radius
Re Reynolds number

t Time
u Superficial velocity
m Velocity

Greek letters
a Volume fraction
j Curvature
l Viscosity
hw Contact angle at the wall
q Density
r Surface tension coefficient
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in parallel with two possible inlet arrangements to generate the
parallel flow. In the first arrangement, toluene inlet was at the
outer side and water inlet was at the inner side of the curve and
for the second case, toluene was fed at the inner side and water
was fed at the outer side. The channel was initialized with water.
Constant velocities normal to the boundary were specified for
the inlet boundaries. The outlets were assumed a zero normal gra-
dient for all flow variables except pressure. No-slip condition was
applied on the microchannel and guideline walls. The contact
angles were specified at the wall boundaries as the surface proper-
ties. The surface tension between water and toluene was set at
0.0371 kg/s2 [30]. The effect of surface modification was investi-
gated by comparing the results of modified surface microchannels
with unmodified microchannels. In the unmodified case, the bare
glass surface contact angle was applied on the whole surface. For
the modified surface case, the surface was divided into two parts
corresponding with water and organic phases. The bare glass
surface contact angle was applied only on the water part and the
silanized glass surface contact angle was applied on the wall of
organic part. From the experiment, the observed contact angles

were 37� and 143� for the bare and silanized glass surfaces, respec-
tively [20].

For all simulation models, grid refinements were carried out to
confirm that the solutions were grid resolution independent. All
cases were simulated until the flow patterns did not change with
time. The results were displayed as phase volume fraction contour
and velocity vectors. Both top view and cross section view at posi-
tions specified in Fig. 2(positions a–e) were analyzed. All simula-
tion results are colored by phase. For color graphics, blue color
represent water and red is toluene. For grey scale graphics, dark
and light grey are water and toluene, respectively. Other colors
between two phases are interfaces.

The proportion of forces in the system can be quantified by
dimensionless numbers. The Reynolds number (Re) expresses the
ratio of inertia forces which are resistant to change or motion to
viscous forces that tend to produce random eddies, vortices and
other flow instabilities:

Re ¼ qudH

l
ð9Þ

Fig. 1. Meshed microchannel with guideline structure (a) outline, (b) inlet, (c) wall, (d) curve and (e) wall with interior meshes.
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where, u is the linear or superficial velocity, dH is the hydraulic or
equivalent diameter of the channel.

Capillary number (Ca) expresses the ratio of viscous shear
forces to elongate an interface to the interfacial tension forces
which act to minimize interfacial area between the phases. This
number has been used in many works [31,32] to analyze fluid
flows in microscale because the viscous forces and the interfacial
tension are the dominating forces in this small scale:

Ca ¼ lu
r

ð10Þ

Dean number (De) expresses the ratio of the square root of the
inertial and centrifugal force product to the viscous force. It is used
to explain fluid flow in the curved channel where the centrifugal
force induces the instability [33,34] and is a magnitude measure
of the secondary flow that is a result of the centrifugal force:

De ¼ Re

ffiffiffiffiffiffi
dH

2R

r
ð11Þ

where, R is the curvature radius.

3. Results and discussion

For a curved microchannel with a radius of 0.5 mm, five values
of feed flow rate, 0.025, 0.0625, 0.25, 0.5, 1 mL/min of each phase
were simulated in unmodified, modified surface and guided
microchannels. Two cases of inlet position were considered for
all microchannel models.

In the unmodified curved microchannel, the simulated stable
flow patterns in the straight part before curve were parallel flows

Fig. 2. Cross section plane position.

Table 1
Flow patterns after bend in unmodified microchannel.

Outer phase Flow rate (mL/min)

0.025 0.0625 0.25 0.5 1

Toluene Parallel Parallel Parallel Parallel Parallel
Water Parallel Parallel Parallel Annular Phase switch

Fig. 3. Flow patterns in unmodified curved microchannel of phase feed flow rates at (a) 0.5 mL/min with outer toluene, (b) 0.5 mL/min with outer water and (c) 1 mL/min
with outer water.
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whose interfaces were shifted to the toluene phases at all feed flow
rates. By investigating the contour at the microchannel cross
section, the interface showed more curvature and the toluene
phase took less area at higher feed flow rate. The flow patterns
after passing the bend are shown in Table 1. When toluene was
fed at the outer side of the curve, the flow patterns after turn were
still parallel in all feed flow rates. However, the flow patterns were
changed to annular and parallel with phase switch at the feed rates
of 0.5 and 1 mL/min, respectively; in the case that water was fed at
the outer lane. Fig. 3 shows the different flow patterns observed in
the unmodified microchannel. The cross section volume fraction
contours of some flow results at positions a–e are shown in Table 2.
In the case that parallel flow pattern could be maintained, the
interface shape was not changed significantly between each posi-
tion. In the case that parallel flow changed to annular pattern,
water gradually surrounded the toluene stream from position c.
In the phase switch after bend case, the toluene stream moved
from inner to outer lane after entering the curve part and was sur-
rounded by water at position c. After that the side water films were
disappeared and the parallel flow with flat interface was observed
at position d. The flat interface was developed to the curved inter-
face again as shown in position e. The centrifugal instability of a
fluid flow inside a curved tube can be explained by the dimension-
less Dean number. With constant channel diameter and curvature
radius, the number is increased with the Reynolds number. Com-
paring between toluene and water, the Reynolds number of tolu-
ene is greater at the same velocity and channel diameter. Thus

the centrifugal force, which acts towards the outer wall, in toluene
is stronger than in water. This might cause the toluene stream dis-
location when it was fed at the inner path of the curve at high flow
rate.

From the results, the system with bend could not maintain the
parallel flow when the flow rate was too high. In order to stabilize
the parallel flow, the guideline structure and surface modification
methods were applied in the curved microchannel.

With guideline structure, the simulated stable flow patterns in
the straight part before curve were similar to that in the unmodi-
fied microchannel. At low feed flow rate, the flow patterns after
turn were still parallel as in the unmodified microchannel. The par-
allel flows were changed to annular patterns at the feed flow rates
of 0.5 and 1 mL/min in the case that toluene was in the inner lane.
The flow patterns after passing the bend are summarized in Table 3.
Comparing to the unmodified microchannel, the guideline struc-
ture could not stabilize the parallel flow pattern in this operation
range. Fig. 4 shows the flow patterns in microchannel with guide-
line. The cross section volume fraction contours of some flow
results at positions a–e are shown in Table 4. The interface shapes
were similar to the unmodified case but there were smaller areas
of toluene phase confined by the guideline wall at 0.025 and
0.05 mL/min with outer toluene. At higher flow rate, water sur-
rounded the toluene phase as in the unmodified channel before
the toluene stream was divided into two or more parts by the
guideline wall. Thus the guideline structure could not improve
the flow pattern and the phase separation in this system.

When the surface modification method was applied, all flow
patterns both before and after turn in the simulation range were
parallel as shown in Fig. 5. For all flow rates, the interfaces were
posed at the middle of the microchannel width. Although the
observed flow patterns were not different in the top view, the
interfaces in the cross section view showed the distinct behaviors.
The cross section volume fraction contours at the feed flow rates of
1 and 0.025 mL/h at positions a–e are shown in Table 5. As can be

Table 2
Volume fractions at positions a–e of some flows in unmodified curved microchannel.

Position
Flow rate (mL/min), Outer phase 

0.025,
Toluene

0.025,
Water

0.5,
Toluene

0.5,
Water 

1,
Water

a

b

c

d

e

Table 3
Flow patterns after bend in microchannel with guideline structure.

Outer phase Flow rate (mL/min)

0.025 0.0625 0.25 0.5 1

Toluene Parallel Parallel Parallel Parallel Parallel
Water Parallel Parallel Parallel Annular Annular
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seen, at the lower flow rate, curved interfaces were not changed
along the channel for both inlet position cases. Although the
interfaces were perturbed by the bend at the higher flow rate, at
position e, it was returned to the same shape as in position a.

The velocity was largest near the middle of the channel and
therefore, the centrifugal force was strongest at this area.
When the velocity field was considered, only the results at
0.025 mL/min show non-uniform velocity vector directions in both

Fig. 4. Flow patterns in curved microchannel with guideline structure of phase feed flow rates at (a) 0.5 mL/min with outer toluene, (b) 0.5 mL/min with outer water and (c) 1
mL/min with outer water.

Table 4
Volume fractions at positions a–e of some flows in curved microchannel with guideline structure.

Position
Flow rate (mL/min), Outer phase 

0.025,
Toluene

0.025,
Water

0.5,
Toluene

0.5,
Water 

1,
Water

a

b

c

d

e
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inlet arrangements. The velocity vectors and their side views at the
feed flow rates of 0.025 and 1 mL/min in the unmodified micro-
channel at positions a, c and e are shown in Table 6. Considering
based on the Capillary number, the ratio of viscous force over inter-
facial force is decreased when flow rate is minimized. The instabil-
ity at lower flow rate is caused by the dominating interfacial force,
which acts on the interface. The pattern of velocity vectors at
position c were changed at both flow rates by influence of the cur-
vature. At 0.025 mL/min, two vortices were observed similar to the
single phase dean vortices. For 1 mL/min, the velocity direction and
the maximum velocity magnitude were shifted to the outer side of

the curve. These velocity vector changes by the centrifugal force at
the bend may help improve transport processes.

However, in the microchannel with modified surface, when the
flow rate was further increased from 1 mL/min, the system could
not maintain the parallel flow pattern. The effect of curvature
radius was also investigated. The flow at 1 mL/min in unmodified
microchannel was simulated with the curve radius of 1 and
3 mm. The contour of 1 mm radius channel shows parallel flow
with phase position switch at the curve similar to that observed
at the same feed flow rate in the 0.5 mm radius channel, while
the result of 3 mm curve radius channel shows annular pattern

Fig. 5. Flow patterns in curved microchannel with surface modification of phase feed flow rates at (a) 0.025 mL/min with outer toluene and (b) 1 mL/min with outer water.

Table 5
Volume fractions at positions a–e of some flows in curved microchannel with surface modification.

Position
Flow rate (mL/min), Outer phase 

0.025,
Toluene

0.025,
Water

1,
Toluene

1,
Water 

a

b

c

d

e
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after bend which is similar to the result at the flow rate of 0.5 mL/
min in the 0.5 mm radius channel. From these results, the stable
parallel flow pattern was expected at larger curve radius. It is
suggested that the effect of geometry such as channel, curve and
guideline dimensions should be studied comprehensively in the
future works.

4. Conclusion

The organic-aqueous flow behaviors in curved microchannel
and parallel flow stabilization methods were studied in this work
by applying CFD method. In unmodified channel, the inner tolu-
ene stream detached from their corresponding path at high feed
flow rate. The results show that the intermittent guideline wall
could not help stabilize the parallel flow in the simulated flow
rate range. In contrast, the surface modification can clearly main-
tain the parallel flow pattern at high flow rate and help shift the
interface wall contact point to the microchannel centre. More-
over, the perturbed interface by the curve could completely
return to the observed shape before the bend. As a result, the sep-
aration at the outlets can be improved. In this work, because of
the curvature interface shape, the complete phase separation by
utilizing the parallel flow pattern may be difficult to be obtained.
However, one phase in its outlet with a trace of the other phase
can be expected. By considering the velocity vectors, there were
non-uniform directions observed at low flow rate by the interfa-
cial force. The vector directions and the maximum velocity mag-
nitude positions were changed at the bend by the centrifugal
force.
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a  b  s t  r  a  c t

In this work, several chemical processes for production of dimethyl carbonate (DMC) based on CO2 utilization are eval-

uated. Four CO2-based processes for production of  DMC are considered: (1) direct synthesis from CO2 and methanol;

(2)  synthesis from urea; (3)  synthesis from propylene carbonate; and (4) synthesis from ethylene carbonate. The

processes  avoid the use of  toxic chemicals such as phosgene, CO and NO that are  required in conventional DMC

production  processes. From preliminary thermodynamic analysis, the yields of  DMC are found to  have the following

order  (higher to lower): ethylene carbonate route > urea route > propylene carbonate route > direct synthesis from CO2.

Therefore,  only the urea and ethylene carbonate routes are further investigated by  comparing their performances

with  the commercial BAYER process on the basis of  kg of DMC produced at a specific purity. The ethylene carbonate

route  is found to give the best performance in terms of  energy consumption (11.4% improvement), net CO2 emission

(13.4%  improvement), in  global warming potential (58.6% improvement) and in human toxicity-carcinogenic (99.9%

improvement) compared to  the BAYER process. Also, the ethylene carbonate option produces ethylene glycol as a

valuable  by-product. Based on the above and other performance criteria, the ethylene carbonate route is found to  be

a  highly promising green process for DMC production.

©  2014 The Institution of  Chemical Engineers. Published by Elsevier B.V. All  rights reserved.

Keywords: Dimethyl carbonate; CO2-based synthesis; Process evaluation; Energy consumption; Net CO2 emission;

Sustainability  analysis

1.  Introduction

Carbon dioxide accumulation in the atmosphere is  a  major
cause of concern with respect to the increasing global tem-
perature of the earth and severe climate changes. The CO2 is
primarily released from long-term storage via combustion of
fossil-fuel. It  has been estimated that the worldwide energy-
related CO2 emissions are increasing at  a  rate of about 2.1%
per  year (Xu et al., 2010). It is therefore necessary to decrease
the  emission of CO2 to the atmosphere on a  global scale. The
CO2 emissions from the petrochemical sector, for example,

∗ Corresponding author. Tel.: +66 2 2186868; fax: +66 2  2186877.
E-mail  addresses: Suttichai.A@chula.ac.th, Suttichaia@yahoo.com (S. Assabumrungrat).

oil refineries, LNG sweetening, ammonia, ethane and other
petrochemical process and ethylene oxide to atmosphere are
estimated around 1460 MtCO2/year, while, CO2 utilization in
chemical process such as urea, methanol, dimethyl ether, tert-
butyl methyl ether (TBME) and organic carbonate is estimated
around 178 MtCO2/year (Aresta et al.,  2013). Although, no sin-
gle  solution will be sufficient in reducing this large net CO2

emission, a  potential strategy could be to more  utilize CO2 as a
chemical feedstock for conversion to more  valuable chemicals
(Centi and Perathoner, 2009). However, the utilization of  CO2

for the production of  fine chemicals is severely limited by the

http://dx.doi.org/10.1016/j.cherd.2014.07.013
0263-8762/© 2014 The Institution of  Chemical Engineers. Published by Elsevier B.V. All rights reserved.
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reaction equilibrium in most cases and they have been widely
reported (Omae, 2012). The high stability of  carbon dioxide
leads  to a very low driving force, which has to be  compen-
sated if higher value chemical products are to be produced
what is necessary is to first create a full reaction tree of  higher
value  chemicals that can be produced directly or indirectly
with CO2 as a reactant. This requires each synthesis route to
be  investigated for thermodynamic feasibility and availability
of  catalysts, when necessary. Having the reaction tree, differ-
ent  synthesis routes can be investigated to find the best set
of  value-added products by CO2 utilization and thereby reduc-
tion of net CO2 emission as a  first step, the synthesis routes for
a selected set of  higher value products could be investigated
based on known reaction data.

This work focuses on the evaluation of  the production of
dimethyl carbonate (DMC) by several reaction routes. DMC is
an important carbonylating and methylating reagent used in
various fields such as medicine, pesticides, composite mate-
rials,  flavoring agent and electronic chemicals (Omae, 2012;
Pacheco and Marshall, 1997). Although processes for the pro-
duction  of DMC  are well-established, for example, BAYER
(Kricsfalussy et al., 1996), UBE (Matsuzaki and Nakamura,
1997) and ENIChem (Tundo and Selva, 2002), the synthesis of
DMC  utilizing CO2 is an option worth investigating since it
offers  direct benefits to the environment while creating valu-
able  products from the emitted and undesired CO2.  In  this
paper,  CO2 based processes for production of DMC are selected
for  evaluation and compared according to a set of perfor-
mance criteria that includes yield, energy consumption and
CO2 emission. For a consistent comparison, the various crite-
ria are evaluated for the same product specification (that is, a
fixed purity) and per unit mass of the desired product.

2.  DMC  production  process  alternatives

The production of  DMC  is  classified here in terms of  two
main types, namely conventional processes and CO2-based
processes. Among the conventional processes, the produc-
tions  of DMC  from phosgene, through partial carbonylation
of methanol (BAYER process) and from methyl nitrile (UBE
process) are well-known. The processes utilizing CO2 include
direct synthesis with methanol and integrated processes
involving intermediate compounds such as urea, propylene
carbonate and ethylene carbonate, which are derived from
CO2. The involved reactions and associated thermodynamic
data are given in Table 1 for the above process routes.

2.1.  Conventional  process

2.1.1.  Synthesis  of  DMC  from  phosgene
This process employs the traditional (pre-1980) method to pro-
duce DMC  (Pacheco and Marshall, 1997). Here, phosgene reacts
with  methanol to form methyl chloroformate (CH3OCOCl),
which further reacts with methanol to form DMC  accord-
ing  to Eq. (1) in Table 1. However, phosgene is an extremely
hazardous material (Matsuzaki and Nakamura, 1997) and is
classified by the US  Department of  Transportation (DOT) as a
class-A poison. Consequently, there is  an incentive to phase
out  phosgene (Matsuzaki and Nakamura, 1997).

2.1.2.  DMC  from  partial  carbonylation  (BAYER  process)
This non-phosgene process produces DMC by reacting
methanol, carbon monoxide and oxygen in liquid phase, as
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Fig. 1 –  Concept of CO2-based processes for production of  dimethyl carbonate by CO2 conversion.

given  by Eq. (2) in Table 1. As the catalyst, Cu(I)Cl and KCl
in  various ratios are usually employed (Kricsfalussy et  al.,
1996;  Tundo and Selva, 2002). The process however suffers
from  low production rate, difficulties in downstream sepa-
ration  because of the existence of  binary azeotropes in the
system  methanol-water-DMC, and the need for corrosion
resistant reactors. Nevertheless, the process has been licensed
by  BAYER for commercial production of DMC.

2.1.3.  DMC  from  methyl  nitrite  process
The oxidative reactions using the alkyl nitrites as an oxi-
dant  have been developed by UBE (Matsuzaki and Nakamura,
1997; Tundo and Selva, 2002). In  the alkyl nitrite reactions,
substrates such as CO and carbonyl-compounds are oxidized
over  palladium catalysts. The DMC, dialkyl oxalates and other
useful  chemicals are synthesized efficiently under moderate
conditions by this type of alkyl nitrite reactions. In  the case
of  DMC, methyl nitrile reacts with carbon monoxide to pro-
duce  DMC  and nitric oxide, as given by Eq. (3) in Table 1.
This processing route has difficulties due to the production of
nitric  oxide, which is toxic and therefore, its release must be
controlled  and regulated. However, it is noteworthy that this
methyl nitrile process has been employed for further produc-
tion  of dimethyl oxalate (Matsuzaki and Nakamura, 1997).

2.2.  CO2 as chemical  feedstock  for DMC  production

Production of  DMC  from CO2 is  feasible through direct reac-
tion  with methanol or via the formation of intermediate
compounds such as urea, propylene carbonate or  ethylene
carbonate. The latter is highlighted in Fig. 1. In this work, it
is assumed that a pure CO2 feed stream, captured through a
process  is available, irrespective of the emission source. Some
of  the sources of  CO2 emitted streams could be  natural gas
sweetening process, ammonia process, ethylene oxide pro-
cess, H2 production process and fermentation process. The
CO2 from higher concentration sources has the advantage
that they may  be  directly applicable in the considered reac-
tion  scheme, thereby avoiding additional purifying steps. On
the other hand, high purity CO2 streams would avoid catalyst
deactivation, avoid side reaction from impurities and lead to
low energy consumption in utilities and separation sections.
It  should be noted that the savings being considered here is
not  in the effort to capture and purify but in the potential
effort to sequestrate. In this way,  the capture effort is the same
and  must be done but the sequestration effort is reduced by
diverting  some of  the CO2 for utilization efforts.

2.2.1.  DMC  from  direct  synthesis  from  CO2 and methanol
For the direct use of  CO2 to produce DMC, it has  been reported
that CO2 could react with methanol at critical temperature
and critical pressure of  CO2 as highlighted by Eq. (4) in Table 1

(Wu  et al., 2006; Gu et al., 2008; Fang and Fujimoto, 1996).
Under mild conditions, a basic catalyst (ZrO2–MgO), a pro-
moter (methyl iodide) and butylene oxide as a  chemical trap
to  shift the chemical equilibrium are needed (Eta et al., 2011).

This direct reaction route results in high atom-efficiency
and avoids the use of toxic chemicals such as phosgene. How-
ever,  industrial utilization of  CO2 in the direct DMC  synthesis is
still a  significant challenge because CO2 lies in a deep potential
energy well of about −400 kJ/mol that requires a huge amount
of  energy for activation (Eta et al., 2011).

2.2.2.  DMC  synthesis  from  urea  (urea-route)
DMC can also be  synthesized from CO2 via urea (Sun et al.,
2005). This process, proposed as a new alternative, integrates
the  synthesis of urea and DMC, where CO2 is used as a chem-
ical  feedstock. The process starts with the reaction between
CO2 and ammonia in the urea synthesizer, which is  operated
at  165–190 ◦C and 135–205 bar (Sheppard and Yakobsin, 2003).
The product stream is  pumped to the purification section to
remove  water, excess CO2 and ammonia from urea. Then,
methanol is added for the alcoholysis reaction to produce DMC
by using ionic liquid Et3NHCl–ZnCl2 or emimBr–ZnCl2 (Wang
et  al., 2009). It  has been reported that the process involves
a  two-step reaction with methyl carbamate as the reaction
intermediate as given by Eqs. (5)–(7) in Table 1 (Wang et al.,
2009).

2.2.3.  DMC  synthesis  from  propylene  carbonate  (PC-route)
One of the most promising ways to effectively utilize CO2 in
DMC  production is through cycloaddition of CO2 to epoxides to
form cyclic carbonates (Watile et al., 2012), which gives 100%
atom  efficiency. Propylene carbonate (PC) is  synthesized from
propylene oxide (PO) and CO2 at  130 ◦C and 20 bar (see Eq. (8) in
Table 1). Subsequently, DMC is obtained through the transes-
terification of propylene carbonate and methanol (see Eq. (9) in
Table  1). Various types of catalysts can be used such as basic
quaternary ammonium ion exchange resins with hydroxide
counter ions. Also, Verkade super bases can be effective at  low
catalyst  loadings for the rapid transesterification of propylene
carbonate with methanol under mild conditions and with high
product selectivity (Williams et al., 2009; Li et al., 2006). For
this  reaction, propylene glycol which is a valuable chemical is
obtained as a  by-product.

2.2.4.  DMC  synthesis  from  ethylene  carbonate  (EC-route)
Similar to the synthesis of propylene carbonate, ethylene car-
bonate  (EC) is also produced from cycloaddition of CO2 to
ethylene oxide (EO) (see Eq. (10) in Table 1). The reaction con-
dition  is  relatively mild, i.e., 30 ◦C and 25  bar in immobilized
ionic liquid on amorphous silica (Kim et al., 2010). Subse-
quent transesterification of ethylene carbonate with methanol
produces DMC and ethylene glycol (see Eq. (11) in Table 1). It
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has been reported that the conversion of  ethylene carbonate
to  DMC  is 81.2% at  250 ◦C and 90  bar. Various types of catalysts
can be used, such as poly-4-vinyl pyridine as a  novel base cat-
alyst  and DABCO-derived (1,4-diazobicyclo[2.2.2]octane) basic
ionic liquids (Jagtap et al., 2008; Yang et al.,  2010).

3.  Screening  of  process  routes

The objective of  this analysis is  to preselect three of the most
promising  process alternatives as candidates for further anal-
ysis  based on the thermodynamic feasibility of their synthesis
routes  together with environmental, safety and health con-
cerns.

3.1.  Thermodynamic  analysis

The reaction equilibrium for different reactions is  calcu-
lated using Aspen Plus® software where all necessary model
parameters are available. The feasibility of  reactions is veri-
fied  through the equilibrium reactor model in Aspen Plus®,
which  is based on  Gibbs free energy minimization. The liq-
uid  activity calculation, the UNIQUAC model (Zhang et al.,
2005;  Holtbruegge et al., 2013) has been used and these val-
ues  were  cross-checked with the NRTL (Khoshtinat Nikoo
and  Amin, 2011) and PSRK (Müller et al., 2014; Smith et al.,
2005)  models. In Table 1 the calculated values of  Gibbs free
energy, the heat of  reaction and the equilibrium constant at
25 ◦C are listed for all  the reactions involved, while in Fig. 2,
calculated  values of the Gibbs free energy as a function of
temperature and at  standard pressure of 1  bar  are highlighted.
Based on these results, the CO2 direct synthesis route is elim-
inated  because of the positive Gibbs energy values, while the
phosgene route and the methyl nitrile route are eliminated
because of environmental, safety and health issues, even
though the involved reactions have very favorable Gibbs free
energy values. Their designs and performance are also well
documented.

Considering  the CO2-based processes, the urea-route, EC-
route  and PC-route are considered as at  higher pressures they

are  thermodynamically favorable. At the temperature of the
reaction of urea synthesis (reaction (5)), the Gibbs energy is
positive, as given in Table 1 and shown in Fig. 2. However,
the Gibbs free energy for reaction (5) has been found to be
negative at  160 bar and 200 ◦C,  while the Gibbs free energy
of  CO2 to urea synthesis is  −70 kJ/mol, even though at 1 bar
and  25 ◦C it is  21 kJ/mol (Zhang et al., 2005). The CO2 coupling
reactions to propylene carbonate (reaction (8)) and ethylene
carbonate (reaction (10)) show slightly negative values of  Gibbs
free  energy at  lower temperatures, indicating that these two
reactions  are feasible for CO2 utilization. This leaves for fur-
ther  analysis, the partial carbonylation route (BAYER process),
the  CO2-based urea-route, EC-route and PC-route.

3.2.  Sensitivity  analysis

A sensitivity analysis is now performed for the three CO2-
based  DMC  production routes to identify the reactor operating
windows for these processes in terms of  product (DMC)
yield, temperature and pressure. The simulations are based
on the equilibrium reactor model in Aspen Plus® and the
calculated values are validated-compared with known exper-
imental values. In these simulations, the feed compositions
of urea–MeOH, EC–MeOH and PC–MeOH are kept  constant at
their stoichiometric ratios (1:2 for all reactions), while pressure
(P)  and temperature (T) are varied. The operating conditions for
these synthesis routes are known to vary as follows:

• Urea route (Wang et al., 2009): 4–12 bar for pressure;
125–250 ◦C for temperature. A yield of  67.4% is  reported for
the  reaction between urea and methanol using polyphos-
phoric acid as a  catalyst at 8 bar and 150 ◦C (Wang et al.,
2009).

•  EC route (Watile et al., 2012; Kim et al., 2010; Feng et  al., 2005):
1–15 bar for pressure; 25–250 ◦C for temperature. The yield
is reported to be 75.3% for the reaction between ethylene
carbonate and methanol using immobilized ionic liquids
on  MCM-41 (mesoporous molecular sieves) at 11.3 bar  and
180 ◦C (Kim et al., 2010) while a value of 81.2% is  reported
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Fig. 3 – DMC yield from the propylene carbonate route (propylene carbonate:methanol = 1:2).

for the same reaction operated without any catalyst under
supercritical conditions at  90 bar and 250 ◦C (Feng et al.,
2005).  This condition, however, has not considered in the
current  work.

•  PC route (Williams et al., 2009; Li et al., 2006; Wei et al.,
2003): 1–15 bar  for pressure; 0–200 ◦C for temperature. The
low  yields are confirmed by reported values for this route
(Wei  et al., 2003).

The  calculated DMC yields are compared with known
experimental values in Figs. 3–5, for the urea-route, the EC-
route,  and the PC-route, respectively.

From  the calculated values as well as the known exper-
imental values, it is  clear that the yields of  DMC from the
urea-route and the EC-route are much  higher than the PC-
route.  The highest yields of DMC are 78.7% for the urea-route
and 78% for the EC-route, while for the PC-route, the yield is
only  5–20%. Based on  these results, the EC-route together with
the  urea-route is retained for further detailed analysis instead
of the PC route.

Therefore, the urea-route and the EC-route are selected for
further investigation and analysis together with the BAYER
process.  Also, these two CO2-based alternatives are interest-
ing  because others have also studied the production of DMC
from  the urea-route (Wang et al.,  2009; Zhang et al.,  2012) and
from  the EC-route (Kim et al., 2010; Jagtap et al., 2008; Yang
et  al., 2010; Feng et al., 2005; Lu et al., 2004) under different

conditions  (kinetics and supercritical condition) and catalysts
(chemical and ionic liquids).

4.  Performance  evaluation

Because of the concerns on  issues such as the depletion of
natural  resources, environmental–safety–health impacts, as
well  as sustainability of the chemical process, it is not  enough
to  simply find the optimal chemical process converting given
raw  materials to specified products. It is  necessary to also
make the process sustainable. In this work, the well-known
sustainability metrics (Azapagic, 2002; Carvalho et al., 2008)
together with life-cycle assessment factors and some green
chemistry indicators have been used. Three principal criteria,
in  addition to the process requirements have been selected
for  purposes of  comparison. These are the energy consump-
tion  for unit product (at a specified purity), net CO2 emission,
the  atom efficiency and the life-cycle assessment factors
(global warming potential, carbon footprint, measure of tox-
icity,  etc.). Many industries and businesses these days have
better  awareness on the environment issues. Consequently,
life cycle assessment has  become a key factor for establishing
more  sustainable options in process design and synthesis. So,
the final design in terms of a  selected set of  performance crite-
ria,  such as amount of raw material used per kg of product or
the  amount of energy used per kg  of product, are compared
for all  feasible alternatives. The systematic methodology for

Fig. 4 – DMC  yield from the urea route (urea:methanol = 1:2).
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Fig. 5 – DMC  yield from the ethylene carbonate route (ethylene carbonate:methanol = 1:2).

evaluating process alternatives for DMC  production includes
four  key performance indicators based on  the following crite-
ria:  energy consumption, net CO2 emission, atom efficiency
and life cycle assessment.

4.1.  Methods  and  tools  used

The work-flow (method) used to calculate the selected set of
performance criteria is  as follows:

Step-1: identify a process design for the selected process (it is
assumed  that a base case design is  available for each process
considered)
Step-2: perform the process simulation
Step-3: calculate the energy consumption, atom efficiency
Step-4: calculate the life-cycle assessment factors and the
net  CO2 emission
Step-5: perform the overall analysis

4.1.1.  Process  simulation
Steady state process simulation has been performed with
Aspen Plus®. For the reactor, the Gibbs free energy based equi-
librium model has been employed. For distillation columns,
the  RADFRAC model has been used. The details of the ther-
modynamic models used are given in the corresponding
simulation results (see Section 4.2). The process simulation
results include mass and energy balances for each process.

4.1.2.  Energy  consumption
The energy consumptions in all equipment are calculated
from the steady state simulation results and these are
summed to obtain the net energy consumption (MJ/h) per unit
mass  of DMC  product (kg/h). This is  in accordance with the
definitions of sustainability metrics (Azapagic, 2002; Carvalho
et  al., 2008). The reaction/separation ratio (R/S), defined here
as the ratio between the energy consumption in reaction parts
and  that in separation parts of  the process, is also considered
as  a performance indicator. Low R/S ratio is  usually caused by
reaction  with low product yield, which consequently requires
high  energy in downstream separation processes.

4.1.3.  Atom  efficiency
Atom efficiency is  a criterion that considers efficiency of a
reaction  in terms of atoms of  reacting substances that are

present  in the desired product. The process that generates
by-product or  contains side-reaction is  considered having low
atom efficiency. For example, in urea synthesis according to
Eq.  (5) in Table 1, carbon atom in the feed stream is converted
to  urea, while only four atoms of hydrogen from the reactants
are  found in urea. Therefore, the atom efficiency of  C atom is
78.7%, while that of H atom is only 24.7% because H atom was
loss  to form by-product water compound which reduce atom
efficiency  of urea synthesis reaction.

4.1.4.  Life  cycle assessment
The issue of environmental impact is  considered for the evalu-
ation of  the process alternatives. LCSoft (Piyarak, 2012; Kalakul
et al., 2014), which is a  computer aided tool for generation
of LCA factors, has been used in this work. LCSoft performs
the life cycle assessment, using US-EPA and IPCC emission
factors to calculate the environmental impact for a given pro-
cess.  The performance evaluation of  process alternatives are
established  in terms of  carbon footprint (CF), which is the
overall  amount of carbon dioxide and other greenhouse gas
emissions associated with 1 kg of product. The carbon foot-
print  is  related to other indicators such as the global warming
potential (GWP) in terms of kg of CO2 equivalent. From a
health and safety points of view, indicators such as the human
toxicity-carcinogenic (HTC) in terms of  kg of benzene equiv-
alent, human toxicity potential by exposure both dermal and
inhalation  (HTPE) in unit of time-weighted averages (1/TWA)
are  also considered (Kalakul et  al., 2014).

4.1.5.  Net  CO2 emission
Since one of  the main goals in this work is to identify DMC
production processes that have low impact on environments,
CO2 emissions from all associated processes for each syn-
thesis route are calculated and compared. That is, the CO2

created (or used) from the reactions is  considered together
with those generated (emitted) because of the use of energy.
Therefore, in this work, it is assumed that all energy uti-
lized as heat energy in all  unit operations is  obtained from
complete combustion of  methane, which releases 1 mol  of
CO2 per 1 mol  of  methane combustion and provides a  heat-
ing  value of  889 MJ/kmol. Therefore, the total CO2 emission
in each DMC processing route is  represented in terms of
CO2 emission per one unit mass of  DMC product (kg of CO2/
kg of  DMC).
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Fig. 6 – Process flow diagram for the urea route for dimethyl carbonate production.

4.2.  Process  simulation  and  design  analysis

Here, the two CO2-based processes, that is, the urea-route
and the EC-route are evaluated in terms of the selected per-
formance criteria and compared with the commercial BAYER
process.  The design of  the BAYER process is  taken from the
available data (Kricsfalussy et  al., 1996).

4.2.1.  Urea  route
The process flowsheet for this process is  highlighted in Fig. 6,
where  it is shown that the process is divided into two sec-
tions:  (1) the urea synthesis section and (2) the DMC  synthesis
section. The extended electrolytic UNIQUAC equation has
been  used to describe the non-ideality of liquid phase of
NH3–CO2–H2O–urea system under high pressure and high
temperature, and the perturbed-hard-sphere (PHS) equation
of  state has been used to predict the vapor fugacity coefficients
have  been used to represent the VLE of CO2–NH3–urea system
(Zhang et al., 2005).

Section  1: Urea is synthesized from ammonia and carbon
dioxide in the first reactor (R-Urea synthesis). Similar to the
analysis  of reaction (6) (see Table 1)  and Fig. 4, the condi-
tions of operation for the synthesis of urea from CO2 has
been  investigated for ratio of 4.25:1 for NH3:CO2. The calcu-
lated urea yields at equilibrium are shown in Fig. 7. It can
be  noted that it is  possible to achieve a yield of  73.8% when
operating at P  =  180 bar and T =  160 ◦C. This conclusion agrees
well  with known experimental data (yield = 70%) reported by
Zhang  et al. (2005). The reaction product stream flows into
separator V-101 for recovery and recycle of  the unreacted raw
materials. The urea stream is  sent to separator V-102 to purify
urea  by eliminating water.
Section  2: In this section, the urea and methanol react
to produce dimethyl carbonate. An equilibrium reaction is
assumed.  The energy consumption and yield of DMC are
the  key performance parameters for evaluation of optimum
process condition. The reaction temperature slightly affects
the  yield of DMC, and so it is  fixed at 140 ◦C (see Fig. 4).

The  operating pressure is  varied between 1  and 20  bar and
the  pressure corresponding to the minimum energy usage is
selected which correlate well with known experimental data
(Sun et al., 2005). The results from process simulation, which
confirms  the reported experimental data, are shown in Fig. 8,
where  the yield of DMC  and the corresponding energy usage
are  plotted as a function of pressure.

A feed molar ratio of  MeOH:urea = 8 in the reactor (R-
DMC) has been reported (Sun et al., 2005). The effect of
methanol/urea molar ratio on the DMC  yield has been stud-
ied  by increasing it from 8 to 14. If the molar ratio of
methanol/urea is  lower than 8, the urea and MC (methyl carba-
mate) concentration is higher, the side reactions (the reactions
of  MeOH with urea) significantly reduces the DMC  formation
rate. Higher methanol/urea molar ratio therefore is  desirable
in  order to increase the DMC yield. However, when the molar
ratio  of  methanol/urea is higher than 14, the DMC  yield begins
to fall (Sun et al., 2005). Hence, a  methanol/urea molar ratio of
8 was selected for this work.

The product stream (PROD-1) contains DMC, ammonia,
unreacted of urea, methanol and small amount of methyl
carbamate is  sent to the V-201 to flash NH3 gas and then
the  bottom stream is sent to V-203 to separate the unre-
acted urea. The effluent distillate stream from V-203 contains
12,435  kg/h of  MeOH and 4366 kg/h of DMC  and sent to a
series of pressurized distillation column (V-204 and V-205).
The azeotropic mixture of  DMC and MeOH is  pressure depend-
ent,  and therefore, distillation columns V-204 and V-205 are
used  in a  pressure-swing configuration with the pressure of
V-204  and V-205 fixed at 30 and 20, respectively. The first col-
umn  (V-204) is operated at  30  bar and the distillate (MeOH)
stream is  recycled (R-MeOH; 12,279 kg/h of  MeOH and 478 kg/h
of  DMC) to the reaction section and the bottom stream from
V-204  (156 kg/h of MeOH and 3887 kg/h of  DMC) is  sent to the V-
205 for purifying the DMC product. The  V-205 column operates
at  20 bar and gives a DMC product of 99.7 wt%  purity as bot-
tom  stream (P-DMC; 3.51 kg/h of  MeOH and 3773 kg/h of DMC),
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Fig. 7 – Sensitivity analysis of urea production from CO2 and NH3.

while the distillate stream (R-MEOH2; 152 kg/h of MeOH and
114  kg/h of DMC) is recycled to the DMC  synthesis section.

The important variables from the process simulation of  the
DMC  production process through the urea-route are given in
Table  2.

4.2.2.  Ethylene  carbonate  route
The base case design for DMC  production based on the EC-
route  is illustrated in Fig. 9. The PSRK model (Müller et al., 2014;
Smith  et al., 2005) is used for the calculation of vapor–liquid
equilibrium, since for a system consisting of  methanol, ethyl-
ene  carbonate and ethylene glycol, use of  this model has been
reported  by others (Gmehling et al., 2012). This process is  also
divided  into two sections: (1) the ethylene carbonate synthesis
section and (2) the DMC  synthesis section.

Section 1: Ethylene carbonate is  synthesized from ethylene
oxide and carbon dioxide in the first reactor (R-EC synthe-
sis). Similar to the analysis of  reaction (10)  (see Table 1) and
Fig.  4, the conditions of operation for the synthesis of  EC from
CO2 has been investigated for ratio of 2.4 for CO2:EO. The cal-
culated  EC yields at  equilibrium are shown in Fig. 10. It can
be  noted that it is possible to achieve a yield of  84.73% when

operating  at  P = 125 bar and T = 110 ◦C,  which agrees well with
experimental data (85.6%) reported by Lu  et al. (2004). The
reaction product stream flows into separator V-101 for recov-
ery  and recycle of the unreacted raw materials. The ethylene
carbonate stream is  sent to DMC  synthesis section through
a  pump.
Section 2: In this section, the ethylene carbonate and
methanol are reacted to produce dimethyl carbonate. An
equilibrium reaction is assumed. The energy consumption
and yield of  DMC are the key performance parameters with
respect  to selection of the reactor operating condition. The
reaction temperature slightly affects the yield of  DMC  from
140 ◦C to 170 ◦C,  and so it is  fixed at  160 ◦C (see Fig. 5). The
operating pressure is  varied between 1 and 20  bar  (see Fig. 11)
and the pressure corresponding to the minimum energy
usage is  selected, matching the reported data (Kim et al.,
2010). In Fig. 11, the yield of DMC and the corresponding
energy usage are plotted as a  function of  pressure.

A feed molar ratio of  MeOH:EC = 2.3 is  sent to R-DMC, where
a  yield of DMC  that matches with the reported value (Kim
et  al., 2010) is  obtained. The product stream (PROD-1) contain-
ing DMC, ethylene glycol (EG), unreacted of EC and MeOH is

Fig. 8 – Effect of  pressure on DMC  yield and energy consumption in urea transesterification process.
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Fig. 9 – Process flow diagram for the ethylene carbonate route for dimethyl carbonate production.

Fig. 10 – Sensitivity analysis of  ethylene carbonate production from CO2 and ethylene oxide.

separated using the distillation column (V-201), operating at
P = 10 bar. The distillate stream of V-201 (PROD-2) containing
1807 kg/h of MeOH and 4215 kg/h of  DMC  is sent to pressurized
distillation column (V-203) from where, MeOH is recycle and

the  DMC product of  specified purity is obtained. The  stream
R-MeOH, after the purge (V-204) contains 1795 kg/h  of  MeOH
and  258 kg/h of  DMC and the bottom stream of V-203 contains
3956 kg/h of DMC at 99.2 wt% purity as product. The ethylene

Fig. 11 – Effect of pressure on DMC  yield and energy consumption in ethylene carbonate transesterification process.
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glycol stream which is  separated as bottom stream in distilla-
tion  column (V-201) was sent to the distillation column (V-202)
where  the pressure is 10 bar. Here, 2793 kg/h of EG is  obtained
as  distillate stream at 99.99% purity (see Fig. 9).

The important variables from mass and energy balance
simulations of the DMC  production process integrated with
the  EC plant are given in Table 3.

4.2.3.  BAYER  process
The simulation of  the BAYER process is  based on  the infor-
mation provided in the patent (Kricsfalussy et al., 1996). The
process  flow diagram is shown in Fig. 12. The UNIQUAC model
(Gmehling et al., 2012) is  used for the vapor–liquid equilibrium
calculations. The partial carbonylation reaction of  CO and
MeOH is carried out in a  reactive-distillation unit (Bhatia et al.,
2007; Simasatitkul et al., 2013). Here, a gas-phase exother-
mic  reaction is  taking place where the excess reactant is
removed, the equilibrium conversion shifted and azeotrope
formations are avoided. The reaction temperature is  known
to  vary between 120 ◦C and 300 ◦C, but values between 120 ◦C
and  180 ◦C are preferred (Kricsfalussy et al.,  1996). The reaction
is  carried out at atmospheric pressure. However, to achieve a
sufficiently high reaction rate, it is advantageous to carry out
the  reaction at a higher pressure, preferably between 10 and
50  bar, with the optimal between 12  and 22  bar. Water, which is
formed from the reaction, is  removed from the system, option-
ally after distilling off organics such as the DMC. In the zone
of  the reactive-distillation unit, molten salts, methanol and
DMC  are distilled off, together with small amounts of volatile
by-products such as, formaldehyde and dimethyl acetal.

Methanol  introduced into the reaction zone contains rel-
atively large amounts of  DMC which, for example, has a
composition corresponding to the MeOH/DMC azeotrope. It
is possible to obtain a  higher yield of  DMC  by shifting the
equilibrium through the addition of  excess MeOH. The BAYER
process  has also been simulated through Aspen Plus® using
the  reported design (Kricsfalussy et al.,  1996). The simulation
results are given in Table 4 and agree well with those reported
in  the patent, in terms of  DMC yield of  99.5% and the process
stream compositions.

4.3.  Comparison  of DMC  production  alternatives

4.3.1. Energy  consumption
The simulated energy consumption in the DMC production
process, for the urea-route this is  found to be 59.36 MJ/kg DMC.
The simulated energy consumption in the EC-route is found
to  be 9.13 MJ/kg DMC. The energy consumption in the BAYER
process  is  found to be 10.55 MJ/kg DMC. In terms of energy
consumption, DMC synthesis from urea-route is found to
have  high energy consumption due to the large molar ratio
of  MeOH:urea that is  employed to shift the reaction equi-
librium in the R-DMC reactor and the energy consumption
in the downstream separation of the azeotrope mixture of
MeOH/DMC.

4.3.2.  Atom  efficiency
Table 5 gives details of  the atom efficiency calculations for the
three process alternatives. Since the DMC production section
is common to all three process alternatives, only this section
is  compared in terms of  atom efficiency, energy requirement
and net CO2 emission.

Considering atom efficiency (Table 5) of the two CO2-based
processes, it is found that the atom efficiency of  the EC-route
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Table 5 – Atom efficiency analysis of various DMC  production processes.

Process Atom of  substance in feed Atom of substance in product Atom efficiency (%)

C H O  N C H O N (C,H,O,N)

BAYER 137 368 148.5  0  129 258 129 0  (94.1, 70.0, 86.8, 0)

Urea–DMC
Urea 80  1020 160 340 63 252 63 126 (78.7,  24.7, 39.3, 37.0)
DMC and NH3 575 2300 575 126 125.7  517.2  125.7  88.6 (21.8,  22.4, 21.8, 70.3)

EC–DMC
EC 332 304 436 0  195 260 195 0  (58.7, 85.5, 44.7, 0)
DMC and EG 345 860 345 0  219.7  527.4  219.7  0  (63.6, 61.3, 63.6, 0)

Table 6 – Performance comparison between BAYER, urea and ethylene carbonate processes for DMC  production.

Performance evaluation Ethylene carbonate route Urea route BAYER process

Production evaluation
DMC  production rate 3968.90 3776.93 3873.39
DMC  purity (%) 99.2 99.7 100.0
By-product  production rate 2731.0 0  0
By-product  purity (%) 99.9 0  0

Energy  evaluation
Energy usage in DMC section (MJ/h)

Energy  usage in reaction unit 1916.0 15,510.0 12,366.0
Energy  usage in separation units 34,308.0 208,509.0 25,734.0
Energy  usage in utilities units 42.59 133.33 2787.0
Reaction:  separation ratio 0.055 0.074  0.48

Energy  usage in CO2 utilization section (MJ/h)
Energy  usage in reaction unit 15,748.0 7794.0 0
Energy  usage in separation units 56,588.0 35,212.0 0
Energy  usage in utilities units 7911.0 5122.0 0

Energy  efficiency
Energy usage in DMC production section (MJ/h) 36,267.0 224,153.0 40,888.0
Energy  usage per  kg of product (energy usage in DMC

production section MJ/kg of DMC)
9.13 59.36  10.55

Total  kg of CO2 emission in  DMC production section
(referred  to CH4 combustion to provide energy
889  MJ/kmol of  CH4)

1794.0  11,094.0 2023.0

CO2 emission per one  unit of DMC (kg/kg) 0.452 2.938  0.522

Total  energy consumption (MJ/h) 116,516.0 272,283.0 40,888.0

has higher values(C: 63.6, H:  61.3, O: 63.6, N: 0) than the urea-
route  (C: 21.8, H: 22.4, O: 21.8, N: 70.3) because ethylene glycol
is  considered as a valuable by-product from the petrochemical
industry. Also, since the urea-route requires high feed molar
ratio, its atom efficiency of the process is  reduced. Moreover, in

Fig. 13 – Percent improvement in Performance indicators of important issues.

the  urea synthesis step, water is  generated as by-product and
need  to be removed from the process. This is  done through
V-102, but leads to loss of urea in the W-WATER  stream. For
BAYER process, which uses partial carbonylation of CO, the
formation  of water is considered as waste and needs further
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treatment. The atom efficiency of this process is higher than
the  CO2 based processes: (C: 94.1, H: 70.0, O: 86.8, N: 0).

4.3.3.  Net  CO2 emission
Table 6 compares the process alternatives in terms of energy
consumption and the net CO2 emission together with infor-
mation on production rates, product purity and break-down of
energy  usage in different unit-operations in the process flow-
sheet. In terms of energy consumption per one unit of product,
the  DMC  production section in the EC-route gives the lowest
value  (9.13 MJ/kg) compared to the BAYER process (10.55 MJ/kg)
and  the urea-route (59.36 MJ/kg). The high energy consump-
tion  in DMC  production from urea-route is due to the excessive
amount of methanol in the reaction-loop (as explained above).
Comparison of the reaction and separation (R/S) ratios for the
EC-route  (0.055) and the urea-route (0.074) indicate that more
energy  is used in the separation section than in the reaction
section due to recycle of large amounts of  unreacted raw mate-
rials  because of the low reaction conversion. The issue of CO2

utilization in DMC  production indicates that 1 mol  of  CO2 is
utilized for 1 mol  of DMC  and these processes generate CO2

from utilities usage. In this work, it is assumed that captured
CO2 is pure and available on-site. The net amount of  CO2 emis-
sion  is calculated on the basis of  total CO2 available in the
feed  stream (F-MIX = 7921 kg/h:180 kmol/h). The CO2 needed to
produce ethylene carbonate as the intermediate is 5724 kg/h
(65  kmol/h). This means that 2860 kg/h (65 kmol/h) of CO2 is
used for conversion to ethylene carbonate, which is  then used
to  make 3968 kg/h (44 kmol/h) of  DMC. The amount of CO2

generated in overall process by utilities usage is  5766 kg/h
(131  kmol/h). This indicates that this process actually reduces
the  CO2 emission to atmosphere through utilization as raw
material by 2860 kg/h (65 kmol/h). This means that the net CO2

emission is 2906 kg/h instead of  5766 kg/h.
Another issue for use as measure for identifying a

more  sustainable process is  the net CO2 emission per one
unit  of product. The EC-route indicates the lowest CO2

emission (0.452 kg of CO2/kg DMC), followed by the BAYER
process (0.522 kg of CO2/kg DMC) and then the urea-route
(2.938 kg of CO2/kg DMC). Considering the other important
issues of environmental concern, it is found that the EC-route
is  less harmful to the environment, since there is a  net reduc-
tion  on the CO2 emission (as CO2 is used as a raw material).
The net CO2 emission of DMC  production process by EC-route
is  thereby improved by 11.4% and global warming potential
(GWP) is improved by 58.6% when compared to the BAYER
process.

4.3.4.  LCA  factors
The human toxicity by exposure and carcinogenic compound
emission (HTC)and human toxicity potential by exposure both
dermal  and inhalation (HTPE) of EC route is reduced by 99.9%
because  BAYER process uses CO which is considered as a toxic
and  hazardous chemical. These results are shown through
a  radar-chart in Fig. 13  where the BAYER process forms the
boundary  of the radar and the EC-route falls inside the radar
for  all criteria considered.

5.  Conclusion

Different processes for DMC  production based on CO2 utiliza-
tion  have been investigated. The processes include the direct
route  of reacting CO2 with methanol and indirect routes of
converting  CO2 with ammonia, ethylene oxide and propylene

oxide  to urea, ethylene carbonate and propylene carbonate,
respectively, and then further reacting them with methanol
to  DMC. Although the values of Gibbs free energy indicate
advantage for the conventional processes (phosgene route,
carbonylation of  CO  route and methyl nitrile route) against
all  of  the CO2-based processes, they become unattractive in
regards  to safety, toxicity and environment. The direct syn-
thesis of  methanol and carbon dioxide and the propylene
carbonate routes are less promising than the other CO2-based
routes  due to their higher Gibbs free energy values and lower
DMC  yields. By  evaluating the three process alternatives of
DMC  production, that is, the ethylene carbonate route, the
urea  route and the BAYER process in terms of atom efficiency,
energy consumption and net CO2 emission, it is found that
the  ethylene carbonate route is the most promising process
alternative for DMC production. Note that, however, the three
processes  considered in detail as well as those not  consid-
ered may  be further improved through process intensification
and/or change of  process conditions. The analysis given in
this  work is valid for the reported base case designs. Other
important issues, such as catalyst performance improvement
to achieve the higher yield, activity, selectivity and stabil-
ity  leading to easier downstream separation have also not
been  considered. Also, new reactor design options, such as
multi-functional reactor for reduced energy consumption and
improved  product yield by  shifting the reaction equilibrium
need to be further investigated. Moreover, improve the key
performance indicator which can handle and use system-
atic  methodology to achieve more  sustainable process design.
Finally,  in this work, the cost for CO2 recovery and purification
unit has not been considered. A more  complete analysis could
include  the CO2 source as well as a  complete reaction tree
together with options to further improve alternatives through
opportunities for process intensification.
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Abstract An oxidative coupling of methane (OCM) is a

promising process to convert methane into ethylene and

ethane; however, it suffers from the relatively low selec-

tivity and yield of ethylene at high methane conversion. In

this study, a membrane reactor is applied to the OCM

process in order to prevent the deep oxidation of a desirable

ethylene product. The mathematical model of OCM pro-

cess based on mass and energy balances coupled with

detailed OCM kinetic model is employed to examine the

performance of OCM membrane reactor in terms of CH4

conversion, C2 selectivity, and C2 yield. The influences of

key operating parameters (i.e., temperature, methane-to-

oxygen feed ratio, and methane flow rate) on the OCM

reactor performance are further analyzed. The simulation

results indicate that the OCM membrane reactor operated

at higher operating temperature and lower methane-to-

oxygen feed ratio can improve C2 production. An optimi-

zation of the OCM membrane reactor using a surface

response methodology is proposed in this work to deter-

mine its optimal operating conditions. The central com-

posite design is used to study the interaction of process

variables (i.e., temperature, methane-to-oxygen feed ratio,

and methane flow rate) and to find the optimum process

operation to maximize the C2 products yield.

Keywords Oxidative coupling of methane � Membrane

reactor � Optimization � Response surface methodology

List of symbols

Variables

Acs Cross-sectional area of the tube side (cm2)

Ci Density of oxygen ions (mol cm-3)

CPi Heat capacity of specie i (J mol-1 K-1)

Da Ambipolar diffusion coefficients (cm2 s-1)

d1 Outer diameter of the membrane tube (cm)

d2 Inner diameter of the membrane tube (cm)

Ea; j Activation energy in reaction j (kJ mol-1)

Fi Molar flow rate of specie i (mol s-1)

DHi Heat of reaction i (J mol-1)

JO2
Oxygen flux through the membrane

(mol cm-2 s-1)

Km Average thermal conductivity (J s-1 m-1 K-1)

K0 Kinetic parameter (mol g-1 s-1 Pa-(m?n))

L Length of the membrane tube (cm)

M Membrane thickness (cm)

Pi Partial pressure of component i (Pa)

q Heat flux between the tube side and shell side

(J m-1 s-1)

rj Rate of reaction j (mol g-1 s-1)
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S Effective area of the membrane tube (cm)

T Temperature (�C)
V Reactor volume (m3)

W Catalyst weight (g)

Z Reactor length (cm)

Greek symbols

a Star point for CCD

vi; j Stoichiometric coefficient of component j of reaction

i

Superscript

t Tube side

s Shell side

Introduction

Methane is the main component of natural gas (NG) and

biogas, and a by-product from oil refining and chemical

industries. Conversion of methane to more useful chemi-

cals and fuels is recognized as the next step to sustain

economic growth and maintain fuel supplies (Lunsford

2000). In addition, it could also reduce the severe green-

house effect caused by methane. Presently, there are two

main methodologies proposed to convert methane into

olefins, higher hydrocarbons, and gasoline, namely indirect

and direct conversion processes. The former approach

involves the production of synthesis gas (syngas), an

intermediate, from methane (Arpornwichanop et al. 2011)

and then transforms it into other chemicals via Fischer–

Tropsch process, which causes a substantial energy loss. In

contrast, the latter process can convert methane into higher

hydrocarbons in a single step. Among the various direct

processes, the oxidative coupling of methane (OCM) is a

promising technology to upgrade methane into valuable

product, i.e., ethylene and ethane (referred to C2 products).

Particularly, ethylene is the most important base chemical

in petrochemical industries for the production of polymers

and ethylene derivatives (Bernardo and Gabriele 2012).

Extensive studies on the OCM process have been con-

ducted since the pioneer work of Keller and Bhasin in

1982. There are many different reactor concepts proposed

for use in this process. A fixed-bed reactor (FBR) has been

used widely for OCM process due to its technological

simplicity. Hong and Yoon (2001) studied the OCM pro-

cess using the calcium chloride (CaCl2)-promoted calcium

chlorophosphate catalysts, whereas Ji et al. (2002) and Liu

et al. (2008) used the sodium tungsten oxide-Manganese/

Silicon dioxide (Na2WO4–Mn/SiO2) catalysts. However,

this type of the reactor is accident prone because of the

large amount of heat released during the course of the

reaction. Furthermore, a poor heat removal from the highly

exothermic reaction results in the occurrence of hot spots,

affecting the reactor operation, such as temperature run-

away, catalyst deactivation, undesired side reactions, and

thermal decomposition of products. Use of a fluidized-bed

reactor, which has high heat transfer capacity, shows better

heat management and temperature control than the fixed-

bed reactor system (Jašo et al. 2011). Daneshpayeh et al.

(2009) studied the OCM over Mn/Na2WO4/SiO2 catalyst in

a two-zone fluidized-bed reactor (TZFBR), and its perfor-

mance was compared with the conventional fluidized-bed

reactor. Although the TZFBR gave the C2 selectivity larger

than the fluidized-bed reactor does, the C2 yield was still

relatively low (\20 %).

The difficulty in operation of the OCM process lies in

the fact that intermediates and target products are more

reactive than the reactant and, therefore, are prone to

deeply oxidize to COx. Thus, the oxidation of methane and

C2? products seems to be unavoidable when high oxygen

content is present in the feed stream. The concept of using

an oxygen distribution in a fixed-bed reactor was studied

by Zarrinpashne et al. (2003) in order to improve the OCM

performance. However, the proposed reactor concept can-

not achieve the high yield of ethylene due to the incom-

plete gas mixing at the oxygen feeding points. This causes

high oxygen concentration zones at which the C2? product

is easily combusted, and its selectivity falls significantly.

To achieve an economically attractive C2 yield

([30 %), many researchers have focuses their attention on

the application of membrane reactors in last decades

(Wang et al. 2005). Omata et al. (1989) initially applied a

membrane reactor for the OCM process. The use of the

membrane reactor to control oxygen concentration offers a

possibility to achieve much higher C2 hydrocarbons

selectivity and yield. Kao et al. (2003) reported that the

selectivity and yield of C2 products obtained from the

lithium/magnesium oxide (Li/MgO)-packed porous mem-

brane reactor is higher than that from the fixed-bed reactor.

Under the operating conditions with a pressure in both

sides of the membrane reactor at 1 bar and a temperature at

750 �C, the porous membrane reactor can achieve 30 %

yield and 53 % selectivity of the C2 products, whereas the

fixed-bed reactor provides the maximum yield of 20.7 % at

52.5 % selectivity. Bhatia et al. (2009) studied the OCM in

a catalytic membrane reactor, catalyst packed bed reactor,

and catalyst packed bed membrane reactor. It was found

that although the catalyst packed bed reactor gave the

highest C2? selectivity, the catalytic membrane reactor

consisting of a mixed ionic-electronic conducting mem-

brane with Ba0.5Ce0.4Gd0.1Co0.8Fe0.2O3-d (BCGCF)

material performed the best among the three reactors with

C2? yield of 34.7 %, methane conversion of 51.6 %, and

C2? selectivity of 67.4 %. In addition, Godini et al. (2013)

proposed a novel silicon oxycarbide (SiOC) membrane
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modification approach to improve the performance of the

OCM membrane reactor. It was reported that 18.5 % C2

yield and 57 % C2 selectivity can be achieved. Mixed-

conducting oxide membranes, such as perovskite-type

membranes, are well known for their abilities to separate

oxygen from air. Ba0.5Sr0.5Co0.8Fe0.2O3-d (BSCFO) is an

example of the promising mixed-conducting membrane

with high oxygen permeability and has proven to be a good

candidate for use as an oxygen distributor in the OCM

reactor (Shao et al. 2000, 2001). It is noted that although

the performance of membrane reactors for the OCM pro-

cess has been widely studied, there are limited works on

optimization of the OCM membrane reactor; finding opti-

mal operating conditions is important for its efficient

operation.

In this study, a dense tubular membrane reactor is inves-

tigated to improve the performance of the OCM. The

mathematic model of the membrane reactor based on con-

servative equations and detailed OCM kinetic model is

employed to analyze the effect of key operating parameters,

i.e., methane-to-oxygen feed ratio (CH4/O2 feed ratio),

operating temperature, and methane feed flow rate, on the

efficiency of the OCM process in terms of CH4 conversion,

C2 selectivity, and C2 yield. In order to find the optimal

operating condition that maximizing C2 production, the

simulated data obtained are further used for the optimization

of the OCM process conditions. The central composite

design (CCD) of response surface methodology (RSM) is

employed to determine the optimum C2 yield. The RSM is a

set of statistical and mathematical techniques used for

designing experiments and building models. This technique

can help in understanding the interactions between factors.

The CCD, which is a useful method to analyze the influence

of process variables, is applied to show the optimum points.

Model of OCM membrane reactor

Reactor configuration

The membrane reactor considered in this study is a single-

stage dense tubular membrane reactor. Figure 1 shows a

configuration of the tubular membrane reactor for OCM.

The membrane reactor considered consists of two con-

centric tubes: the outer tube is the shell and the inner tube

is the dense Ba0.5Sr0.5Co0.8Fe0.2O3-d (BSCFO) membrane.

Methane is fed into the tube side of the reactor, while the

oxygen is fed into the shell side. The oxygen in the shell

side permeates into the tube side through the membrane,

which acts as an oxygen distributor, and reacts with

methane. The Lanthanum oxide/calcium oxide (La2O3/

CaO) catalyst is packed in the tube side, and thus only the

gasses at the tube side are in direct contact with it and

participated in the reaction. In this study, the co-current

flow of methane and oxygen is chosen as it is expected a

higher performance. It is noted that the oxygen feed is

slightly distributed to the reactor through a membrane that

results in high C2 selectivity. However, when oxygen is

introduced to the reactor at different locations and flow

directions, the methane conversion in the OCM reactor

would be changed.

Model equations

A mathematical model of the membrane reactor is devel-

oped based on the following assumptions: (1) the reactor is

operated under steady-state operation, (2) there is no radial

concentration distribution in the tube or on the shell side of

the reactor, (3) axial diffusion dispersion is neglected, and

(4) ideal gas law is assumed. The mass balance of com-

ponent i can be written as

Tube side (reaction side):

dFt
i

dz
¼ W

V
Acs

Xn

j¼1

vi;jrj þ pd2JO2
: ð1Þ

Shell side:

dFs
O2

dz
¼ �pd1JO2

: ð2Þ

Since the membrane reactor for OCM is assumed to be

operated under non-isothermal condition, an energy bal-

ance equation is used to describe a change in the reactor

temperature as shown below:

Tube side (reaction side):

dTt

dz
¼

W
V
Acs

P
i ð�DHiriÞ � qþ pd2JO2

CpO2
DTP

j FjCpj

ð3Þ

Shell side:

dTs

dz
¼ q

Fs
O2
CpO2

; ð4Þ

where q is the heat flux between the tube side and shell side

as expressed in Eq. (5):

q ¼ AcsKmðTt � TsÞ
ML

; ð5Þ

where Acs is the cross-sectional area of the tube side; Km

and M stand for the average thermal conductivity and

membrane thickness, respectively; and L represents the

effective length of the tube.

The oxygen permeation through the tubular BSCFO

membrane can be explained by the oxygen flux (Eq. (6)),

which was developed by Kim et al. (1998):

JO2
¼ pLCiDa

2S lnðd1=d2Þ ln
P1

P2

� �
; ð6Þ
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where d1 and d2 are the outer and inner diameter of the

membrane tube, respectively; L, S, Ci, and Da stand for the

effective length of the tube, the effective area of the

membrane tube, the density of oxygen ions, and the am-

bipolar diffusion coefficients, respectively; P1 is the oxy-

gen partial pressure in the shell side; and P2 is the oxygen

partial pressure in the tube side.

It is noted that the radial distributions of concentration

and temperatures in the OCM reactor are neglected in this

study. Kao et al. (2003) showed that the simulated data

obtained from the one-dimensional model can sufficiently

explain the experimental data of the oxidative coupling of

methane on Li/MgO packed porous membrane reactor.

Kinetics of the oxidative coupling of methane

A comprehensive kinetic model of the OCM reaction used

in this study was developed by Stansch et al. (1997) for the

La2O3/CaO catalyst. These rate expressions are based on

macro kinetics in which an elementary step mechanism

without intrinsic internal mass and heat transport is con-

sidered. Use of this simplified kinetic model leads to less

computational time, and thus it has been often used in the

literature (Nakisa and Reza 2009; Tiemersma et al. 2012).

The OCM process consists of three primary and seven

consecutive reaction steps taking into account the gas-

phase dehydrogenation of ethane and the ethylene steam

reforming and the reaction inhibition by CO2 and O2. The

kinetic model considered the following set of stoichiome-

tric equations:

Step 1: CH4 þ 2O2 ! CO2 þ 2H2O

DH� ¼ �802:251 kJ/mol
ð7Þ

Step 2: 2CH4 þ 0:5O2 ! C2H6 þ H2O

DH�¼ � 175:71 kJ/mol
ð8Þ

Step 3: CH4 þ O2 ! COþ H2Oþ H2

DH� ¼ �277:449 kJ/mol
ð9Þ

Step 4: COþ 0:5O2 ! CO2 DH� ¼ �282:984 kJ/mol

ð10Þ

Step 5: C2H6 þ 0:5O2 ! C2H4 þ H2O

DH� ¼ �105:668 kJ/mol
ð11Þ

Step 6: C2H4 þ 2O2 ! 2COþ 2H2O

DH� ¼ �757:156 kJ/mol
ð12Þ

Step 7: C2H6 ! C2H4 þ H2 DH� ¼ 136:15 kJ/mol

ð13Þ
Step 8: C2H4 þ 2H2O ! 2COþ 4H2

DH� ¼ 210:116 kJ/mol
ð14Þ

Step 9: COþ H2O ! CO2 þ H2

DH� ¼ �41:166 kJ/mol
ð15Þ

Step 10: CO2 þ H2 ! COþ H2O DH� ¼ 41:166 kJ/mol

ð16Þ
The reaction rates for each step are given below:

rj ¼
k0;je

�Ea;j=RTP
mj

C P
nj
O2

ð1þ Kj;CO2
e�DHad;CO2

=RTPCO2
Þ2 ; j ¼ 1; 3�6 ð17Þ

r2¼ k0;2e
�Ea;2=RTðK0;O2

e�DHad;O2
=RTPO2

Þn2PCH4

½1þðK0;O2
e�DHad;O2

=RTPO2
Þn2 þKj;CO2

e�DHad;CO2
=RTPCO2

	2
ð18Þ

r7 ¼ k0;7e
�Ea;7=RTPC2H6

; ð19Þ
r8 ¼ k0;8e

�Ea;8=RTPm8

C2H4
Pn8
H2O

; ð20Þ
r9 ¼ k0;9e

�Ea;9=RTPm9

COP
n9
H2O

; ð21Þ
r10 ¼ k0;10e

�Ea;10=RTPm10

CO2
Pn10
H2
; ð22Þ

where Pi stands for the partial pressure of component i, K0

and Ea,j represent the kinetic parameter and the activation

energy in reaction j, respectively. The kinetic parameters

used for the above reaction scheme are presented in

Table 1.

OCM performance

The set of differential and algebraic equations as men-

tioned in Model equations and Kinetics of the oxidative

coupling of methane sections was solved using the explicit

Fig. 1 Schematic

representation of the membrane

reactor model
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Runge–Kutta (fourth/fifth order) method in Matlab. To

evaluate the performance of an OCM membrane reactor,

the CH4 conversion (XCH4
), C2 selectivity (SC2

), and C2

yield (YC2
) are considered and defined in Eqs. (23)–(25).

These performance indexes are analyzed with respect to

key operating parameters, such as temperature, methane-

to-oxygen feed ratio, and methane feed flow rate.

XCH4
ð%Þ ¼ moles of CH4 converted

ðmoles of CH4Þfeed
� 100 ð23Þ

SC2
ð%Þ ¼ 2� ðmoles of C2 hydrocarbonsÞproducts

moles of CH4 converted
� 100

ð24Þ

YC2
ð%Þ ¼ 2� ðmoles of C2 hydrocarbonsÞproducts

ðmoles of CH4Þfeed
� 100

ð25Þ
Regression model

In this study, a statistical analysis of the OCM process

performance in term of C2 yield is performed. The central

composite design (CCD) is used to study the interaction of

process variables and to predict the optimum process

conditions maximizing the C2 yield. The response (Y) of

the OCM process, the C2 yield, is used to develop the

quadratic polynomial equation that correlates the process

response as a function of the independent variables, i.e.,

CH4/O2 feed ratio (X1), operating temperature (X2) and

methane feed flow rate (X3), and their interactions as shown

in Eq. (26):

Y ¼ b0 þ
X3

i¼1

biXi þ
X3

i¼1

biiX
2
i þ

X2

i¼1

X3

j¼iþ1

bijXiXj; ð26Þ

where Y is the predicted response (dependent variables); Xi

and Xj are the factors (independent variables); b0 is the

offset term; and bi, bii, and bij are the coefficients for the

linear, squared, and interaction effects. The coefficients b
can be calculated using the least square method. The values

of the coefficients and the residual R2, the F value and

p value of the regression model are reported in ‘‘Regression

model for prediction of C2 yield’’ section.

Model validation

In order to validate the membrane reactor model coupled

with the OCM kinetics used in this study, the model pre-

dictions are compared with experimental data reported by

Stansch et al. (1997). Their experiments on the OCM were

carried out in a plug flow reactor with a feed flow rate of

4 cm3 s-1 over 14.8 mg of La2O3/CaO catalyst. The

comparison of the simulation and experimental data in

terms of CH4 conversion (XCH4), C2 selectivity (SC2), and

C2 yield (YC2) at different feed mole ratios and operating

temperatures is shown in Table 2. It can be seen that the

model prediction shows good agreement with experimental

data reported in the literature.

Results and discussion

Parametric analysis of the OCM membrane reactor

In this section, the performance analysis of the dense

tubular membrane reactor for the OCM process with

respect to key operating parameters is presented. Table 3

presents the reactor configuration used for the simulation,

whereas the standard operating conditions and its operation

range are listed in Table 4. Figure 2 shows the concentra-

tion profiles of CH4, C2, O2, COx, H2, and H2O along the

tube side of the reactor. It is found that the methane con-

centration decreases along the reactor length, and the other

gaseous components increase due to the increased reaction

Table 1 Kinetic parameters of the OCM reactions (Stansch et al. 1997)

Step K0,j (mol g-1s-1 Pa-(m?n)) Ea,j (kJ mol-1) mj nj Kj;CO2
(Pa-1) DHad;CO2

(kJ mol-1) Kj;O2
(Pa-1) DHad;O2

(kJ mol-1)

1 0.20 9 10-5 48 0.24 0.76 0.25 9 10-12 -175

2 23.2 182 1.00 0.40 0.83 9 10-13 -186 0.23 9 10-11 -124

3 0.52 9 10-6 68 0.57 0.85 0.36 9 10-13 -187

4 0.11 9 10-3 104 1.00 0.55 0.40 9 10-12 -168

5 0.17 157 0.95 0.37 0.45 9 10-12 -166

6 0.06 166 1.00 0.96 0.16 9 10-12 -211

7 1.2 9 107 a 226

8 9.3 9 103 300 0.97 0

9 0.19 9 10-3 173 1.00 1.00

10 0.26 9 10-1 220 1.00 1.00

a Units are mol s-1m-3Pa-1
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rates after oxygen is permeated from the shell side. It is

also observed from Fig. 2 that the oxygen concentration on

the tube side begins at zero and then increases as oxygen

permeation from the shell side is higher. Oxygen can be

consumed not only by the oxidative reactions but also the

dehydrogenation of ethane and ethylene. Thus, at the early

stage of the reactions, the formation rate of C2 product by

the OCM reactions is higher than the rate of methane deep

oxidation (side reaction) as shown by the greater increase

in the C2 products concentration than that of the H2, H2O,

and COx gas. When oxygen is more permeated from the

shell side, the deep oxidation of methane and the C2

product produced by OCM reaction can be occurred, and

thus it can be observed that carbon dioxide concentration is

higher than the C2 product concentration. However, when

oxygen is consumed more than the oxygen supplied, oxy-

gen concentration decreases as shown in the reactor length

of about 8.5 cm. When the oxygen concentration is very

low in the tube side, the rates of the OCM reaction and

deep oxidation reaction become slower and constant.

Effect of methane-to oxygen-feed ratio

The effect of CH4/O2 feed ratio is examined by varying its

value from 0.5 to 3, while other operating conditions as

shown in Table 4 are kept constant. Figure 3a presents the

conversion of methane and the selectivity and yield of C2

product as a function of the CH4/O2 feed ratio. The results

indicate that the CH4 conversion and C2 yield decrease

with an increase in the CH4/O2 feed ratio due to the lower

oxygen concentration at the reaction side. However, the

undesired oxidation reaction of methane, C2 products, and

other intermediate products are intensely induced at higher

oxygen concentration, and thus the C2 selectivity decreases

at higher CH4 conversion. Figure 3b shows the impact of

the CH4/O2 feed ratio on the C2H4/C2H6 product ratio in

the C2 products. Because the reaction of ethane to ethylene

requires oxygen to react with ethane, higher C2H4/C2H6

ratio is obtained at lower CH4/O2 feed ratio. Since C2H4 is

more valuable than C2H6, the reactor operation with low

CH4/O2 ratio is more suitable in terms of C2 yield and

C2H4/C2H6 product ratio. It can be seen that at the CH4/O2

ratio of 0.5, the C2 yield and C2H4/C2H6 product ratio are

34 % and 3.7, whereas the C2 yield of 25 % and C2H4/

Table 2 Comparison between experimental (Stansch et al.,1997) and

simulated data

Temperature (�C)

700 750 750 830 830

Feed mole ratio

CH4 0.699 0.612 0.699 0.612 0.699

O2 0.095 0.051 0.095 0.051 0.095

XCH4 (%)

Experimental 4.1 4.9 7.1 9.9 14.4

Simulated 4.5 4.8 6.5 12.0 13.8

% Error 9.8 2.0 8.5 21.2 4.2

SC2 (%)

Experimental 35.6 55.6 53.7 72.5 69.6

Simulated 34.5 56.2 49.7 68.4 62

% Error 3.1 1.1 7.4 5.7 10.9

YC2 (%)

Experimental 1.5 2.7 3.8 7.2 10

Simulated 1.3 2.7 2.9 7.4 9.5

% Error 13.3 0 23.7 2.8 5.0

Table 3 The reactor configuration used for the simulation

Length (cm) 10

Inner diameter of membrane tube (mm) 5

External diameter of membrane tube (mm) 8

Mass of catalyst (g) 0.45

Pressure for both tube and shell sides (atm) 1

Bulk bed porosity 0.36

Table 4 The standard operating conditions and its operation range

used for the simulation

Parameters Standard operating

condition

Operational

ranges

Temperature (�C) 800 700–900

Methane/Oxygen feed ratio 2 0.5–3

Methane feed flow rate

(10-3 mol s-1)

1.6 1.2–2.8
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Fig. 2 Concentration profiles on the reaction side of membrane
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C2H6 product ratio of 1.4 can be obtained when the reactor

is operated with the CH4/O2 feed ratio of 3.

Effect of operating temperature

The effect of operating temperatures on the performance of

an OCM membrane reactor is shown in Fig. 4. It is noted

that because the OCM is a highly exothermic reaction, the

high-temperature operation always leads to a hot spot in the

reactor. Moreover, this can suppress the C2 yield due to the

fact that the highly exothermic conversions to CO and CO2

are thermodynamically more favorable. Here, the OCM

reactor operated in the temperature range of 600–900 �C is

studied (Tye et al. 2002). When the operating temperature

is changed from 700 to 900 �C, the CH4/O2 feed ratio and

methane feed flow rate are kept constant as 2 and

1.6 9 10-3 mol s-1, respectively. Initially, the CH4 con-

version and C2 product yield are increased with increasing

operating temperature, as seen in Fig. 4a. This is because

the reaction rate and oxygen flux through the membrane are

increased at higher temperatures (Shao et al. 2001). At the

temperature above 850 �C, however, the amount of meth-

ane in the tube side decreases, while the permeation of

oxygen into the tube side increases. This leads to more

undesired side reaction and causes a decrease in C2

selectivity and C2 yield. The increments of H2, H2O, and

COx products indicate that the rate of hydrocarbons oxi-

dation over La2O3/CaO catalyst is favored at high tem-

peratures. As a result, the C2 selectivity is reduced with

higher operating temperature. The simulation result also

shows that an increase in temperature can improve the

C2H4/C2H6 product ratio (Fig. 4b). This can be observed

that the dehydrogenation (thermal cracking) of ethane to

ethylene is more pronounced at high-temperature opera-

tion. Higher reaction temperatures can improve the C2H4/

C2H6 product ratio from 1.3 at 700 �C to 3.7 at 900 �C.

Effect of methane feed flow rate

Figure 5 shows the CH4 conversion, C2 selectivity, yield of

C2, and the C2H4/C2H6 product ratio at different methane

feed flow rates. It is found that the CH4 conversion, C2

selectivity, and C2 yield can be improved and reach their

maximum values at the methane feed flow rate of

2 9 10-3 mol s-1. At the methane feed flow rate below

2 9 10-3 mol s-1, the performance of the OCM process

increases because more methane can react with oxygen.

However, when the flow rate of methane is higher than
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2 9 10-3 mol s-1, it is found that there is less oxygen

concentration in the tube side, and thus the efficiency of the

OCM process decreases. This result can be clearly shown

in Fig. 5b.

Adiabatic operation

Many previous studies on the OCM process were assumed

that the membrane reactor was operated at an isothermal

condition. Under this assumption, it was found that the hot

spot can be developed in the reactor, particularly in the

fixed-bed reactor. Use of membrane reactor can solve the

hot spot problem by the distributed oxygen supply along

the reactors, and thus the reactor is maintained at a nearly

isothermal condition. However, due to the highly exo-

thermic nature of OCM reactions, the assumption that the

reactor is operated under the isothermal condition might

lead to the unrealistic prediction of the reactor

performance.

When the OCM reactor is run under an adiabatic oper-

ation, heat released during the oxidation coupling process

increases the reactor temperature. Figure 6 shows the

temperature profile along the reactor length when the inlet

feed temperature is 700 �C. The reactor temperature

increases and reaches its highest temperature of 945 �C.
Compared with the isothermal operation, as seen in Fig. 7,

the adiabatic operation provides a higher C2 yield at the

inlet temperature range of 700–800 �C.

Optimization of the OCM membrane reactor

Regression model for prediction of C2 yield

Simulations of a single-stage membrane reactor for the

OCM process are performed based on three independent

variables (n = 3), i.e., CH4/O2 feed ratio (X1), operating

temperature (X2), and methane feed flow rate (X3), with

their operational range as given in Table 5. It is noted that

the kinetic models used for determining the reaction rates

of OCM were extracted from the experiment of Stansch
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et al. (1997). These reaction rates were determined from

experimental conditions in a temperature range of

700–955 �C and feed concentration at approximately

atmospheric pressure.

The experimental design matrix shown in Table 6 con-

sists of 15 sets of coded conditions, including eight facto-

rial points (23 full factorial design), six star points, and one

center point. The distance between the star point and the

center point is given by a = 2n/4, which equals to ±1.682

in this study. The complete design matrixes of CCD and

the simulation results, as shown in Table 6, reveal that the

obtained C2 yield is varied from 11.59 to 34.12 %,

depending on the operating conditions. These results can be

fitted by a second-order quadratic model as given in

Eq. (27):

Y ¼ �330:594þ 19:779X1 þ 0:773X2 þ 20:031X3

� 0:020X1X2 þ 1:220X1X3 � ð5:391� 10�3ÞX2X3

� 2:941X2
1 � ð4:260� 10�4ÞX2

2 � 3:891X2
3 :

ð27Þ
The validation of the obtained model is shown by the R2

error of 0.9888; 98.88 % of the response variability could

be explained by this regression model. The statistical

analysis based on ANOVA for the quadratic model is

presented in Table 7. It is noted that the model F value is

49.00, indicating the significance of the model, and the p

value is less than 0.0500, indicating the significance of the

model terms, i.e., X1;X2;X3;X1X2;X
2
1 ;X

2
2 and X2

3. The sta-

tistical analysis (Table 7) confirms the confidence intervals

for each parameter in the regressed model.

Figure 8 shows the effect of the operating conditions

on the product yield. It can be seen that the trend of the

results obtained from the regression model predictions are

consistent with the simulation results described in

‘‘Parametric analysis of the OCM membrane reactor’’

section. Under the same operating conditions (CH4/O2

feed ratio = 2, operating temperature = 800 �C, and

methane feed flow rate = 2 9 10-3 mol s-1), it is found

that the C2 product yield obtained from the rigorous

model is 30 %, whereas that predicted by the regression

model is 31.41 % with the percentage error of 4.7 %.

From the p value of each factor in Table 7, it can be

concluded that the CH4/O2 feed ratio is the most signifi-

cant effect on C2 yield due to the lowest p value

Table 5 Range and levels of independent process variables for the

OCM reactor

Independent variable Coded levels

-1 0 1

CH4/O2 feed ratio X1 1 2 3

Operating temperature (�C) X2 700 800 900

CH4 feed flow rate (10-3 mol s-1) X3 1.2 2.0 2.8

Table 6 Full factorial central composite design matrix of three

independent variables in coded and unit along with the simulated

response value for a single-stage membrane reactor

Run Manipulated variables Responses

C2 yield

(%)X1 X2 X3

CH4/

O2

ratio

Level Temperature Level CH4 feed

flow rate

Level

1 1 -1 700 -1 1.2 -1 18.84

2 1 -1 700 -1 2.8 1 22.55

3 1 -1 900 ?1 1.2 -1 32.55

4 1 -1 900 ?1 2.8 1 32.56

5 3 1 700 -1 1.2 -1 11.59

6 3 1 700 -1 2.8 1 17.23

7 3 1 900 ?1 1.2 -1 15.34

8 3 1 900 ?1 2.8 1 21.23

9 0.32 -a 800 0 2.0 0 34.12

10 3.68 ?a 800 0 2.0 0 13.78

11 2 0 631.82 -a 2.0 0 13.12

12 2 0 968.18 ?a 2.0 0 27.32

13 2 0 800 0 0.65 -a 21.33

14 2 0 800 0 3.35 ?a 29.12

15 2 0 800 0 2.0 0 31.41

Table 7 ANOVA for response surface quadratic model for single-

stage membrane reactor

Source SS DF MS F value p value

Model 851.09 9 94.57 49.00 0.0002

X1 415.38 1 415.38 215.24 \0.0001

X2 224.34 1 224.34 116.25 0.0001

X3 58.86 1 58.86 30.50 0.0027

X1X2 31.88 1 31.88 16.52 0.0097

X1X3 7.62 1 7.62 3.95 0.1036

X2X3 1.49 1 1.49 0.77 0.4201

X1
2 52.36 1 52.36 27.13 0.0034

X2
2 109.83 1 109.83 56.91 0.0006

X3
2 37.54 1 37.54 19.45 0.0070

Residual 9.65 5 1.93

Total 860.74 14

SS sum of squares, DF degree of freedom, MS mean square

SD 1.39 R-Squared 0.9888

Mean 22.81 Adj R-Squared 0.9686

CV % 6.09 Pred R-Squared 0.4989

PRESS 431.34 Adeq Precision 20.531
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of\ 0.0001. Figure 9 presents the contour surface plot

that indicates the effect of interaction between two vari-

ables on C2 yield. It can be found that the interaction

between CH4/O2 feed ratio and operating temperature

shows the most affect to C2 yield due to the lowest

p value of 0.0097.

Optimization of process parameters

In order to optimize the C2 yield of the OCM reactor, the

regressive model Eq. (27) is used as an objective function.

The optimization results show that the OCM reactor should

be operated at the CH4/O2 feed ratio of 0.83, the temperature

of 847 �C, and CH4 flow rate of 2.1 9 10-3 mol s-1 to

provide the maximum C2 yield of 36.49 %. Under these

operating conditions, the simulation result is further com-

pared with the optimization result. It is noted that the simu-

lated optimumyield of 35.21 % iswell in agreementwith the

predicted value of 36.49 %, with a relatively insignificant

error of 3.64 %. It can be concluded that the statistical model

is useful in the accurate prediction and optimization of the

OCM process. It is noted that the contour plot used to eval-

uate the effect of any two independent variables was built

from the regression model (Eq. (27)) over the experimental

region, as listed in Table 5. Because the optimum value of

the CH4/O2 feed ratio (0.83) is between the level –a (CH4/O2

ratio = 0.32) and -1 (CH4/O2 ratio = 1), the optimum

point do not appear in the contour plot (Fig. 9a).

Conclusions

In this study, the performance analysis and optimization

of a dense tubular membrane reactor for oxidative cou-

pling of methane (OCM) are performed. The perfor-

mance of the OCM reactor in terms of CH4 conversion,

C2 selectivity, and C2 yield is considered, and the results

show that the CH4/O2 feed ratio, operating temperature,

and methane feed flow rate are key parameters affecting

the OCM reactor. From the simulation results, it is found

that the C2 product can be improved by increasing

operating temperature as well as decreasing CH4/O2 feed

ratio. The simulated data obtained are further used for

the optimization of the OCM process conditions. The

central composite design and the response surface

method are employed to determine the optimum C2

yield. It is found that the optimum conditions to maxi-

mize the C2 production (36.49 %) are at the temperature

of 847 �C, the CH4 flow rate of 2.10 9 10-3 mol s-1,

and the CH4/O2 feed ratio of 0.83. These data are ben-

eficial for the optimal design of the OCM reactor for C2

production.

Acknowledgments The support from the Thailand Research Fund

and the Ratchadaphiseksomphot Endowment Fund, Chulalongkorn

University is gratefully acknowledged.

References

Arpornwichanop A, Wasuleewan M, Patcharavorachot Y, Assabumr-

ungrat S (2011) Investigation of a dual-bed autothermal reform-

ing of methane for hydrogen production. Chem Eng Trans

25:929–934

Bernardo P, Gabriele C (2012) Integrated membrane operations in the

ethylene oxide production. Clean Technol Environ Policy

14:475–485

Bhatia S, Thien CY, Mohamed AR (2009) Oxidative coupling of

methane (OCM) in a catalytic membrane reactor and comparison

of its performance with other catalytic reactors. Chem Eng J

148:525–532

Daneshpayeh M, Khodadi A, Mostoufi N, Mortazavi Y, Gharebagh

RS, Talebizadeh A (2009) Kinetic modeling of oxidative

coupling of methane over Mn/Na2WO4/SiO2 catalyst. Fuel

Process Technol 90:403–410

Godini HR, Trivedi H, Gili de Villasante A, Görke O, Jašo S, Simon
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Abstract: The development of technology for biodiesel production is one of the attractive and challenging issues due to 
its possibility for commercial usage. Many patents have been investigated and proposed the intensification technology in 
order to improve and enhance the performance of biodiesel production process. In general, the invention topics mostly in-
clude feedstock materials, reactions, pretreatment technique, reactor/separation/purification technology and quality im-
provement. Therefore, this patent review summarizes the potential technology, development for biodiesel production pre-
sented in the mentioned topic and aims to keep the overview knowledge of the production process. Moreover, this review 
offers more clear comprehension and provides a guideline for further invention of any technologies for biodiesel produc-
tion. 

Keywords: Biodiesel, transesterification, free fatty acid, feedstocks, catalysts, reactor. 

1. INTRODUCTION 

 Biodiesel, a clean renewable fuel, has recently been con-
sidered as an alternative to petroleum-based fuels. It is de-
rived from vegetable oils, animal fats and waste cooking oil. 
Biodiesel can be directly used or mixed with petroleum die-
sel without the major engine modification. The utilization of 
biodiesel gains more benefits; for example, it emits exhaust 
gases with less pollutant compared to diesel fuel. Carbon 
dioxide from a combustion of biodiesel is considered as 
carbon neutral, thus the global warming problem could be 
resolved. Moreover, it provides better fuel quality such as 
higher lubricating and cetane number than those of diesel 
fuel [1].  
 In general, there are four methods for biodiesel produc-
tion: blending with petrodiesel, pyrolysis, microemulsifica-
tion (co-solvent blending), and transesterification [1]. The 
vegetable oil/petrodiesel blending is not suitable for being 
used as long-term fuel in direct injection diesel engines since 
it causes engine problems presented in the combustion of 
neat vegetable oils. Pyrolysis involves the cleavage of 
chemical bonds to form smaller molecules by heating in the 
absence of oxygen [2-5]. Pyrolyzed oils have a process 
which produces higher ash content and carbon residue [1]. 
Microemulsification formulates biodiesel fuels by mixing 
with the low molecular weight alcohols to reduce the viscos-
ity of vegetable oils [6]. The disadvantages of this technol- 

*Address correspondence to this author at the Center of Excellence in 
Catalysis and Catalytic Reaction Engineering, Department of Chemical 
Engineering, Faculty of Engineering, Chulalongkorn University, Bangkok 
10330, Thailand; Fax: 662-218-6877; 
E-mail: Suttichai.A@chula.ac.th

ogy are incomplete combustion allowing the deposition of 
heavy carbon when used as an engine fuel. The most com-
monly used method for biodiesel production is through 
transesterification. Fats or oils are reacted with low molecu-
lar weight of alcohol to form alkyl esters (biodiesel) and 
glycerol with or without catalyst. The patents on biodiesel 
production via transesterification have been reported exten-
sively [7-11]. Therefore, the scientific advancement of this 
technique is the main concept of this paper.  
 Generally, the properties of biodiesel fuel are following 
the specifications of ASTM D6751 and EN14214 standards 
as listed in Tables 1 and 2, respectively.  

2. BIODIESEL PRODUCTION PROCESS 

 Biodiesel is commonly produced via transesterification 
including many steps as illustrated in Fig. (1). Firstly, any 
free fatty acids (FFAs) and impurities in feedstocks have 
been pretreated by reacting with alcohol in the presence of 
catalyst. The generated products are biodiesel, by-products 
such as soap, glycerol, unreacted alcohol and trace amounts 
of water. All these by-products excluding biodiesel must be 
removed by a subsequent separation method. Lastly, biodie-
sel has to purify or improve the quality in order to meet the 
specifications of the international standard as mentioned 
earlier.  
 In this review paper, biodiesel production process can be 
categorized into 5 main sections, i.e. 1) Feedstock materials, 
2) Pretreatment technique, 3) Reactions, 4) Reactor, separa-
tion and purification technology, and 5) Quality improve-
ment. The details are provided in the following sections. 

                                                                           1874-4788/11 $100.00+.00 © 2011 Bentham Science Publishers 
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Table 1. Biodiesel Standard as Listed in ASTM D6751 [1]

Limits 
Property Test Method 

Min Max 
Unit 

Flash point (closed cup)  D 93 130.0 - ° C 

Water and sediment  D 2709 - 0.050 vol%  

Kinematic viscosity, 40°C  D 445 1.9 6.0 mm2 s-1

Sulfated ash  D 874 - 0.020 wt% 

Sulfur 
 D 5453 - 0.0015 

or 0.05 a
wt% 

Copper strip corrosion  D 130 - No. 3 -

Cetane number  D 613 47 - -

Cloud point  D 2500 - Report b ° C 

Carbon residue (100% sample)  D 4530 - 0.050 wt% 

Acid number  D 664 - 0.80 mg KOH g-1

Free glycerol  D 6584 - 0.020 wt% 

Total glycerol  D 6584 - 0.240 wt% 

Phosphorus content  D 4951 - 0.001 wt% 

Distillation temperature, atmospheric equivalent temperature, 90% recovered  D 1160 - 360 ° C 

Note:  a The limits are for Grade S15 and Grade S500 biodiesel, respectively. S15 and S500 refer to maximum sulfur specifications (wt%).
  b Report: Because the requirements regarding low-temperature properties are vary, the standard ASTM D6751 has a report requirement for its cloud point parameter. 

Table 2. Biodiesel Standard as Listed in EN14214 [1]

Limits 
Property Test Method 

Min Max 
Unit 

Ester content EN 14103 96.5 - wt% 

Density (15°C) 
EN ISO 3675 

EN ISO 12185 
860 900 kg m-3

Viscosity (40°C) EN ISO 3104 ISO 3105 3.5 5.0 mm2 s-1

Flash point EN ISO 3679 120 ° C 

Sulfur content 
EN ISO 20846 

EN ISO 20884 
- 10.0 mg kg-1

Carbon residue 

(10% dist. residue) 
EN ISO 10370 - 0.30 wt% 

Cetane number EN ISO 5165 51 - -

Sulfated ash ISO 3987 - 0.02 wt% 

Water content EN ISO 12937 - 500 mg kg-1

Total contamination EN 12662 - 24 mg kg-1

Copper strip corrosion 

(3 hr, 50°C) 
EN ISO 2160 - 1 -

Oxidative stability (110°C) EN 14112 6.0 - hr 
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(Table 2) contd…. 

Limits 
Property Test Method 

Min Max 
Unit 

Acid value EN 14104 - 0.50 mg KOH g-1

Iodine value EN 14111 - 120 g iodine/100 g 

Linolenic acid content EN 14103 - 12 wt% 

Content of FAME with 4
 double bonds 

- - 1 wt% 

Methanol content EN 14110 - 0.20 -

Monoglyceride content (MG) EN 14105 - 0.80 wt% 

Diglyceride content (DG) EN 14105 - 0.20 wt% 

Triglyceride content (TG) EN 14105 - 0.20 wt% 

Free glycerol EN 14105, EN 14106 - 0.02 wt% 

Total glycerol EN 14105 - 0.25 wt% 

Alkali metals (Na+K) EN 14108, EN 14109 - 5.0 wt% 

Earth alkali metals (Ca+Mg) prEN 14538 - 5.0 mg kg-1

Phosphorus content EN 14107 - 10.0 mg kg-1

Note: FAME is fatty acid methyl ester. 

Fig. (1). The schematic diagram of biodiesel production process. 

2.1. Feedstock Materials 

 There are a large variety of feedstocks that can be used 
for biodiesel production. Normally, feedstock can be divided 
into three groups: vegetable oils (edible or non-edible oils), 
animal fats, and waste oil or waste cooking oil.  
2.1.1. Vegetable Oils 

 The conventional feedstocks for biodiesel production are 
edible vegetable oils. Traditional edible vegetable oils as 
feedstocks for biodiesel production are mostly from soybean, 
rapeseed, canola, palm, corn, sunflower, cottonseed, peanut, 
and coconut oils. Bournay et al. [12] investigated the biodie-
sel production from vegetable oil such as rapeseed, palm, 

sunflower, soya, coconut, and cottonseed oils. It was found 
that biodiesel produced from transesterification in the pres-
ence of catalyst showed a good oil conversion at least 96.5% 
and also achieved high purity of glycerol (98%). This reac-
tion is carried out in a fixed bed reactor at a pressure of 3 to 
8 MPa and a temperature of 180 to 220°C with an hourly 
space velocity (HSV) of 1.2 to 0.1 h-1. In addition, biodiesel 
from high acidity vegetable oils (FFAs >0.5 wt%) particu-
larly, soybean oil, has been studied by Siano et al. [13]. The 
results indicated that the conversion to methyl ester is equal 
to 96% at the reaction temperature below 200°C. Kovacs et
al. [14] investigated the transesterification of sunflower oil in 
a homogenous phase with a C1-C4 alkanol in the presence of 
an aliphatic hydrocarbon solvent. This reaction performed in 
a temperature range of 60 to 140°C, under a pressure of 0.1 
to 4 MPa. It was concluded that the steady state operation 
reaches within a short time period (10 min) and the conver-
sion of 95 to 98% is obtained. Bhat et al. [15] also proposed 
the manufacture of biodiesel from soybean, rapeseed, corn, 
sunflower, cottonseed, palm, olive and coconut oils in the 
two reactors connected in series in order to simplify the prod-
uct separation. It was found that the conversion of oils is al-
most 100% and the molar yield of esters is higher than 95%.  
 According to the production cost and food shortage, the 
production of biodiesel from several non-edible oil seeds has 
been investigated extensively. Since a number of non-edible 
oil crops can be grown on the waste lands which are not 
suitable for food crops in order to reduce the cost of produc-
tion. Some of the non-edible oils used as feedstocks for bio-
diesel production consist of jatropha oil, karanja oil, algae, 
and other non-edible oils grown on the waste land area. 
Ghosh et al. [16, 17] investigated the preparation of biodiesel 
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from oil mechanically expelled from whole seeds of Jatro-
pha curcas. It was found that the biodiesel from jatropha oil
complies with EN14214 specifications. Moreover, it is a neat 
biodiesel for mobile or stationary engines without any engine 
modification with 94-98% yields of biodiesel. Besides, Rao 
et al. [18] proposed the extraction of the bio-active constitu-
ents, fatty acids and polar materials from jatropha (Jatropha 
curcas), and karanja (Pongamia pinnata) seeds in order to 
use as feedstocks for biodiesel production., To make biodie-
sel to reach the international specification standard, the puri-
fication processes after transesterification were also pro-
vided.  
 Algae are attractive feedstocks since they mostly contain 
major lipid content and can be grown under a variety of 
conditions. Machacek et al. [19] proposed the utilization of 
algal lipids into biodiesel. Triglycerides (TGs) in algae lipid 
are hydrolyzed into FFAs and then esterified using an acid 
catalyst to obtain biodiesel at a reaction temperature of 
100°C and pressure of 202.65 kPa. The conversion of FFAs 
to biodiesel is about 85% in 1 h. Wu et al. [20] also studied 
the biodiesel production from extracted oil of algae via the 
enzyme-catalyzed transesterification process. It was con-
cluded that 98.15% of oil is converted to biodiesel within 12 
h. The other alternative feedstocks for biodiesel production 
are Kosteletzkya virginica, as a grain plant grown with sea-
water irrigation [21], and Balanites Aegyptiaca, as the 
drought-resistance tree species [22]. These feedstocks gain 
more benefits since it is a green raw material for low cost 
alternative biofuel production.  
2.1.2. Animal Fats 

 Animal oil and fats, low cost feedstocks, such as tallow, 
lard, and chicken fat are also used for biodiesel production. 
Comieri et al. [23] proposed the utilization of fish oils for 
biodiesel production via transesterification with ethanol 
using sulfuric acid as a catalyst. The product mixture ob-
tained an ethyl ester content of 85-95%. Tallow fat was also 
used as feedstock for biodiesel fuel production as reported by 
Carroway [24]. When the cracking temperature is from 330 
to 385°C under the ambient pressure in the absence of a 
catalyst, yield of biodiesel product is about 83.2%. This also 
complies with the environmental regulations in the ASTM 
standard. Franzoi [25] studied the effect of feedstocks from 
an animal fats or oils comprising of beef fats, tallow, poultry 
fats, pork fats, and milk fats on the biodiesel properties. It 
was revealed that the impurities and proteins from animal 
fats and oils should be prior removed in order to prevent the 
diesel engine fouling and limit contaminant follows ASTM 
specifications. Misra et al. [26] also provided the methods to 
produce biodiesel from natural sources such as chicken 
feathers from a poultry processing operation. In this method, 
the biological material was hydrolyzed to obtain free amino 
acids as a biofuel feedstock which is further converted to 
fatty acid esters. 
 Animal fats as feedstocks for biodiesel fuel have several 
restrictions because the biodiesel fuel contains a lot of con-
taminates which limit their usage as a commercially accept-
able biofuels. Therefore, the usage of other feedstocks mate-
rial should be further investigated. 

2.1.3. Waste Oil & Waste Cooking Oil 

 Waste oils and waste cooking oils are the other promising 
alternative feedstocks for biodiesel production. There are 
many advantages for waste oils and waste cooking oils utili-
zation. For example, they can neglect the waste treatment 
step and reduce the environmental pollution from the pro-
duction process. Generally, waste oils and waste cooking oils 
contain high levels of FFAs and undesired impurity. There-
fore, the additional pretreatment processes are required. 
Aiken [27] proposed the esterification of FFAs contained in 
waste oil feeds as a pretreatment step to obtain biodiesel; and 
subsequently transesterification with methanol using a basic 
catalyst to produce more biodiesel. Similarly, Elliott [28] 
also proposed the method for converting of TGs in waste 
grease sources to a fatty acid composition. The fatty acid 
composition is then esterified to make alkyl esters. The 
sludges generated during the wastewaters treatment were 
also used as feedstock for biodiesel production [29-30]. It 
has been discovered that the extracted lipids from wastewa-
ter sludge offers an economic and highly effective feedstock 
for biodiesel production. Moreover, Chatterjee et al. [31-32] 
proposed an acid catalyzed transesterification with alcohol to 
produce biodiesel from crude tall oil as a by-product during 
the kraft pulping process. However, the biodiesel yield is 
only about 60% based on the weight of the initial crude tall 
oil used. 

2.2. Pretreatment Technique 

 Nowadays, the feedstocks with high levels of FFAs and 
the other impurities have widely been used as raw material 
for biodiesel production due to the economic beneficial. 
Therefore, the unfavorable components such as high particu-
lates FFAs and the other impurities require a suitable pre-
treatment process before using as feedstock for biodiesel 
production.  
 Toeneboebn et al. [33] proposed the possibility to re-
move sulfur-containing compounds from fatty materials 
using silica hydrogel. It was found that amorphous silica 
hydro gels exhibit an excellent adsorption capacity of sulfur-
containing compounds in fatty materials. Thus, it can im-
prove the quality of oil before using as feedstock for biodie-
sel production. Jalalpoor et al. [34] investigated the pre-
treatment of degummed TGs using an adsorbent particles 
(TriSyl® silica hydrogel particle). It was found that adsorbent 
particles can reduce an amount of phosphorus to about 10 
ppm. The adsorbent-free TGs product is then contacted with 
a stripping medium to reduce the amount of FFAs with less 
than 0.20 wt% based on a total weight of adsorbent-free TGs 
product. Moreover, using adsorbent material in the pretreat-
ment was also investigated by Nakazono [35]. The FFAs and 
the other moisture were removed by heating the raw material 
oil under reduced pressure. Then adsorption in two stages 
with basic-treated activated carbon and a hydrophilic adsorb-
ent such as activated alumina and silica gel was carried out.  

 Roden et al. [36] proposed a method for pretreatment 
feedstocks containing high FFAs with glycerolysis reaction. 
In this process, the glycerol as a by-product from transesteri-
fication can react to FFAs in feedstock in presence of caustic 
base at reaction temperature range of 120 to 215°C under 
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pressure from 0.67 to 2 kPa. Hence, the FFAs in the feed-
stock are converted to MGs and DGs. This approach pro-
duces a low FFAs feedstock that can then be processed using 
traditional alkali-catalyzed methods for biodiesel production. 
Similarly, Jackam et al. [37] also applied a glycerolysis 
reaction to convert FFAs into TGs using a base catalyzed 
transesterification to produce biodiesel. It was also con-
cluded that the process can use feedstocks containing up to 
100% of FFAs contents to produce biodiesel with minimal 
waste generation.  

 In addition, the pretreatment method for feedstocks with 
high concentration of FFAs using acid catalysis followed by 
alkali catalysis was also extensively proposed [38-42]. Acid 
catalysis is a relatively fast reaction to convert FFAs into 
methyl esters. Therefore, esterification is used as a pretreat-
ment step. When FFAs concentration in the feedstock has 
been adequately reduced, an alkali catalyst is subsequently 
added to convert the TGs into methyl esters. However, this 
method still has some drawbacks such as high losses of start-
ing materials and processing problems since it requires ex-
cess methanol during the pretreatment step to dilute the wa-
ter produced into a level where it does not limit or stop the 
reaction. 
 Moreover, there are some patents which showed the 
pretreatment of feedstocks by using enzyme. Dayton et al.
[43, 44] proposed a continuous enzymatic (Thermomyces 
lanuginosus) treatment of lipid-containing compositions 
using a plurality of fixed bed reactors. It was found that the 
process and apparatus of this invention are responsible to 
produce the high quality products without deodorizing the 
lipid-containing composition from the enzyme treatment 
steps. However, this method is difficult to perform on a large 
scale production due to the expensive cost of enzymes. 

2.3. Reactions  

2.3.1. Reactions Related to Biodiesel Production 

As mentioned earlier, the most commonly used method 
for biodiesel production is through transesterification. This 
reaction is expressed in Eq. (1). 

 (1) 
 (TGs)   (Alcohol) (Biodiesel)      (Glycerol) 

Esterification is another important reaction for biodiesel 
production; it is mainly the reaction between alcohols and 
carboxylic acid to make esters product as shown in Eq. (2). 
This reaction is mostly presented in the pretreatment step in 
biodiesel production from high FFAs feedstocks. Amount of 
FFAs can be reduced by esterification with low molecular 
weight alcohol in the presence of acid catalyst. Biodiesel and 
water are produced from this reaction. 

 (2) 
 (FFAs)   (Alcohol)  (Biodiesel)         (Water) 
 Alternatively, TGs can react with water to form FFAs 
and glycerol via complete hydrolysis as presented in Eq. (3). 
FFAs can then be converted to biodiesel via esterification 
reaction. Nevertheless, there are not many patents reporting 
about hydrolysis for biodiesel product. Only used 2-steps via 
hydrolysis-esterification to produce biodiesel. 

(3)
 (TGs)           (Water)             (FFAs)       (Glycerol) 

 In addition, saponification of FFAs with alkali catalyst 
can occur as a side reaction for high FFAs feedstocks as 
illustrated in Eq. (4). Undesirable product (potassium soap) 
formation creates serious problems for product separation 
and ultimately hindering catalytic activity. 

(4)
(FFAs)  (Potassium hydroxide)   (Potassium soap)    (Water) 
 In general, transesterification can occur via both catalytic 
and non-catalytic methods. For catalytic method, the reaction 
is catalyzed by three types of catalysts which are alkali cata-
lyst, acid catalyst and enzyme catalyst. On the other hand, 
for non-catalytic method, the reaction is carried out at high 
temperature and high pressure with supercritical alcohol. The 
advantages and disadvantages of each method possibility to 
produce biodiesel are summarized in Table 3 [45]. 
2.3.2. Catalytic Method 

 For homogeneous catalytic method, biodiesel is com-
monly produced with the use of homogeneous alkali cata-
lysts such as sodium hydroxide (NaOH) or potassium hy-
droxide (KOH) [46-50]. The catalysts are able to catalyze the 
reaction at low temperature and atmospheric pressure with 
high methyl ester yields in a short time period. However, this 
homogeneous alkali-catalyzed process is sensitive to water 
and FFA content hence; it is not suitable for using high lev-
els of moisture and FFAs feedstocks since alkali catalyst can 
react with FFAs to form soap and water. The undesirable 
products could result in the reduction of FAME yields. Simi-
larly, high water contents in feedstock can hydrolyze TGs to 
form FFAs (Eq. (3)) and also reduce the FAME yields. 
 Therefore, the acid catalyzed transesterification process 
is performed for feedstocks with high levels of FFAs because 
the performance of acid catalysts such as sulfuric acid 
(H2SO4) and hydrochloric acid (HCl) are not sensitively 
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affected in the presence of FFAs in feedstocks. It can cata-
lyze both esterification and transesterification simultaneously 
[8, 59, 60]. However, the reaction rate of the acid-catalyzed 
process is relatively slower than that of alkali-catalyzed 
process. Generally, the homogeneous catalyst process gener-
ates large amounts of waste water and it is impossible to 
recover the catalyst from the reactant/product mixtures. 
 In order to solve the problems mentioned above, there are 
many patents investigating the utilization of heterogeneous 
catalysts since the process with heterogeneous catalysts can 
eliminate the drawback of homogeneous catalysts. Firstly, it 
can be applied for the feedstocks with high levels of FFAs 
[56, 64, 66, 68]. Secondly, the catalysts are more easily sepa-
rated from reaction mixtures which reduce the amount of 
wastewater generation in the purification process [54, 64, 65, 
67, 70]. Lastly, the generation of undesired products can be 
suppressed [53, 57, 61, 63]. Therefore, the heterogeneous 
catalysts process could have a cheaper production cost [51, 
52, 55, 58, 62, 66, 69]. The various types of homogeneous 
and heterogeneous alkali catalysts and acid catalysts for 
biodiesel production are summarized in Tables 4 and 5, re-
spectively. 
 Enzyme catalyzed transesterification is another method 
for biodiesel production. Lipase exhibits high catalytic activ-
ity with high quality biodiesel production. This method is 
very interesting due to many reasons such as the ease of 
product separation and recovery, less wastewater generation 
and no side reactions [71-77]. The enzyme catalysts offer 
more advantages than the conventional solid catalysts. How-
ever, the major disadvantage of lipase is its high cost. Impor-
tant enzyme catalysts used for biodiesel production is illus-
trated in Table 6.
2.3.3. Non-Catalytic Method 

 Non-catalytic method provides a new approach for bio-
diesel production. Transesterification process with the super-
critical alcohol operates at high levels of temperature and 
pressure without any catalysts. In general, methanol is used 
in the supercritical state so-called “supercritical methanol” 
processing. However, the other alcohols such as ethanol, 
propanol or butanol can also be applied. The great benefit of 

this process is that the reaction under supercritical conditions 
can enhance high biodiesel yield within a few minutes. Nev-
ertheless, the main drawback of this process is its high capi-
tal and operating costs, which make it not suitable in the 
large scale production. Some of the patents investigating the 
biodiesel production via non-catalytic method are summa-
rized in Table 7.

2.4. Reactor, Separation and Purification Technology 

 Although transesterification is the conventional method 
for biodiesel production, there are some drawbacks of this 
reaction. For example, solubility limit of oils and alcohol 
caused the restriction of reaction rate. In addition, the trans-
esterification is reversible reactions resulting in an upper 
limit of the conversion. Moreover, it may generate signifi-
cant amounts of toxic waste water from the purification 
process. Therefore, there are a lot of patents investigating 
and proposing various intensification technologies in order to 
solve the problems mentioned above. 
2.4.1. Type of Reactors 

 Fleisher [88] proposed a continuous process for biodiesel 
production with less residence time in a plug flow reactor. A 
plug flow reactor is facilitated including a static mixing 
effect by establishing baffle and packing material to allow 
the turbulent flow of reactants. The conversion of the TGs to 
FAMEs is about 70 to 99% in the temperature range from 80 
to 180°C with a residence time less than 3 min and pressure 
of 3 MPa or less. The two-staged reactor with helically 
coiled concentric tubes coupling with a hydroclone separator 
for glycerol removing was used to achieve the higher yield 
of ester [89-90]. TGs react with alcohol in the presence of a 
catalyst to produce the products mixture in a first reactor, 
and then the resulting mixture passed through a separating 
unit to remove a by-product glycerol. Fresh alcohol and 
catalyst are added to the remaining mixture to complete the 
reaction and increase its conversion in a second stage reac-
tor. The result shows that the overall conversion in this proc-
ess is greater than 99%. Chun et al. [91] also proposed the 
two stages reactor for biodiesel production. This method 
achieved 99.7% conversion in the absence of catalyst and did 

Table 3. The Advantages and Disadvantages of Several Methods for Biodiesel Production [45] 

Homogeneous Catalyst 
Variable

Alkali Catalysis Acid Catalysis 

Heterogeneous  
Catalyst 

Enzyme  
Catalysis

Supercritical 
Alcohol

Reaction temperature (°C) 60–70 55–80 180-220 30–40 239–385 

FFAs in raw materials Saponified products Biodiesel Not sensitive Methyl esters Biodiesel 

Water in raw materials 
Interference with 

reaction 
Interference with 

reaction 
Not sensitive No influence -

Yield of methyl esters Normal Normal Normal Highest Good 

Recovery of glycerol Difficult Difficult Easy Easy -

Purification of methyl esters Repeated washing Repeated washing Easy None -

Production cost of catalyst Cheap Cheap Potentially cheaper Relatively expensive Medium 
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Table 4. Homogeneous and Heterogeneous Alkali Catalysts for Biodiesel Production 

Type Catalyst 
Catalyst 
(wt %) 

Alcohol 
Molar Ratio 

of Oil to 
Alcohol 

Reaction Conditions 
Ester Con-
version (%) 

Ester 
Yield (%) 

Ref. 

NaOH, KOH 0.1-5 C1, C2 0.5:1-1.5:1 30-78°C, 30-90 min 98-100 - [46] 

NaOH (0.1mol 
%phase transfer 

catalyst) 
17 C1, C2 1:5 22-24°C, 2 h 98 - [47] 

LiOH·H2O 10 C1 - 70°C, 2 h - - [48] 

NaOH, KOH, CaOH - C1 -
30-80°C, 90-500 kPa,  

0.5-10 h 
> 95 - [49] 

Homogeneous 

NaOH, KOH 0.1-2 C1-C4 3:1-10:1* 80-150°C, 1.5 min > 96 [50] 

CuO, MnO, TiO 1-20 C1-C4 3:30-1:40 
150-260°C, 1-70 atm,  

5-60 min 
- 92-97 

[51, 
52] 

Zr(OPO3K)2 - C1-C5 1:0.1-1:3 
130-220°C, < 100 bar, 

LSHV=0.1-3h-1 85-95 - [53] 

Mesoporous Calcium 
Silicate 

- C1 1:24 < 100°C, 24 h 100 - [54] 

Titanate-based Na 1-5 C1 1:30 150-290°C, 2 h 96.9 - [55] 

AxB2-xO4-x

where A = Ca, Mg  
           B = Mg, Ce, Ti 

           x = 0.25-1.2 

- C1-C4 0.5:1-4:1* 100-230°C, LHSV=1.2 h-1 > 95 - [56] 

ZnxA12O(3+x)+ ZnO 
where x = 0-1 

- C1-C5 0.1:1-3:1* 150-180°C, 1-7 MPa, 
LHSV=0.1-3 h-1 Up to 98 - [57] 

Heterogeneous 

Fibrous catalyst - C1-C5 1:100-1:3 10-100°C, up to 24 h 95% - [58] 

Note: LHSV is the liquid hourly space velocity (h-1)
* Mass ratio of oil to alcohol

Table 5. Homogeneous and Heterogeneous Acid Catalysts for Biodiesel Production 

Type Catalyst Type 
Catalyst 
(wt.%) 

Alco-
hol 

Molar Ratio of 
Oil to Alcohol 

Reaction Conditions 
Ester Con-
version (%) 

Ester 
Yield (%) 

Ref. 

H2SO4, HCl < 30 C1-C4 1:1-1:15 > 50°C - > 98 [59] 

H2SO4, HCl 0.1-1 C1, C2 <1:6 70-200°C 80-97 - [8] 
Homogene-

ous 
H2SO4 1-2 C1 1:1-1:5 80-200°C > 85 - [60] 

Nb2O5 1-5 C1, C2 1:3-1:30 65 - 290°C, 1 - 8 h 90-98 - [61] 

W/Zr-based catalyst - C1, C2 1:40 
150-350°C, 0.1-1 
h,WHSV=1.85 h-1 93 - [62] 

(ZrOx)y/Al2O3)1-y 

(SbOx)y/Al2O3)1-y 

(TiOx)y/Al2O3)1-y 

where x = 1.5-2.2,  

           y = 0.05-0.95 

~ 9 C1-C5 1:1-1:3 
170 - 250°C, < 100 bar,  

HSV= 0.1-3 h-1
80-85 90 [63] 

Heteroge-
neous 

ZrO2/ Al2O3, ZrO2/
PO4, ZrO2/ TiO2

- C1, C2 1:1.5 150-350°C, 0.1-3 MPa, 0.1-1 h up to 99 - [64] 
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(Table 5) contd…. 

Type Catalyst Type 
Catalyst 
(wt %) 

Alco-
hol 

Molar Ratio of 
Oil to Alcohol 

Reaction Conditions 
Ester Con-
version (%) 

Ester 
Yield (%) 

Ref. 

Cation exchange 
resin 

26.8 C1, C2 1:10 80°C, 15 h 95 - [65] 

Sn+ Sn alloy; Pb, In - C1-C6 1:3-1:50 118-350°C,  1 atm, 3-10 min 95 - [66] 

MnTiO3, ZnTiO3,
ZnZrO3, FeVO4

- C1 1:27 200°C, 10-24 h, LHSV= l h-1 - 92-99 [67] 

CHxSyOz

where x = 0.53-0.87 
         y = 0.015-0.03 
        z = 0.35-0.51 

- C1-C3 1:1-1:30 35-90°C, 1-12 h 45-99 - [68] 

Sulfonic acid group-
introduced amor-

phous carbon 
- C1-C4 1:40 90-160°C, 3 MPa, up to 50 h - Up to 99 [69] 

Nb2O5·nH2O 1-2 C1, C2 1.5:6 80-200°C, 1-5 h - 75 [70] 

Note: LHSV is the liquid hourly space velocity (h-1), WHSV is the weight hour space velocity (h-1), HSV is the hourly space velocity (h-1)

Table 6. Enzyme Catalysts for Biodiesel Production

Enzyme Type 
Enzyme 
(wt.%) 

Acyl Acceptor Solvent 
Molar Ratio of 
oil to Alcohol 

Reaction  
Conditions 

Yield 
(%)

Ref. 

Lipozyme® TL,  

Lipozyme® RM, Novozym® 435 
2-30 Alcohol C1-C5 Tert-butanol 1:3-1:6 20-60°C, 4-24 h  94 [71] 

Candida antarctica, Thermomyces 
lanuginosa, Pseudomonas fluores-
cens, Pseudomonas cepacia, Chro-

mobacterium  isco sum  

- Alcohol C1-C4 
C4-C8 tertiary 

alcohol 
-

0-90°C, 1-180 
min 

> 99 [72, 73] 

Candida Antarctica, 

Thermomyces lanuginosus, 

Humicola insolens 

-
Methanol 

Ethanol 
- 1:0.1-1:10 30-60°C, 3 h - [74] 

Candida antarctica, 

Candida rugosa, Rhizomucor miehei 
on solid supported 

- Cetyl alcohol 
Alkane, Alco-
hol, Aldehyde, 

Ketone 
1:2 35-60°C, 3-6 h 

Up to 
96

[75] 

Candida antarctica or Rhizomucor 
miehei 

5-30 
Low carbon fatty 

acid ester 
- 1:3-1:20 20-60°C, 20 h 

Up to 
96

[76] 

Candida Antarctica type B 
C1-C3 alkyl 

alcohol 
- 1:2-2:1 

40-90°C, vacuum, 
21 h 

89 [77] 

Table 7. Biodiesel Production via Non-Catalytic Method 

Reaction Conditions 
Alcohol Co-Solvent 

Alcohol: Oil 
Molar Ratio T (°C) P (MPa) Time (min.) 

Conver-
sion (%) 

Yield 
(%)

Ref. 

C1-C4 - 3:1-1000:1 240-400 0.4-25 1-480 
Up to 
100

- [78] 

C1 -
1:2-2:1 (vol-
ume ratio) 

370-500 20-60 4-12 - 100 [79] 
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(Table 7) contd…. 

Alcohol Co-Solvent 
Alcohol: Oil 
Molar Ratio 

Reaction Conditions 
Conver-
sion (%) 

Yield 
(%)

Ref. 

C1-C5 
CO2,

Hydrocarbon C3-C6 
3:1-400:1 

T > 0.9xTc, co-

solvent
* P > 0.9xPc, co-solvent - Up to 98 - [80] 

C1, C2 - 3.5:1-42:1 150-450 2-40 6 100 - [81, 82] 

C1, C2 - 3:1-24:1 250-425 10-30 0.73-8.3 > 98 - [83] 

C1-C4 - 2:1 > 180 > 1 5-10 95 - [84, 85] 

C1-C2 
CO2, SO2, NO, 

alkane, ether, ester 
40:1 200-450 5-40 2-30 > 90 - [86] 

C1-C8 -
0.5:1-10:1 

(volume ratio) 
300-400 10-20 5-60 - > 93.5 [87] 

Note: * Temperature is in the Kelvin unit. 

not require further purification process for removing catalyst 
and glycerol. However, it required a high temperature and 
high pressure to operate (250-320°C, up to 0.5 MPa).  

Fig. (2). The modified packed bed reactor proposed by Moritz  
et al. [92-93]. 

 Moritz et al. [92-93] proposed a method for esterification 
that was carried out in a column with a multi-part packing 
acting as a reaction zone and a stripping section as illustrated 
in Fig. (2). By-product, water was removed from the reaction 
zone by alcohol rich counter-flow acting as a stripping gas 
without other auxiliary gas, hence high yield was achieved.  
 Elliott [94] investigated the biodiesel production from 
low cost feedstocks using a packed bed reactor containing 
solid acid catalyst followed by catalytic reactive distillation. 
It was found that the continuous process with continual re-
moval of by-product water and recycle of alcohol achieved 

the high conversions (>99%). Moreover, Chen et al. [95] 
proposed the rotating packed bed reactor for high conversion 
of oil to biodiesel. The rotating packed bed reactor comprises 
a container and a rotary bed as illustrated in Fig. (3a). The 
reaction takes place in the container while the rotary bed was 
mounted and powered to rotate in the container. The cen-
trifugal rotation of the rotary bed forced the oil and additive 
to pass through the filler in the packed reaction region and 
react with the reactant gas. Hence, it increased the trans-
esterification rate and thus obtained high conversion. In 
addition, Chen et al. [96] also presented the method for en-
hancing liquid phase biodiesel conversion in the rotating 
packed bed reactor (Fig. (3b)). The rigid baffles were 
mounted inside the peripheral wall of the container in order 
to carry out the rapid and preliminary phase separation be-
tween esters and glycerol. The result illustrated that the ob-
tained conversion was in the range from 86.38 to 91.26% 
with the rotation speed range of 300 to 1,500 rpm and reac-
tion temperatures of 40 to 58°C. 
 Lichtenberger et al. [97-98] disclosed the method using 
an annular gap reactor to provide more efficient mixing for 
biodiesel production. The annular gap reactor composes of a 
rotor rotating to provide an annular flow containing a high-
shear rate in the reaction zone. It was also concluded that the 
use of this configuration greatly increased the speed of the 
main reaction time with higher yields. It was obtained up to 
120 times faster than that of a batch reactor. Jovanovic et al.
[99] provided a method for producing biodiesel using mi-
croreactor with a 100 m thickness of microchannel. The 
operating conditions was also carried out under ambient 
and/or supercritical conditions for transesterification at a 
temperature ranging from 25 to 350°C. It was found that the 
residence time of microreactor affects biodiesel conversion. 
Under ambient condition, the conversion of soybean oil to 
biodiesel was about 12 to 91% with respect to residence time 
increasing from 0.4 to 10 min. 
 Tremblay et al. [100] studied the membrane reactor for 
biodiesel production with the continuous removal of fuel or 
other products in reaction mixtures. This system requires a 
small amount of homogeneous catalyst and consequently 
offers less water consumption for product washing, less 
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saponification and clearer color product. An amount of cata-
lyst used in the reaction was about 33 times lower than that 
of a conventional process used in the industry. 

Fig. (3). The modified rotary packed bed reactor proposed by (a)
Chen et al. [95] and (b) Chen et al. [96]. 

 Pachauri [101] proposed a method for biodiesel produc-
tion by reactive distillation system. Reactive distillation 
allows transesterification with product recovery in a single 
system. It effectively reduces the excess alcohol in a feed. 
By combining the separation process within the reactor, the 
products can be continuously removed from a reaction zone 
leading to significant improvements in the product selectiv-
ity, conversion and overall yield. The result illustrated that 
the specifications of the products such as bound glycerol, 
total glycerol, flash point, kinematic viscosity and acid num-
ber were in an acceptable range of the ASTM standard. 
 Geier D and Soper JG [102] proposed the utilization of a 
simulated moving bed chromatographic apparatus which 
simultaneously provided transesterification and separated 
glycerol and fatty acid monoester products. The apparatus 
comprised of a plurality of column segments 1-10 connected 
in a circular series as illustrated in Fig. (4). Transesterifica-
tion was carried on the column 6 and 10. Since, the catalytic 
chromatographic bed material has polar moieties in the solid 
phase, therefore, more polar glycerol product was preferen-
tially partitioned with the chromatographic bed material and 
removed from the catalytic chromatographic bed at column 
3. On the other hand, the non-polar fatty acid monoester was 
preferentially partitioned with the moving phase and re-
moved at column 10. The column segments 4-5 between the 
glycerol outlet and oil feed inlet are designated as a solid 
regeneration zone. Alcohol is introduced into the catalytic 
chromatographic bed to regenerate alcohol content and pro-
vide the effluent flow for withdrawal of the glycerol. Ac-
cordingly, columns 2 and 3 are designated as desorption/ 
regeneration zone. The remaining reactant was also reloaded 
at column 1 to further pump to the reaction zone for com-
plete reaction. 
 Bowen et al. [103] integrated the biodiesel processor 
allowing more compact configuration and cleaner appear-
ance without the external plumbing. The biodiesel processor 

Fig. (4). The modified simulated moving bed chromatographic apparatus proposed by Geier D and Soper JG [102]. 
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composes of a main reaction tank and a secondary tank as 
shown in Fig. (5). A main reaction tank was used to store 
materials and carry out the reactions. The secondary tank is 
divided into two internal tanks which integrated and dis-
posed inside the main reaction tank in order to supply the 
ingredients such as methanol, sodium hydroxide and sulfuric 
acid, for the esterification and transesterification, respec-
tively. Moreover, the glycerol removal system from the main 
reaction tank and the fuel washing were included in order to 
obtain the final biodiesel product.

Fig. (5). The modified biodiesel processor proposed by Bowen 
et al. [103].

 Jachuck et al. [104] also disclosed the system with a 
continuous processing of fluid in one embodiment. A con-
tinuous thin film reactor can perform various processes such 
as distillation and evaporation, fluid-fluid or solid-fluid-fluid 
reactions, organic reactions, cooling and desalination. Bio-
diesel product can be purified by evaporation and distillation 
using this reactor. The reactor had an inner vessel situated 
within the outer vessel as shown in Fig. (6). The inner sur-
face of an outer vessel is designed to allow fluid being proc-
essed to descend in a substantially uniform thin film. A rela-
tively high rate of thermal transfer, mass transfer, mixing or 
other transport rates were occurred. An outer surface of the 
inner vessel serves as a heat exchange surface for the fluid 
being processed. On the other hand, an inner surface serves 
as exchange surface with different from that of the fluid 
being processed to impart a temperature difference. An annu-
lar space defined between the outer vessel and the inner 
vessel was provided a pathway for the second fluid along 
this reactor. The processing fluid was implemented and the 
second fluid might be moved within the annular space in a 
counter-current manner relatively to the flow of the fluid 
being processed.  
2.4.2. Process Improvement  

  In order to create the effective mixing of the reactants so 
as to provide the high reaction rate and yield of biodiesel 

production, a lot of patents have been developed. Ames 
[105] proposed the continuous flow system including a high 
turbulence flow-through processor mixer. This processor 
mixer maximizes the reaction rate by dramatically increasing 
the surface area of TGs and methanol interface with Reynold 
number to be greater than 100,000. Panagiotou et al. [106] 
proposed the exemplary apparatus/systems that facilitated 
direct impingement of the streams in a continuous microre-
actor with an intensify pump. This intensify pump generated 
high level of energy dissipation per unit volume resulting in 
intimate contact of the components in the streams. Therefore, 
it can enhance and promote the kinetic reaction. Moreover, 
Kozyuk [107] applied the control flow cavitation apparatus 
to increase the mixing efficiency in order to obtain high yield 
in a short residence time. The localized flow is constricted 
using a diaphragm with one or more orifices, baffles or noz-
zles. The result showed that the conversion of fatty acid alkyl 
esters (FAAE) is greater than 90%. In addition, Kozyuk et al.
[108] also used the cavitation effect to enhance filterability 
in the process since the cavitational energy can entrap some 
impurities in a waste glycerol and therefore reduce the clog-
ging effect in the membrane filter.  

Fig. (6). The modified continuous film reactor proposed by Jachuck 
et al. [104]. 

 Lafleur et al. [109] proposed a method for biodiesel pro-
duction using a chamber with the atomizers. The atomizers 
make the feedstock, alcohol and catalyst in a mist form (1 to 
15 m) and provide a maximum mixing in an extremely 
short time interval. It was found that the conversion of feed-
stock can approach 100% within 10 seconds. Farid et al.
[110] also proposed a process using the atomizers for biodie-
sel production via plug flow reactor. An atomized feedstock 
was reacted with gaseous alcohol in a reaction vessel in the 
presence of catalyst. The result illustrated that 80% conver-
sion can be obtained within 5 min of reactants contacting 
time. 
 Several patents related to the convenience of product 
separation and/or purification have also been developed. 
Bradin et al. [111] proposed the biodiesel production proc-
ess, which obtained pure glycerol by-product as a direct 
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feedstock for glycerol ether manufacture. This patent applied 
Kolbe electrolysis to remove FFA salts from crude glycerol 
by converting FFA salts into hydrocarbon products. It can 
easily separate and remove from the crude glycerol fraction. 
Dekhtiaruk et al. [112] applied a reactor vessel, in which the 
reaction chamber area is subjected to high rotary electro-
magnetic fields, for completion of transesterification in a 
short time period. The resonant effect allows the control of 
turbulence leading to enhance the rate of reaction.  
 Moreover, Porter et al. [113] applied the radio frequency 
microwave energy to improve biodiesel production process. 
The microwave wavelength of 0.005 to 0.5 meters was sup-
plied to a reaction mixture. It was found that this microwave 
energy promotes the removal of FFAs, enhances the reaction 
rate, and improves the product recovery in the separation of 
biodiesel product from alcohol and glycerol. Similarly, 
Meikrantz [114] also proposed the method for biodiesel 
production and separation by applying microwave energy. 
The reaction and separation vessels were designed to be 
transparent for microwave radiation. It was found that the 
microwave energy with microwave power up to 5,000 Watts 
can enhance the rate of reaction and facilitate the separation 
of the product.  
 The method of biodiesel purification with an applied 
electric field was proposed by Powell [115]. The methyl 
esters product was mixed with acid and salt solution to form 
an emulsion solution and exposed to an electric field. The 
electric field can break the emulsion facilitating the separa-
tion of the purified oil from the remaining impurities. Thus, a 
clean and stabilized fuel can be achieved. A major advantage 

of this process is the reduction of waste water generation 
from the purification process. Takanashi [116] also applied 
an electric field for the purification of biodiesel. In this em-
bodiment, the demulsifier is an inorganic calcium salt or 
magnesium salt. However, the crude biodiesel can be also 
purified by heating in the range of 60 to 110°C and for 30 
min up to 16 h. Moreover, Siochi et al. [117] proposed the 
method of soap removal from biodiesel without water wash-
ing by applying an electric field using inert carbon elec-
trodes. The electrodes were attracted with sodium and car-
boxylate ions to be oppositely charged. Salt and any impuri-
ties thus clump together and precipitate out of the biodiesel. 
The electric field strengths are in the range of 33 to 100 V 
cm-1.

2.4. Quality Improvement 

 Since biodiesel has a high content of unsaturated fatty 
acid esters, the oxidation stability is possibly being the major 
issue for the long period biodiesel storage. The instability 
problems can occur when biodiesel exposed in air or light. It 
can easily be oxidized to oxidative products leading to corro-
sion and blockages in the injection pumps or fuel lines in the 
engines. In order to improve the properties of biodiesel, the 
additives such as any antioxidants have been investigated. 
Table 8 illustrates important types of the additives to im-
prove the properties of biodiesel such as oxidative stability, 
low temperature property and combustion. The effectiveness 
of these antioxidants can perform the wide range of biodiesel 
utilization.

Table 8. Additive for Improving Property of Biodiesel 

Additive structure Detail Amount (wt%) Advantages Ref. 

A = S 

E  = methyl radical or 

       tert-butyl radical 

R1= hydrogen or  

       methyl group 

0.001-2 
Increase the oxidation 

stability. 
[118] 

n =1, 2 

R1 =  C1-C4 alkyl, i.e. 

R2, R3, R4, R5,= H, Cl,  
                          hydroxyl, i.e 

R6 = H, i.e. 

0.0005-0.5 

Increase the stability 
against the deleterious 

effects of heat, light and 
oxygen. 

[119] 

Rl, R2, R3, R4 = H, 

                         C1-C6 alkyl 

R5 =  C1-C12 alkoxy group  

0.005-0.05 
Improve the oxidation 

stability 
[120] 
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(Table 8) contd…. 

Additive structure Detail Amount (wt%) Advantages Ref. 

R1 = C1-C3 alkyl moieties 

R2, R3 = C1-C12 alkynyl  
              moieties 

R4 = C2-C20 alkyl moieties,    
        C2-C20 alkenyl moieties 

R5 = H, OH, C2-C20 ester- 
        forming carboxylate  

        (RCOO-) 

0.1-10 
Improve low-temperature 

properties. 
[121] 

R1 = C1-C3 alkyl moieties 

R2 = C1-C6 alkyl moieties, i.e. 

R3 = C1-C10 alkynyl moieties,  
        C1-C10 alkenyl moieties 

0.1-60 
Enhance the combustion 

efficiency 
[122] 

R1, R2 = C1-C20 alkyl, 
              C1-C30 alkaryl 

R3 = C1-C20 alkyl, thiophenol  

R4, R5 =  alkyl, aryl, alkaryl, 
               arylalkyl (C1-C20) 

n, x = 0, 1 

(I)

0.005-0.25 

(II)
0.0001-0.01 

Improve the oxidation 
stability 

[123] 

3. CURRENT & FUTURE DEVELOPMENTS 

 Biodiesel is a promising alternative of diesel fuel due to 
its renewability, biodegradability, less pollutant emission and 
raw material flexibility. Presently, the industrial biodiesel 
production process is based on simple operations. The pro-
duction is mostly carried out in a simple batch reactor using 
high-purity raw materials catalyzed by a homogeneous cata-
lyst. The process is not quite efficient as it requires long 
reaction time and involves many operation steps. Recently, 
many researchers have proposed a number of more efficient 
systems to produce biodiesel. Several reactor types such as 
membrane reactor, reactive distillation, microwave or ultra-
sonic assisted reactor, have been developed to produce and 
separate biodiesel simultaneously with the short reaction 
time. However, it is still a major challenge to make the tech-
nologies practical in a large scale operation. The research 
and development efforts on the development of efficient 
heterogeneous catalysts and continuous process for biodiesel 
production are needed as they can significantly simplify the 
process as well as the operation.  

4. CONCLUSION 

 Biodiesel is an environmental-friendly alternative diesel 
fuel, which is one of the promising sustainable fuels; it can 
be produced from the wide variety types of renewable feed-
stocks. The utilization of biodiesel not only eliminates the 
dependence of fossil fuel but also reduces the emitted toxic 
pollutants to the environment. However, the production 
technologies are generally expensive and insufficiently ef-
fective compared to diesel fuel. Therefore, the development 
of technology for biodiesel production is one of the crucial 
issues to overcome. This paper has reviewed important po-
tential technologies for biodiesel production starting from the 

beginning step to the end of the process from several patents. 
The details of all processing steps have been described and 
summarized including feedstock materials, reactions, pre-
treatment technique, reactor/separation/purification technol-
ogy and the quality improvement. The review of those topics 
mentioned above can offer the overview knowledge of the 
current technology developed for biodiesel production. 
Therefore, this leads to more clear comprehension and pro-
vides a guideline for further invention of any technology for 
biodiesel production process. 
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1. Introduction
Tremendous consumption of energy to serve daily lives and economic activities has led to 
the critical problem of energy shortage since the current main energy sources rely on fossil 
fuels which are non-renewable. Therefore, efficient renewable energy sources need to be 
investigated and improved to replace or substitute the use of fossil fuels to alleviate 
environmental impacts while being sustainable. Biomass-derived fuels are recognized as 
promising alternatives among other renewable sources e.g. wind, solar, geothermal, 
hydropower, etc. This fuel can be produced from various available agricultural materials, 
hence there is no problem of feedstock supply. Instead, its use is beneficial for those 
countries having strong background in agriculture. In addition, this agro-based fuel can 
provide a CO2-closed cycle as the CO2 released from the fuel combustion can be redeemed 
with the CO2 required for biomass growth. Bioethanol plays an important role as a 
promising renewable energy among other biofuels due to its useful properties such as high 
hydrogen content, non-toxicity, safety, ease of storage and handling (Ni et al., 2007). An 
efficient energy conversion system is required to maximize bioethanol fuel utilization to 
obtain a full performance. Combustion heat engines which are widely used nowadays have 
a low conversion efficiency of power production due to losses during multiple energy 
conversion stages as well as a low value of chemical energy of bioethanol represented by 
LHV or HHV compared to those of fossil fuels (C6 hydrocarbons or above). Moreover, 
electrical energy efficiency produced from a combustion heat engine becomes even lower 
because of further losses from more energy conversion stages. Fuel cell technology is 
considered to be an interesting alternative for efficient energy conversion since it can 
directly convert chemical energy stored in the fuel into electrical energy via electrochemical 
reaction. Less energy is lost in the fuel cell operation and higher electrical efficiency can be 
obtained. However, the problems in using fuel cell technology such as short-life operating 
time, high manufacturing cost and impromptu infrastructure support are still issues to be 
tackled. The Solid Oxide Fuel Cell (SOFC), a type of fuel cells, is selected to be an electrical 
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power generation unit fuelled by bioethanol because of its outstanding characteristics: 
ability to use low-cost catalyst, high temperature exhaust heat for cogeneration application, 
tolerance to some impurities e.g. CO and sulfur, internal reforming within the cell for 
reducing equipment cost, etc. For the SOFC system, bioethanol feed is heated up and 
reformed to hydrogen rich gas by the reformer before being introduced into the fuel cell at 
the anode side coupled with air feed at the cathode side for producing electricity. To achieve 
better performance from this process, it is necessary to consider every unit within the SOFC 
system. These units are investigated through their physical structure design and 
modification on the basis of worthwhile energy utilization in each unit and suitable energy 
allocation within the process to target an optimum energy management of the SOFC system. 
The objective of this chapter is to propose ideas and feasible approaches on how to improve 
the performance of bioethanol-fuelled SOFC systems by focusing on each essential unit 
modification in the process. Relevant useful approaches from other scientific literature 
reviews are included. The pros and cons in each proposed method are also discussed. 
Bioethanol pretreatment unit regarded as a significant unit compared to the other units for 
the process development is of particular focus in this chapter. The progressive work of our 
research on the efficiency improvement of the SOFC system with analytically appropriate 
selection of bioethanol pretreatment unit is presented. The simulation studies were 
conducted via experimental-verified SOFC model to predict the results under a frame of 
model assumptions. Performance assessment of the system in any scenario cases held the 
criteria of no external energy demand condition or Qnet = 0 to compare and identify the 
optimal operating conditions among those of bioethanol pretreatment units. The simulation 
results could initially guide the right pathway for practical industrial applications. 

2. Bioethanol 
Among various biomass-based fuel types such as bioethanol, biodiesel, bioglycerol, and 
biogas, bioethanol is considered a promising renewable energy compared to other biofuels. 
As shown in Table 1, the maximum amount of work from the fuel cell integrated with fuel 
processor system in comparison with five renewable fuels including n-octane represented as 
a gasoline characteristic are presented (Delsman et al., 2006). It was indicated that ethanol 
can offer the highest energy output (based on MJ/mol fuel) among the other renewable 
fuels (methanol, methane, ammonia, and hydrogen) except for n-octane. Furthermore, there 
are other outstanding advantages of bioethanol given by the following reasons. The 
production technologies of bioethanol are more mature and cheaper than those of 
biomethanol (Xuan et al., 2009). Biodiesel which is a popular alternative energy used in 
vehicle engines can be derived from ethanol (or purified bioethanol) reacted with vegetable 
oil via transesterification reaction. Biogas is a widely-used renewable power source because 
of many available feedstocks. It can be produced from several organic wastes by anaerobic 
biological fermentation. Consequently, it seems to be a promising renewable fuel but biogas 
mainly consists of methane and CO2. Both gases have serious negative environmental 
impacts especially from methane. Methane can remain in atmosphere for 9-15 years and 
retains heat radiation of 20 times higher than CO2 (U.S. Environmental Protection Agency). 
Furthermore, if the biogas is produced from non-agricultural wastes, e.g. cow and pig 
manure, it would bring this biogas production diverted from carbon-closed cycle. Hence, 
biogas should be produced and utilized in an effective way. Bioethanol production is mostly 
derived from biological fermentation using agro-based raw materials such as sucrose-
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containing crops, starchy materials, lignocellulosic biomass and agro-waste (Carlos & Oscar, 
2007). In addition, the latest research reports that animal manure waste, waste paper, citrus 
peel waste, and municipal solid waste can be used as feedstock of bioethanol production by 
using saccharification and fermentation processes (Lal, 2008; Foyle et al., 2007; Wilkins et al., 
2007). 
 

Fuel 
Maximum amount of work 

MJ/mol Fuel MJ/mol C in Fuel MJ/mol H2 via 
reforming 

Methanol -0.69 -0.69 -0.23 
Ethanol -1.31 -0.65 -0.22 

n-Octane -5.23 -0.65 -0.21 
Ammonia -0.33  -0.22 
Methane -0.8 -0.80 -0.20 

Hydrogen -0.23  -0.23 

Table 1. Maximum amount of work for the conversion of fuels to electricity calculated at 298 
K and 1 bar (Source: Delsman et al., 2006) 

However, bioethanol fermentation is a complicated process. The overall process is 
schematically shown in Figure 1. It requires many steps of biomass feed conditioning or 
pretreatment which can be mainly divided into four techniques as follows (Magnusson, 
2006): 
- Mechanical techniques: biomass is milled or ground to reduce sizes of material, 
- Chemical techniques: biomasses e.g. hemicelluloses and lignin are swelled or dissolved 

by acids, bases, and solvents to transform into pre-hydrolysis form,   
- Mechanical-chemical techniques: a combined mechanical and chemical technique e.g. 

heat pretreatment with high-pressure of steam, and 
- Biological techniques: biomass is digested by enzymes or micro-organisms.   
Thereafter, the pre-conditioned biomass is biologically transformed into ethanol. This 
procedure is a key step to be accounted for increasing bioethanol productivity. The basic 
concept of reactor design is applied with enzymatic fermentation technology. Starting 
from a simple batch reactor, this is close to organic culture system environment but a 
batch culture envisages the limitation of enlarging bioethanol production scale. 
Afterward, semi-batch reactors combining the benefits of batch and continuous reactors 
are employed. It can offer a long lifetime of cell culture, higher ethanol and cell 
concentration (Frison & Memmert, 2002). Finally, a continuous flow reactor is applied 
with cell recycle operation to serve more bioethanol productivity requirement. Influent 
stream containing substrate, nutrients and culture medium is fed to an agitated 
bioreactor. The product is removed from the fermenter but the residues (cells and 
nutrients) are collected and recycled to the vessel. In addition, the concept of process 
integration is introduced to the bioethanol production application such as Separate 
Hydrolysis and Fermentation (SHF), Simultaneous Saccharification and Fermentation 
(SSF) and Direct Microbial Conversion (DMC) (Balat, 2011). In the last step, the obtained 
dilute ethanol is then purified to gain a desired ethanol concentration. These difficult 
procedures need to be further developed to reduce the complexity and enable the process 
to compete with the cheaper oil-derived fuel production.  
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Many researchers attempt to develop such a biotechnical bioethanol production to be cost-
effective. Effective tools for the process evaluation such as thermo-economic, environmental 
indexes, process optimization and etc. are used to analyze the bioethanol production process 
as performance indicators to assist in the task of process design. Process integration is 
regarded as a significant approach since several production procedures are combined into a 
single unit. It can reduce production costs and provide a more intensive process. For 
example, the fermentation process integrated with membrane distillation (Gryta, 2001) 
involved the combination of tubular bioreactor and membrane distillation to synergistically 
enhance the yield of bioethanol without several units being required as for other common 
processes. A role of membrane distillation is to remove byproduct from the fermentation 
broth in bioreactor that can simultaneously forward glucose conversion to gain more 
ethanol. The objective of process integration is to have the energy requirement in procedures 
of bioethanol production to be less than the energy obtained from the bioethanol 
exploitation to utilize bioethanol effectively.   
 

Fig. 1. Schematic diagram of bioethanol production process (Source: U.S. Department of 
Energy) 

Bioethanol can be purified to anhydrous ethanol which is a useful chemical for various 
applications such as organic solvent, chemical reagent, reactant for biodiesel production, 
pharmaceutical formations, plastics, polishes and cosmetics industries (Kumar et al., 
2010). However, in this chapter, the use of bioethanol is particularly focused on a role of 
renewable fuel. Application of bioethanol in term of fuel can be mainly divided by two 
directions: 
- Direct combustion to gain thermal energy 
- Reforming into hydrogen for clean energy production in a fuel cell 
For conventional direct combustion, it seems to be less complicated but the fuel is utilized in 
an ineffective way because thermal energy accumulated in bioethanol is obviously lower 
than fossil fuel as shown in Table 2.        
 

Fuel Density 
(kg/l) 

Caloric value 
at 200C 
(MJ/kg) 

Caloric value 
(MJ/l) 

Octane-number 
(RON) 

Fuel-equivalence 
(l) 

Petrol 0.76 42.7 32.45 92 1 
Bioethanol 0.79 26.8 21.17 >100 0.65 

Table 2. Properties of bioethanol in comparison with petrol (Source: Paul & Kemnitz, 2006) 
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Moreover, since water is the main constituent in bioethanol, the direct combustion of 
bioethanol is not possible. However, there is another effective way which is the conversion 
of bioethanol fuel into hydrogen rich gas. As presented in Table 3, the heating value of 
hydrogen is higher than that of ethanol (4.47 times). Therefore, the bioethanol reforming 
process for producing hydrogen is a promising pathway in term of upgrading fuel quality 
which can offer a higher performance for the SOFC system even in the combustion heat 
engine while the bioethanol fuel utilization can be conducted in an efficient way.   
 

Fuel Lower Heating Value (25 0C and 1atm) 
Hydrogen 119.93 kJ/g 
Methane 50.02 kJ/g 
Gasoline 44.5 kJ/g 

Diesel 42.5 kJ/g 
Ethanol 26.82 kJ/g 

Methanol 18.05 kJ/g 

Table 3. Heating values of commonly-used fuels in comparison  

Typically, there are three main reforming reactions for hydrogen production as described 
below: 
- Steam reforming 
- Partial oxidation 
- Autothermal reforming 
Selection of an appropriate operation mode depends on the individual objective. Ethanol 
steam reforming (ESR) (Reaction (1)) is a suitable choice for the SOFC system because this 
reaction can produce hydrogen at high yield. Although ESR consumes a great amount of 
heat due to its high endothermicity, heat released from the fuel cell is enough to supply the 
heat demand for the reaction. For the ethanol partial oxidation (EPOX) (Reaction (2)), it is 
appropriate for the process required less complexity and integration design. Since EPOX 
requires the fuel to be partly combusted with air and releases thermal energy as an 
exothermic reaction, heat and steam supply are not required (Vourliotakis et al., 2009). 
Nonetheless, this reaction is less selective to hydrogen compared to the former reaction.  
Autothermal reforming (ATR) is a combination of the previous two reactions in order to 
improve the hydrogen selectivity with minimum heat supply. The steam to carbon molar 
ratio and air to carbon molar ratio are significant parameters to adjust the system to operate 
close to thermal neutral condition from the exothermic partial oxidation and endothermic 
steam reforming. Generally, this reaction formula is defined as Reaction (3) with the 
standard exothermic heat H298K = 50 kJ/mol (Deluga et al., 2004). There is a scientific 
literature (Liguras et al., 2003) reporting the stoichiometric ratio of H2O and O2 of 1.78 and 
0.61, respectively per mol of ethanol can carry out thermal neutrality as shown in Reaction 
(4) but the yield of hydrogen becomes a little lower. 

 C2H5OH + 3H2O => 2CO2 + 6H2  (1) 

 C2H5OH + 0.5O2 => 2CO + 3H2 (2) 

 C2H5OH + 2H2O + 0.5O2 => 2CO2 + 5H2 (3) 
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 C2H5OH + 1.78H2O + 0.61O2 => 2CO2 + 4.78H2  (4) 

3. Solid oxide fuel cell system fuelled by bioethanol 
As mentioned earlier, utilization of bioethanol by being converted into H2 for electrical 
power generation via SOFC is recognised. Thus, this section describes the fundamental 
process of an SOFC system fuelled by bioethanol and the criteria used to define the 
performance evaluation indicators of this SOFC system as follows:    

3.1 Process description 
The bioethanol-fuelled SOFC system basically consists of a bioethanol pretreatment unit, 
preheaters, reformer, fuel cell, and afterburner as illustrated in Figure 2. Bioethanol is 
purified in the pretreatment unit to achieve a specified ethanol concentration (25mol% 
ethanol, a suitable stoichiometric ratio for the ethanol steam reforming reaction in Reaction 
(1)). Then, the steam with a desired ethanol is fed to an external reformer operated under 
thermodynamic equilibrium condition. Ethanol steam reforming is selected for converting 
the raw materials into hydrogen rich gas. The reaction is assumed to occur isothermally in 
the reformer. Finally, the reformed influent stream is fed to the SOFC’s anode chamber 
together with excess air (5 times) preheated and fed to the cathode chamber to produce 
electricity and thermal energy. The effluent steam containing residual fuel released from the 
fuel cell is combusted in the afterburner and heat from the fuel combustion is recovered to 
supply all the heat-demanding units i.e. preheaters, purification unit, and reformer. The 
final temperature of exhaust gas emitted to atmosphere is specified at 403K (Jamsak et al., 
2007). The performance of the SOFC system can be simulated using Aspen Plus software. 
 

Feed T=298 K

10 wt%EtOH

Bioethanol 
Pretreatment

unit

Reformer
T=1023K

SOFC

Heater

Air  T=298K

Afterburner

Heater

Heat & Electricity

Exhaust gases T=403K

 
Fig. 2. Basic process diagram of bioethanol-fuelled SOFC system 

3.2 Mathematical model 
The SOFC model was adapted from the prior literature of Piroonlerkgul et al., 2008 to study 
the performance of SOFC system. From this model, a constant operating voltage along the 
cell length and isothermal condition were assumed. Only hydrogen oxidation was 
considered to react electrochemically within the fuel cell. Oxygen ion electrolyte type was 
chosen for the SOFC and its electrochemical reactions are described below: 
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 0.5O2 + 2e- => O2- (5) 

 H2 + O2- => H2O + 2e- (6) 

The validation of this model was in a good agreement with experimental results (Zhao et al., 
2005; Tao et al., 2005) at high hydrogen contents (hydrogen mole fraction = 0.97) and (Petruzzi 
et al., 2003) at low hydrogen contents (hydrogen mole fraction = 0.26). The materials used in the 
SOFC stack were YSZ, Ni-YSZ and LSM-YSZ for electrolyte, anode and cathode, respectively.       

3.2.1 Electrochemical model 
3.2.1.1 Open circuit voltage 
The open circuit voltage (E) is formulated by the Nernst equation given in Eq. (7) 

 2 2

2

1/2
H O

0
H O

P PRTE E ln
F P

  (7) 

where F is Faraday constant (C mol-1) and Pi is a partial pressure of component i. 
The actual operating voltage (V) is less than the open circuit voltage (E) due to the presence 
of various polarizations. Three types of polarization are considered in this model: Ohmic, 
Activation, and Concentration polarizations as below: 

 V = E – act – ohmic – conc  (8)  

3.2.1.2 Polarizations 
3.2.1.2.1 Ohmic polarization 

This ohmic polarization involves the resistance of both ions flowing in the electrolyte and 
electrons flowing through the electrodes. This resistance loss is regarded as a major loss in 
the SOFC stack given as: 

 11 103002.99 10 expohmic x iL
T

 (9) 

where i is current density and L is thickness of anode electrode 
3.2.1.2.2 Activation polarization 

Activation polarization is caused by the loss of electrochemical reaction rate at the 
electrodes. An operation of SOFC at high temperature can reduce this polarization as the 
rate-determining step becomes faster. Normally, activation polarization region occurs in the 
low current density range. This polarization is defined by the Butler-Volmer equation. 

 
0

(1 )
exp expact act

zFzF
i i

RT RT
 (10) 

The value of  and z were specified as 0.5 and 2 (Chan et al., 2001), respectively. 
Accordingly, the activation polarization at the anode and cathode sides can be arranged into 
another form as: 
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 1
act,j

0,j

RT isinh
F 2i

 (11) 

where j = anode, cathode  
The exchange current density (io,j) for both the anode and cathode sides are expressed as 
follows: 

 2 2H H O act,a
o,a a

ref ref

P P E
i exp

P P RT
  (12) 

  2

0.25
O act,c

o,c c
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P E
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P RT
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where a and c are pre-exponential factors for anode and cathode current densities, 
respectively. 
3.2.1.2.3 Concentration polarization 

This polarization arises from the difference in gas partial pressures in the porous electrode 
region due to slow mass transport. It can be estimated by Eqs. (14) and (15) for the anode 
and cathode sides, respectively.  

 2

2

I
a a (eff) H O

conc,a I
a a (eff) H

1 (RT/2F)(l /D p )iRT ln
2F (1 (RT/2F)(l /D p )i
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where la and lc are thicknesses of anode and cathode electrodes, respectively, while O2, Da 

(eff) and Dc (eff) are given by: 
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2 2 2 2H O(eff) H O,k H H O

1 1 1
D n D D

  (20) 

The relationship between the effective diffusion parameter (D(eff)) and ordinary diffusion 
parameter (D) can be described by:  

 (eff)
nD D  (21) 

where n is electrode porosity and  is electrode tortuosity. Assuming straight and round 
pores, the Knudsen diffusion parameter can be calculated by: 

  A,k
A

TD 9700
M

  (22) 

The binary ordinary diffusion parameter in a gas phase can be calculated using the 
Chapman-Enskog theory of prediction as below: 

 
3/2 1/2

3 A B
A B 2

AB D

T ((1/M ) (1/M ))D 1.8583x10
P

 (23) 

where AB the characteristic length, Mi is molecular weight of gas i, and D is the collision 
integral. These parameters are given by: 
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  (25) 

where the constants A to H are A = 1.06036, B = 0.15610, C = 0.19300, D = 0.47635, E = 
1.03587, F = 1.52996, G = 1.76474, H = 3.89411. 

3.3 Evaluation of process performance 
The proposed bioethanol-fuelled SOFC system for electrical power generation needs to be 
evaluated together with any process design adjustments to obtain optimum performance. A 
number of criteria can be used to define the performance of the system, e.g. economic, 1st 
and 2nd laws of thermodynamics, environment, etc. Fundamentally, the overall performance 
evaluation of an SOFC system is defined in terms of electrical efficiency as below:    

 elec,ov
Fuel Fuel

Net electrical power output
mol .LHV  

  (26) 

The definition of the above equation is energy efficiency based on 1st law of 
thermodynamics which initially accounts on an ideal energy conservation law. Fuel input 
term is referred to the lower heating value (LHV).  In considering an energy loss from the 
system which is closer to actual condition, the definition of overall system efficiency is 
formulated as follows: 
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 elec,ov o
Fuel Fuel

Net electrical power output
mol .e  

 (27) 

This equation is exergy efficiency which further takes the 2nd law of thermodynamic into 
account stated that entropy loss occurred in the system with highly irreversible process 
especially combustion process. The fuel input denominator in Eq. (27) is referred to the 
standard exergetic potential of fuel. In addition, the analysis in term of exergy can determine 
the location, source, and amount of actual thermodynamic inefficiencies in each unit.   
Profound understanding can be perceived from this analysis for solving the process 
problem correctly.  
The criterion mainly considered in this chapter is no external energy demand condition. In 
the SOFC system, there are units having the roles of both energy consumption and 
generation. Before investigating and evaluating the system efficiency, energy consumed or 
generated from the units is allocated within the system until the overall system is under self-
sufficient energy condition or Qnet = 0 as follows: 

 Qnet = Qgeneration - Qdemand  = 0  (28) 

where Qgeneration represents the heat from units which can generate thermal energy (SOFC 
and afterburner) while Qdemand expressed as the heat from units which consume heat 
(bioethanol pretreatment unit, heaters, and reformer). The system operated at such a 
condition can help allocate energy within the process effectively. The exhaust gas released to 
atmosphere is specified at 403 K (Jamsak et al., 2007). The consideration of Qnet = 0 
associated with the process evaluation has led to the modified efficiency definition: 

 elec,ov
Fuel Fuel

Net electrical power output
mol .LHV   external heat demand 

 (29) 

In case of incorporating a heat recovery unit such as combined heat and power (CHP) with 
the SOFC system, the definition of efficiency is adjusted to: 

 elec,ov
Fuel Fuel

Net electrical power output  exchanged thermal energy
mol .LHV   external heat demand 

 (30) 

4. Process modification for improving performance of the SOFC system  
The fundamental process of the bioethanol-fuelled SOFC system needs to be further 
developed to utilize bioethanol effectively and achieve higher electrical efficiency. In this 
chapter, the performance improvement of SOFC systems under consideration is based on 
selection for appropriate units. The possible units are structurally modified and evaluated 
for their energy consumption. The process modification of the SOFC system can be divided 
by two main scopes including adjusting the fuel cell module and improving the balance of 
plant. 

4.1 Solid Oxide Fuel Cell 
Originally, the Solid Oxide Fuel Cell (SOFC) is classified as a high-temperature fuel cell. Due 
to the demand for high cost materials and fabrication, the intermediate temperature solid 
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oxide fuel cell was later developed with the research into novel material technology and thin 
layer techniques applied in electrolyte and electrodes. Regarding the fuel cell geometry 
design, it is useful to differentiate the scope into macro and micro geometry configurations. 
The micro geometry covering the structures of anode, electrolyte, and cathode has direct 
effects on the electrochemical performance of the fuel cell. The heat transfer mechanisms of 
convection and conduction through heat exchange areas and the mass transport through 
active surface areas are influenced by the macro geometry (Nagel et al., 2008). Generally, 
primary structures of SOFC are tubular, planar, and monolithic as shown in Figures (3), (4), 
and (5), respectively. The SOFC structure of planar design is more compact than the tubular 
design and also offers higher ratio of power per volume (Pramuanjaroenkij et al., 2008). For 
the monolithic design, this SOFC design uses the similar concept with shell-and-tube heat 
exchanger. It combines the tri-layer of anode-electrolyte-cathode into a compact corrugated 
structure. This design can assist a thermal energy allocation exchanged between the flow 
channels and size of the fuel cell to become more compact with the corrugated self-
supporting structure.  
 
 
 

 
 
 
 

Fig. 3. Schematic of tubular SOFC (Source: Kakac et al., 2007) 

 
 
 

 
 
 
 

Fig. 4. Schematic of planar SOFC (Source: Bove & Ubertini, 2006) 
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Fig. 5. Schematic of monolithic SOFC; (Left) coflow and (Right) cross flow (Source: Minh, 1993) 

4.2 Balance of plant 
There are essential units around the fuel cell as supporting units for the overall electrical 
power generation process. These units can be modified to utilize energy within their system 
units suitably. Sections in the balance of plant which are potential in improving the 
efficiency of SOFC system are described as follows:    

4.2.1 Bioethanol pretreatment section 
This section has a key role in improving the efficiency of the SOFC system. Originally, 
bioethanol has a low concentration in a range of 1-7 mol% (Shell et al., 2004; Cardona Alzate & 
Sanchez Toro, 2006; Roger et al., 1980; Buchholz et al., 1987). In our studies, 10wt% (4.16 mol%) 
ethanol was specified to represent the range of actual bioethanol concentration. These 
bioethanol compositions are unsuitable for feeding into the reformer operating under ethanol 
steam reforming reaction to produce hydrogen because of high water content. Unnecessary 
thermal energy is required to heat up surplus water within the reformer and the sizes of 
reformer are larger than necessary. Hence, the bioethanol pretreatment unit plays an 
important part to purify bioethanol feed into a desired concentration of 25mol%ethanol 
(46wt% ethanol). A selection of appropriate purification unit for bioethanol conditioning must 
consider an effective separation with low energy consumption to offer a better performance of 
the system. In our research (Jamsak et al., 2007), we started with a conventional distillation 
column used in the bioethanol-fuelled SOFC system as illustrated in Figure 6.  
A distillation column is commonly recognised as a high energy consumption unit, but the 
SOFC released a large amount of exothermic heat. Therefore, it is feasible to apply this unit 
as a bioethanol pretreatment unit. The results from our simulation studies indicated that 
there were some operating conditions which can run this system under Qnet = 0. However, 
the overall electrical efficiency obtained from this system was quite low due to high reboiler 
heat duty consumption and high amount of heat loss in the condenser. Afterwards, among 
the promising membrane technologies, pervaporation is considered as a replacement for the 
former purification unit as shown in Fig 7. By the principle of physical-chemical affinity 
between the membrane material and species, this unit consumes only heat for vaporizing a 
preferential substance permeated through the membrane. However, it is noted that a 
pervaporation depends on a driving force generation device, typically a vacuum pump is 
used to boost up its separation performance. Therefore, part of the generated electrical 
energy must be consumed to operate the device. 
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Fig. 6. Process diagram of bioethanol-fuelled SOFC system using a distillation column 
 

 
Fig. 7. Process diagram of bioethanol-fuelled SOFC system using a pervaporation 

 

Type of purification process Energy consumption 
(MJ/kg ethanol) 

Range of 
concentration (wt%) 

Distillation processes  
 Low pressure distillation 

 
11.72 

 
6.4-98 

Azeotropic distillation 
Pentane 
Benzene 
Diethyl ether 

 
10.05 
15.49 
12.56 

 
6.4-99.95 
6.4-99.95 
6.4-99.95 

Extractive distillation 
Gasoline 
Ethylene glycol 

 
9.21 
18.84 

 
6.4-99.95 
6.4-99.95 

Extractive distillation with salt 
Calcium chloride 
Potassium acetate 

 
5.02 
9.27 

 
7.5-99 
60 

Non-distillation processes 
Solvent extraction 
Pervaporation 

 
6.28 
4.61 

 
10-98 
8-99.5 

Table 4. Energy consumption for anhydrous ethanol production from various purification 
processes (Source: Black, 1980; Jaques et al., 1972; Hala, 1969; Barba et al., 1985; Ligero and 
Ravagnani, 2003)   
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However, a pervaporation is still regarded as being the lowest energy consumption unit 
among the other purification units as shown in Table 4. (Reviewed by Kumar et al., 2010) 
that gives an example of using various purification processes for anhydrous ethanol 
production. To emphasize their mentioned data, the simulation results from our studies 
(Choedkiatsakul et al., 2011) showed the performance of bioethanol-fuelled SOFC system 
in comparison between two pretreatments; using distillation and pervaporation units. 
On the basis of purification process operated at 348K, Table 5 presents the classification 
of energy term in each unit for both purification processes. Although a pervaporation 
consumed an electrical energy within the unit, it offers an overall electrical efficiency 
(42%) superior to that of distillation column (34%). However, a hydrophobic membrane 
material used in the pervaporation required a high ethanol separation factor property as 
illustrated in Figure 8 but it may be unavailable in real membrane materials.  
 

Energy distribution Purification process configuration 
Pervaporation Distillation Column 

Heat (MW) 
Bioethanol pretreatment unit 

Reformer 
Air preheater 
Afterburner 

 
2,301 
417 

22,575 
25,293 

 
3,580 
421 

23,892 
27,893 

Electrical power (MW) 
Bioethanol pretreatment unit 

Electrical production 
Net electrical energy 

 
453 

4,920 
4,467 

 
0 

3,701 
3,701 

Fuel utilization (%) 92 68 
Overall electrical efficiency (%) 42 34 

Table 5. Performance characteristics in comparison between two different purification units 
based on Qnet = 0, ethanol recovery (REtOH) = 80%, V = 0.7 V, and TSOFC = 1073 K (Source: 
Choedkiatsakul et al., 2011) 
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Fig. 8. Effect of ethanol recovery in pervaporation on the required ethanol separation factor 
of hydrophobic membrane  
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Consequently, as schematically shown in Figure 9, this problem was solved by having a 
vapor permeation device installed after a pervaporation (Sukwattanajaroon et al., 2011) to 
improve ethanol separation performance, an important part of the SOFC system,. The 
permeate stream of a pervaporation in vapor phase which can be directly fed to a vapor 
permeator without preheating is a benefit of this technique. From our investigations based 
on Qnet = 0, an available hydrophilic membrane of high water separation factor is a 
suitable choice to be used in a vapor permeation unit. The performance of SOFC system 
using this proposed purification process obviously overcomes the other two cases as 
shown in Figure 10. 
 

 
Fig. 9. Process diagram of bioethanol-fuelled SOFC system using a hybrid 
pervaporation/vapor permeation process 

The overall electrical efficiency can be ranked as: Integrated vapour permeation/pervaporation 
(45.46%) > pervaporation (36.46%) > distillation column (22.53%), respectively.                 
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Fig. 10. Performance comparison of SOFC system with various purification processes based 
on self-sufficient condition (Qnet = 0, REtOH = 75%, V=0.75V, TSOFC = 1073K) 
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4.2.2 Fuel processing section 
Bioethanol was reformed into hydrogen rich gas through a reformer unit which was under 
the fuel processing section. High yield of desired product and a proper energy management 
are required for a fuel processor. Structural design of fuel processor is mostly developed to 
enhance high active surface-to-volume ratio with well-transferred heat. A monolithic 
reformer is one type of fuel processor design used to increase an active surface area but the 
compact size of reformer is maintained by designing highly interconnected repeating 
channels like a honeycomb. The pressure drop along each channel becomes lower. In 
addition, the monolithic design is resistant to vibration and is stable (Xuan et al., 2009). 
There is a limit of the temperature control because of its structural design. Nevertheless, 
heat transfer within the monolithic reformer can be improved by using metallic-typed 
material as illustrated in Figure 11. Membrane technology is applied to improve the fuel 
conversion unit which rely on a process integration principle commonly known as 
membrane reactor. However, Mendes et al., 2010, studied the energy efficiency of the 
polymer electrolyte membrane fuel cell (PEMFC) system in comparison between a 
conventional reactor and a membrane reactor operating with ethanol steam reforming. In 
the case of a conventional reactor, it consists of an ethanol reformer and two water gas shift 
reactors operating at high and low temperatures, respectively. For a membrane reactor, the 
multi-tubular module using thin Pd-Ag tubes was employed. The simulation results showed 
that membrane reactor configuration offers slightly increase of energy efficiency (30%) 
compared with the conventional reactor (27%) for overall process evaluation. This seems to 
be impractical because using a membrane-integrated fuel processor requires not only an 
expensive metal membrane fabrication but also results in short life time due to its low 
temperature resistance. 
 

 
Fig. 11. Metallic-made monolithic reactor (Source: Mei et al., 2007) 

Internal reforming is another concept of heat allocation techniques similar to process 
integration can achieve a better efficiency for the SOFC system and also reduce an external 
reformer cost. A fuel processing section was incorporated with the fuel cell typically placed 
at an anode side. Heat demand for the endothermic fuel reforming was supplied by the 
exothermic heat released from the electrochemical reaction of the fuel cell. The operations of 
internal reforming are classified into two types depending on the level of contact partition 
between reformer and anode electrode namely; indirect and direct internal reforming as 
shown in Figure 12. 
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Fig. 12. Type of internal reforming in SOFC: a) Indirect internal reforming, b) Direct internal 
reforming 

Regarding the internal structure of both types of SOFC in Figure 12, direct internal 
reforming SOFC (DIR-SOFC) can be superior in term of thermal allocation than indirect 
internal reforming SOFC (IIR-SOFC) owing to its greater contact area of anode electrode. 
Accordingly, DIR-SOFC can offer a higher overall efficiency. However, by using this 
operation mode, a carbon formation may occur at on the anode. In our previous work, 
Assabumrungrat et al., 2004, have investigated the thermodynamic analysis to determine 
suitable conditions for operating DIR-SOFC fuelled by ethanol to avoid the boundary of 
carbon formation. From the theoretical calculation results, it is initially suggested that an 
increase of the H2O/Ethanol ratio can prevent the carbon formation since adequate water 
supply leads to a formation of CO2 rather than CO which is converted to carbon via the 
Boudard reaction. The oxygen-conducting electrolyte type has lower tendency to form 
carbon deposition than hydrogen-conducting electrolyte type because the steam product of 
the first type occurs at the anode side which is the location of fuel processing and thus the 
additional steam can increase the H2O/Ethanol ratio in the fuel reforming region.         

4.2.3 Heat recovery section   
In the SOFC system, after a hydrogen rich gas stream reacted within an SOFC unit under the 
hydrogen oxidation reaction, an exhaust gas stream containing residual fuel such as H2, 
C2H5OH, and CO is introduced to combust in the afterburner unit to recover heat for a 
supply to other heat-demanding units. This brings the system to be more effective heat 
management and leads to higher system efficiency. There are several methods for 
recapturing exhaust heat under the frame of combined heat and power (CHP) principle 
including the use of extra power generation unit (e.g. steam and gas turbines) and heat 
recovery unit (e.g. recuperator, steam boiler, and heat exchanger network). Selimovic et al., 
2002 proposed that networked SOFC stacks incorporated with gas turbine be used to further 
produce electricity from an exhaust gas combustion stream. It is known that a gas turbine is 
classified as a low efficiency mechanical power device as well as an entropy lost afterburner. 
The simulation results showed that the scenario case which allocated fuel utilization portion 
to the group of afterburner and gas turbine yields higher system efficiency than the scenario 
case of preferentially allocated fuel utilization portion to the fuel cell. Therefore, it is a good 
attempt to operate the fuel cell at full performance with high fuel utilization to avoid the 
step of fuel combustion in the system. 
Our previous work (Jamsak et al., 2009) has proposed the MER (maximum energy recovery) 
under the concept of cogeneration to improve the performance of bioethanol-fuelled SOFC 
system integrated with distillation column presented in the previous section. Heat transfer 

Fuel Fuel 

a) b) 
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arrangement covering useful heat sources i.e. condenser duty, hot water from the bottom of 
the distillation column, and hot air of cathode recirculation is considered in this study. In the 
earlier study, system configurations are divided into 5 cases as follows:  
a. Base case (No-HX)  
b. Heat exchanged between the condenser and bioethanol feed stream (CondBio) 
c. Heat exchanged between hot water from the bottom of column and bioethanol inlet 

stream (HW-Cond) 
d. Heat exchanged between the condenser and air inlet stream (Cond-Air)  
e. Hot air cathode recirculation (CathRec) 
All the system configuration studies are illustrated in Figure 13. The basic heat exchanger 
network was employed in all cases and the results are shown in Table 6. 
 

 
Fig. 13. Process diagram of SOFC system integrated with distillation column: a) No-HX, b) 
CondBio, c) HW-Cond, d) Cond-Air, and e) CathRec (Source: Jamsak et al., 2009) 

 
Scenario case study Overall electrical efficiency (%) CHP efficiency (%) 

No-HX 15.79 76.45 
CondBio 16.26 78.73 
HW-Bio 16.21 78.48 

Cond-Air 16.95 81.74 
CathRec 21.67 79.87 

CondBio-CathRec 22.53 74.71 

Table 6. Performance of SOFC system integrated with distillation column with different 
configurations (Source: Jamsak et al., 2009) 

With regard to preheating the bioethanol inlet stream, CondBio can offer both overall 
electrical efficiency and CHP efficiency higher than those of HW-Bio. Thus, CondBio case is 
chosen for preheating bioethanol inlet stream. For preheating the air inlet stream, there are 
two options: Cond-Air and CathRec. Since the condenser has already been used for a 
bioethanol inlet stream, CathRec has to be selected although its CHP efficiency is slightly 
less than that of Cond-Air. Afterwards, the CondBio and CathRec are then combined to 
become a new case: CondBio-CathRec, and its result as shown in Table 6 provides the 
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highest overall electrical efficiency. In addition, this case is further developed by using MER 
network design. The performance achieved from this design gives 40.8% and 54.3% for 
overall electrical efficiency and CHP efficiency with the base conditions (25mol%ethanol, 
ethanol recovery = 80%, operating voltage = 0.7V, fuel utilization = 80%, and operating 
temperature = 1200K), respectively, compared to the previous SOFC system integrated with 
distillation column without MER design which gives 33.3% for overall electrical efficiency .      

5. Conclusions  
This chapter has presented the important use of bioethanol applied as a renewable fuel for 
producing electricity by Solid Oxide Fuel Cell (SOFC) system. Bioethanol must be upgraded 
by purifying and reforming into hydrogen rich gas which can be further applied as a clean 
fuel for direct combustion or electrical power generation by the fuel cell. The later option is 
chosen as it was realized that bioethanol was worthily utilized in an effective way. The 
performance development of this system was proposed through our research and the other 
related scientific literature reviews. Macro level of physical structure design is taken into 
account for initially guiding a right path for system improvement. Process modification of 
the system is divided into two main scopes; SOFC and Balance of Plant. The Balance of Plant 
as a supporting part consists of fuel processing section, bioethanol pre-treatment section, 
and heat recovery section. All of these are necessary in the concept of process integration 
and cogeneration to reduce high energy consumption and difficulties within each unit. 
Bioethanol pretreatment section which is an essential part has been the focus in this chapter. 
Our evolution of the purification process improvement was proposed. Membrane 
technology is a promising alternative to be applied in this section and the outcome of SOFC 
system performance after using this technology is in good agreement with primary 
mathematical simulation and the criterion of no external energy demand condition. 
However, an economic assessment and practical experiment in term of investigating 
working life time should be taken into account for the further study.  
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Abstract  
 

The development of solid oxide fuel cell (SOFC) technology for 
electrical power generation has been in significant progress during the past 
decades. One promising approach to improve its energy efficiency and to 
extend its operation viability is by integrating an SOFC with other technologies 
such as hydrogen production process and conventional thermodynamic 
cycles. This chapter provides the state of the art of the most important SOFC 
integration technology. The concepts and strategies to improve the efficiency 
of SOFC-based hybrid systems are provided with a particular focus on the 
integration of SOFC with various fuel processors and gas turbine systems.  
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Solid Oxide Fuel Cell (SOFC) is a promising technology for direct 
conversion of chemical energy in a fuel to electrical power. It offers several 
benefits such as high efficiency, fuel flexibility, low noise and environmental 
impacts, less electrolyte management problem, variety of electrode catalysts, 
size flexibility and possibility for combined heat and power operation (CHP).1 

Although it has a wide variety of applications ranging from small-scale 
auxiliary power units to large-scale stationary power generation, SOFC 
operation still suffers from many limitations such as high cost, short lifetime 
due to pulse demands and impurities of feed, poor thermal shock, long start-
up time and risk for carbon deposition.2 A number of multidisciplinary research 
and development efforts are required to overcome these problems in order to 
make SOFC a marketable technology. The research and development can be 
mainly classified into improvement of material and component properties and 
integration of SOFC with various technologies and functions.3 Many materials 
for the cell components (anode, cathode and electrolyte) have been tested to 
achieve better cell performance (e.g. high power density, stability, 
compatibility and durability) and lower cost.4,5 An anode-supported SOFC is 
considered to be the best candidate in term of polarization standpoint when 
compared with a conventional electrolyte-supported SOFC and a cathode-
supported SOFC. A number of research efforts have focused on development 
of intermediate-temperature SOFC (IT-SOFC) (500-750oC) which offers 
several important advantages including lower cost of construction materials, 
an enhanced range of applications, and improved durability and lifetime.6 
Another key development of SOFC is based on integration of SOFC with 
other technologies and/or functions. Various concepts/strategies for SOFC-
based integration system have been proposed and several benefits have 
been reported.2 
The following sections will outline fundamental of SOFC and concept of 
process integration as well as review the development in the SOFC-based 
hybrid systems.  
 
 
Fundamental of SOFC system  
 
  SOFC generates electricity from electrochemical reaction of a fuel and an 
oxidant. Although high operating temperature of SOFC allows direct use of a 
variety of fuels such as hydrocarbons and alcohols, hydrogen and/or 
synthesis gas is a major fuel for practical SOFC in order to extend life time of 
the cells. Major components of fuel cell are anode, cathode and electrolyte. 
There are two types of electrolyte, i.e., oxygen ion and proton conducting 
electrolytes. For SOFC, the former is the most commonly used one due to its 
availability. The electrochemical reactions at the electrodes are as follows:  
 
Anode: H2 + O2-  H2O + 2e- 
Cathode:   ½O2 + 2e-  O2- 
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A fuel processor is typically installed in an SOFC system to convert a fuel 
(e.g., natural gas, biogas, hydrocarbons and biomass) via different reactions, 
such as steam reforming, partial oxidation and autothermal reforming, to a 
hydrogen rich gas. It is then fed to the anode together with air at the cathode 
of an SOFC stack where the electrochemical reaction takes place to generate 
electricity at high efficiency. The presence of fuel remaining in the anode 
exhaust gas and heat generated from irreversibility of the electrochemical 
reaction allows the SOFC to be integrated with various technologies to 
achieve high energy efficiency and other benefits. The next sections will 
provide fundamental concepts of SOFC-integrated processes.  
 
SOFC-integrated processes 
 

As mentioned earlier, SOFC has been known as a high-efficiency 
power generator which offers more than 50% of electrical efficiency.7 To 
extend the capability of SOFC for use with various fuel supplies apart from the 
traditional hydrogen supply, a supplementary processing system is integrated 
as components in the Balance of Plant (BoP) of the SOFC system to facilitate 
the use of such fuels. High performance and energy requirement of the fuel 
conversion system are important issues to be considered for improving 
performance of the SOFC system. In addition, energy loss or waste heat 
generated within the SOFC system is another issue which obstructs 
significantly the system to achieve high efficiency. Technical strategies such 
as heat recovery processes and waste energy minimization methods are 
applied to obtain suitable solutions for such a problem. To achieve a higher 
efficiency of SOFC system, uses of process analysis tools as performance 
assessment indicators are considered together with a principle of exergy 
analysis to indicate the content of available energy and to identify energy loss 
(exergy destruction) distribution in the overall system. These approaches 
could help find causes of the problem in particular subsystems or the whole 
system, and then guidelines for the improvement are obtained. In the BoP of 
SOFC system, there are two major sections that impact on the system 
efficiency: (i) a fuel processing section (hydrogen production system) and (ii) a 
heat recovery section. Concept and strategy reviews for both the sections are 
provided in this article. 

 
 

Process integration concept 
 

Efficient energy usage in chemical process industries has been 
realized as an important issue, driven by the energy crisis in the 1970s. This 
topic is then taken into consideration in a process engineering design 
approach. Several process design methodologies have been investigated and 
developed from academic and industrial sectors in order to target energy 
conservation and waste minimization in chemical processes. Similar to other 
chemical process improvements, SOFC systems for power generation, 
containing integrated systems e.g. fuel pre-conditioning, fuel processor, heat 
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and mass recovery systems, etc., need to be analyzed through process 
configurations and process integration techniques to find a feasibility of the 
system efficiency development. The sequential progress of process 
integration development started with the energy perspective in the earlier 
stage. Heat integration concept was initiated by Hohmann8 who investigated 
an optimum network for heat exchanges but his work was not recognized at 
that time until Linnhoff and Flower9 brought Hohmann’s work to further 
develop a pinch technology.  The aim of this method is to identify energy 
saving opportunities in order to design an optimal heat exchanger networks 
(HENs) to meet the minimum utility targets, stated that the overall process 
does not only have minimum energy requirement but also owns a maximum 
energy recovery. The procedure of this method starts with classifying a list of 
hot and cold streams. Overall heat calculated from each hot stream is 
considered the heat sources that need to be removed to reduce their 
temperatures, while all cold streams are calculated to gain overall heat 
requirement defined as the heat sinks to increase their temperatures. This 
stage can initially identify the net minimum energy requirement. In the step of 
pinch analysis, several methods are introduced to minimize the energy 
requirement, i.e., Temperature-Interval Method, Graphical Method using 
Composite Heating and Cooling Curves, etc. The minimum utility loads (heat 
input and heat removal loads) are carried out from these calculation methods. 
Based on a thermodynamic principle, thermal energy is transferred from a hot 
stream with a higher temperature to a cold stream having a lower 
temperature. Therefore, heat transfer mechanism can be occurred if the hot 
and cold streams have a temperature difference high enough to create a 
thermal driving force. For the overall system, a heat recovery can be 
maximized if the difference temperature of the hot and cold streams is close 
to a minimum difference temperature, minT . As illustrated with the 
temperature-enthalpy diagram in Fig. 1, the heat composite curve is located 
above the cooling composite curve. Thermal energy is input to the system 
above pinch temperature (heat sink), while heat is removed from the system 
below pinch temperature (heat source). minT has a specific interval range, 
typically 10oF or 5oC. In case when the value of minT  is too high, the system 
requires more minimum heating (QH,min) and cooling (QC,min) loads. The results 
lead to a lower heat recovery capacity of the system. If the interval minT  is 
too low, heat cannot be transferred in each hot and cold stream, especially 
when minT  is set to be zero; this case is called pinch point/temperature.  

The information from pinch analysis is used to design heat exchanger 
networks and is further applied to design the minimum number of heat 
exchangers, respectively. Applications of heat integration through HENs for 
the fuel cell system have been reported in scientific literatures. For example, 
the optimization of a proton exchange membrane fuel cell (PEMFC) system 
using process integration techniques and simulation model were studied by 
Godat and Marechal.10 The system consists of a methane steam reformer, 
water gas shift reactor, preferential oxidation reactor, PEMFC and combustor 
unit. The influence of major parameters (e.g., steam-to-carbon ratio, steam 
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reforming temperature, fuel cell temperature and fuel utilization) was 
investigated. In case when excess air is employed to control the water 
balance of the cathode, it was shown that the combustion temperature is 
reduced to be close to the steam reforming temperature and then the high 
pinch point occurs at the reformer temperature. However, with optimal 
operating conditions and heat exchanger network configuration, the system 
efficiency increases from 35% to 49%. A bioethanol-fuelled SOFC system 
integrated with distillation column was improved in terms of the electrical 
efficiency by using the minimum energy requirement (MER) network.11 
Different hot streams and cold streams within the system were matched, 
leading to various cases of process configurations as illustrated in Fig. 2. Heat 
exchange between the condenser (heat source) and bioethanol feed stream 
(heat sink) and using hot air cathode recirculation stream are the suitable 
option. This process configuration was applied with MER network 
configuration and the results showed that it can reduce the minimum cooling 
loads from 73.4 kW to 55.9 kW and offer the overall efficiency at 40.8%. 
Basically, it can be stated that the use of heat integration concept for SOFC 
system applications aims to utilize its internal heat sources (post-combustion 
unit) and useful residual heat accumulated in the exhaust streams (hot 
residual air and fuel and hot stream product) for supplying to other heat-
demanding units. This approach leads to an efficient energy management.          

In case of the high pinch temperature, especially for the SOFC system 
integrated with an endothermic steam reforming as the fuel processor for 
hydrogen production, the classical energy integration theory based on a 
thermal pinch analysis is generally not enough to deal with this problem.12 
According to the rule “no hot utility below pinch point”, heat released from 
units below the pinch temperature needs to be removed from the system. To 
recover this useful heat, new techniques with the integration of fuel and 
mechanical power (turbine engine) under the concept of a combined heat and 
power (CHP) have to be considered.13 Townsend and Linnhoff14,15 developed 
the concept of heat engine combined with heat integration system (i.e. HEN). 
They observed that the heat engine should be placed above or below the 
pinch but not across the pinch point because no reduction in heating or 
cooling loads is achieved from this arrangement. The role of heat engine is to 
transform thermal energy in hot streams into work but it still discharges 
residual heat due to the incomplete conversion explained by a second law of 
thermodynamics. As shown in Fig. 3, heat engine is located below the pinch 
point of HEN system to recover heat in case of high pinch temperature as 
mentioned earlier. Surplus heat below pinch point normally removed uselessly 
by cooling loads is fed into the heat engine. This device offers the benefits not 
only to remove heat below the pinch but also to partially convert heat into 
useful work. On the contrary, if the excessive heat is supplied to the above 
pinch region more than the minimum heating load demand, heat engine is 
installed to partly convert the surplus heat to work and the remaining heat is 
used for heating utility served as a heat sink of heat engine (Fig. 4). Further 
applications of heat engine to the SOFC system are provided in the section of 
SOFC system integrated with gas turbine.   
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In addition to the process integration from the energy conservation 
point of view, the concept of mass integration is another important issue 
involving waste utilization and reduction. The new process design 
methodologies which take this principle into account have been developed, 
including mass pinch analysis and other related methods used for design of 
waste recovery process.17,18 Mass Exchange Network (MEN) synthesis based 
on mass pinch technology, similar concept with the thermal pinch technology, 
is the method originated from the mass integration concept. In general, the 
MEN principle is applied with separating agents to build recovery or 
purification units such as absorption column, adsorber, liquid-liquid extraction, 
etc. Properties of mass separating agent (MSA) e.g. solubility limit, 
thermodynamic constraints and absorption/adsorption capability used to 
recover the target component are essential on performance of MEN design. In 
physical term, direct-contact and counter currents are preferential 
configurations for mass exchange system design. However, operating and 
capital costs are crucial to be considered before selecting these recovery 
systems. For SOFC systems, the concept of mass integration can be 
employed to design a recovery system of useful residual exhaust gases from 
the anode and cathode of a fuel cell stack.        

Hartono et al.19 applied the mass integration concept to high 
temperature fuel cell plants (i.e., SOFC and MCFC), leading to a simplified 
system design. The previous studies by Fellows20 and Lisbona et al.21 
indicated that increase of anode recycle ratio shows negative effects on the 
system efficiency. In their work, the utilization of anode exhaust gas of SOFC 
power plant was studied by two approaches: (i) basic stoichiometric 
calculation and (ii) detailed modeling of overall system, to find a proper 
minimal anode recirculation ratio. As seen from Fig. 5, it should be noted that 
increasing anode exhaust gas flow rate causes a higher power consumption 
of the blower. The optimal anode recycle ratio depends on types of fuel. 
Among the studied fuel types (methane, ethanol, wood, methanol and 
anthracite), methanol requires the lowest recycle ratio, whereas anthracite 
needs the highest one. The two approaches used to analyze the SOFC 
system achieve similar results; however, the stiochiometric method is simpler 
and can predict the minimal recycle ratio and steam-to-carbon ratio to prevent 
carbon formation.   

In general, there are several system analysis tools that can be used for 
a mass integration-based design methodology such as a stream mapping 
diagram used to find an opportunity for direct or mixed recycle, a path 
diagram used to analyze the process configuration of specific required 
species represented in the form of mass flow, an interception technology used 
to analyze a proper purification/pretreatment approach and an reaction 
pathway modification used to convert undesired species to useful/desired 
products.22 The reaction pathway modification method can be further applied 
for MEN synthesis, leading to a Reactive Mass Exchange Networks 
(REAMENs). A recent progress in the process integration development is 
focused on the combination of heat and mass integration concepts. Several 
process design methodologies which follow this combined concept have been 
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developed,22 e.g., Heat-Induced Separation Networks (HISENs), Energy-
Induced Separation Networks (EISENs), Membrane Separation Networks 
(MSNs), Heat-Induced Waste Minimization Networks (HIWAMINs), Energy-
Induced Waste Minimization Networks (EIWAMINs) and Waste Interception 
and allocation Networks (WINs). For the SOFC system, a fuel cell combined 
with a fuel processor is a distinct representation of the concept that uses a 
combined heat and mass integration; efficient processing units in part of the 
BoP are selected and combined for supporting the SOFC module to achieve a 
better performance under an effective energy and mass management, i.e., a 
self-sufficient condition (Qnet = 0) and low level of exhaust fuel residues.  

Design of SOFC integrated systems requires some useful analysis 
tools to help focus or identify some deficits and evaluate the performance of 
new proposed SOFC system configurations. Exergy analysis is an effective 
tool that is capable to indicate possible improvement together with process 
configurations to ensure the optimal operating conditions and integrated 
process design. Exergy is destroyed by irreversible process conditions 
leading to the loss of work. Optimization of exergy efficiency deals with 
minimization of lost work that is equivalent to the concept of minimization of 
the entropy production followed by Gouy-Stodola theorem.23 Exergy can be 
transferred in and out through the open system (such as SOFC system) by 
three forms: heat, work and mass with the same principle of energy balance.  
  Exergy calculation depends on states of the system and reference 
environment (restricted dead state). The exergy destruction is mainly caused 
by high temperature processing units such as post-combusting unit and water 
vaporizer.24,25 For a plug-flow reformer, the entropy/exergy loss is due to a 
heat transfer, frictional flow and chemical reactions.26 To solve this problem, 
equal distributions of entropy production and forces along the length of reactor 
are suggested. This solution approach is known as “equipartition of entropy 
production22 and equipartition of forces27”. Increasing the reactor length to 
increase the residence time and using optimal control theory28 were 
demonstrated to reduce the entropy production. 29 
 
SOFC with hydrogen production system 
 
Hydrogen production processes 
 

Typically, hydrogen is a desired fuel to be introduced to the anode side 
of SOFC module for power generation, regardless of internal reforming within 
the fuel cell. Hydrogen is considered a clean and sustainable energy carrier in 
terms of chemistry theory point of view because it can be widely available in 
the form of other substances such as water, gas/liquid/solid hydrocarbons and 
other hydrogen-compounded substances. However, it does not have any 
natural conditions that can offer pure hydrogen readily in use. Complex 
infrastructures, e.g., treatment, production, distribution and storage handling, 
and economic competitiveness need to be tackled to support this promising 
energy. As a result of these factors, an efficient fuel processor for producing 
hydrogen from other fuel sources is a key consideration for SOFC system. 



8 

 

The selection of appropriate fuel for hydrogen production is another essential 
topic because it affects the complex degree of a fuel processor design and in 
turn the whole SOFC system. General criteria such as renewability, cost, 
storage and availability, are considered for selecting a proper fuel. In addition, 
the selected fuel should have a well-developed technology support for 
converting it into hydrogen with low complexity, fewer requirements of 
equipment and low energy consumption. Basically, all hydrocarbon fuels in 
different forms, i.e., solid, liquid and gas phase, can be employed as raw 
material for hydrogen production. In general, the overall reforming reaction of 
hydrocarbon fuels can be written as:  

2 2 2 2C H O O 2( )H O CO 2( )H
2 2 4a b c
c c bd a d a a d  (1) 

This reaction simply shows the ideal reforming of hydrocarbon fuels into only 
hydrogen and carbon dioxide without considering reactant residues, steam, 
carbon monoxide and other low-carbon compounds. Typically, the hydrogen 
production process from hydrocarbon and alcohol fuels is performed via three 
common reforming reactions: Steam Reforming (SR), Partial Oxidation (PO) 
and Autothermal Reforming (ATR). In each reaction, there are individual 
characteristics as follows: 

Steam reforming: This reaction is commonly used in industrial 
processes because of long-period operation stability and high yield of the 
hydrogen product. Steam reacts with fuel to produce hydrogen and carbon 
dioxide via strongly endothermic reaction (Eq. 2) at temperature above 500 
oC. Heat transfer is an essential consideration for this reactor design. High 
steam-to-carbon ratio, high temperature and low pressure are suitable 
conditions for preventing coke formation and gaining high hydrogen yield.      

2 2 2C H O 2( )H O CO (2 )H
2 2a b c
c ba a a c                   (2) 

Partial oxidation: Oxygen is used instead of steam to partially react with 
fuels to generate hydrogen and carbon monoxide (Eq. 3). This reaction 
consumes less energy than the other two reactions (SR and ATR) but 
requires good catalysts to avoid the complete oxidation that leads to the 
presence of carbon dioxide and water. Furthermore, control of reaction 
conditions is important to prevent a runaway reaction due to its highly 
exothermic reaction and a carbon formation on catalyst. 

2 2
1C H O ( )O CO H
2 2a b c

ba c a                                    (3) 

Autothermal reforming: A steam reforming and a partial oxidation take 
place simultaneously in the autothermal reforming. Heat released from the 
partial oxidation is absorbed by the endothermic steam reforming. This 
thermal balance in the autothermal process leads to a lower-temperature 
operation. However, the autothermal reforming needs to be controlled to 
operate under thermal neutral or little exothermic condition. Selection of 
appropriate ratio of fuel, air and steam and use of proper catalysts can control 
the heat transfer between the partial oxidation and the steam reforming. 

Apart from these three basic reactions, a number of hydrogen 
production technologies have been investigated and reported in literatures, 
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e.g., Super Critical Water Reforming (SCWR) for methanol30 and biomass,31 
Catalytic Dehydrogenation (CDH) of methane32 and so on. The CDH of 
methane is a single step reaction which produces high purity of hydrogen and 
also a valuable carbon nanotube byproduct. However, economic and practical 
issues for a large-scale production are still the main barriers for these novel 
processes to be further developed.  

Chemical-Looping Reforming (CLR) technology has been used for 
hydrogen production and carbon dioxide capture. The evolution of this 
technique was initiated by Arnold Conrad33 from the Standard Oil 
Development Company, who firstly proposed the chemical-looping 
combustion process for carbon monoxide and hydrogen production and was 
granted a patent since the early 1950s. Thereafter, the CLR has been 
developed and applied to many applications: Chemical-Looping Steam 
Reforming (CLSR), Chemical-Looping CO2 Acceptor Reforming (CLCAR), 
Chemical-Looping Partial Oxidation (CLPO) and Autothermal Reforming 
(CLATR) as shown in Fig. 6.  All chemical-looping reforming types are based 
on the same principle that consists of coupled processes: cyclic oxidation and 
reduction of metallic oxide carriers (e.g., CLSR, CLPO and CLATR) or CaO 
as CO2 sorbent (e.g., CLCAR) in two separate reactors. Considering their 
performances, both the CLPO and CLATR need to keep at a low ratio of air 
and fuel to produce syngas and prevent the complete combustion of fuel to 
CO2 and water, likewise the Chemical-Looping Combustion (CLC).35 CLSR is 
an interesting process among the other types. Similar to ordinary steam 
reforming characteristics, fuels can be completely oxidized in the CLSR fuel 
reactor and also metallic oxide carriers are entirely reduced to metal form 
before moving into the steam reactor where metal particles are reacted with 
steam to produce pure hydrogen and solid metal oxide particles for looping 
return. In the effluent stream of the fuel reactor, there are steam and carbon 
dioxide apart from metal particles. Carbon dioxide can be easily separated by 
condensing steam to water. The advantage of CLSR is that there is no need 
to install any further processing units such as a water gas shift rector or a 
pressure swing adsorption.36  

A number of metals have been investigated to select a suitable metal 
oxide being as an oxygen carrier. Iron is considered as an interesting metal 
because it is environmentally-benign and relatively inexpensive material.37 In 
addition, after the oxygen carrier is used in a number of cycles, it can be 
recycled to a steel industry.38 The CLR process that uses iron oxide is known 
as a steam-iron process developed by Messerschmitt39 and Lane.40 Fossil 
fuels such as natural gas and the synthesis gas derived from coal/lignite 
gasification are used in the CLSR. Based on natural gas (methane) feed, the 
CLSR process has the following coupled reactions. 

3 4 4 2 2Fe O CH 3Fe CO 2H O                         (4) 

2 3 4 23Fe 4H O Fe O 4H                    (5) 
Eq. 4 is an endothermic reduction of fuel carried out in the fuel reactor, 

whereas Eq. 5 is an exothermic oxidation of iron oxide and steam occurred in 
the steam reformer. Ideally, both the reactions can transfer thermally-neutral 
heat in each other; however, the thermal balance is not absolutely occurred in 
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the overall CLSR process. Additional heat needs to be supplied to maintain its 
smooth operation, optionally retrieving heat residues from other neighboring 
processing parts (e.g., the water gas shift reactor) within the system or relying 
on an external heat source. The CLSR process is still required to further 
develop for solving some problems such as a recirculation of metal oxide 
particles between two fluidized bed reactors, low conversion efficiency and 
slow reaction rate of oxygen carrier particles. 

In conclusion, the selection of hydrogen production process relies on 
not only a proper type of fuel but also the reforming reaction. Furthermore, the 
hydrogen production process should be compatible with SOFC system 
applications. For example, when the SOFC system has a problem of 
inadequate thermal energy supply, the autothermal reforming may be an 
interesting choice. If high yield of hydrogen is a main target of SOFC systems 
to maximize their performance, the steam reforming can serve their 
requirement. By products obtained from the hydrogen production process 
should also be considered as they affect the difficulty level of a hydrogen 
purification process. 

 
Integration of SOFC system with hydrogen production processes 
  
  A fuel processor is an essential unit used to convert various fuels to 
hydrogen-rich gas for SOFC. Based on the heat and mass integration 
concepts, an integrated fuel cell (SOFC) and fuel processor (hydrogen 
production unit) system is considered to enhance its performance. Lee et al.41 
studied the recirculation of anode outlet stream from the SOFC to the fuel 
processor. Due to the internal reforming property and CO tolerance material 
of SOFC, only a primary reformer without having an additional gas-clean up 
unit (CO removal) is used for the fuel processor. The hydrogen pretreating 
unit is normally used for a low temperature fuel cell system (e.g., PEMFC) as 
illustrated in Fig. 7. In a conventional fuel cell power system, the system 
volume of 33% is occupied by the fuel processor.43 As a result of this, the 
development of a fuel processor can take significant effects on the SOFC 
system efficiency. Over the past two decades, many research efforts have 
been devoted to develop and improve a fuel processor for hydrogen 
production. Mass and energy management strategies, novel structural 
designs of reformer and SOFC module, process intensification and fuel 
processing-assisted units have been proposed. 
 
Structural design of SOFC  
 
  Due to the high temperature operation of SOFC (800-1000 oC), 
reforming of fuel can be occurred within the fuel cell. Unconverted 
hydrocarbons and CO from the external reformer is further converted to 
hydrogen at the anode. It is noted that the net efficiency of the SOFC system 
will be decreased when more steps of hydrogen production are added to the 
fuel processor. The internal reforming characteristics of the SOFC result in the 
compactness of the system, faster loading response, cost reduction and 
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increased system efficiency.44 Furthermore, the endothermic internal 
reforming reaction can consume the excessive heat released from the 
exothermic hydrogen oxidation within the fuel cell. In general, the internal 
reforming can be classified into 2 types: (i) direct internal reforming and (ii) 
indirect internal reforming. A porous ceramic anode electrode containing 
reforming catalysts, e.g., Pt, Rh and Ru, is used for coupling the reforming 
and electrochemical reactions in the direct internal reforming.45 For the 
indirect internal reforming operation of SOFC, the reforming section is 
separated but located close to the anode electrode. Anode catalyst 
deactivation by the formation of carbon is a major drawback of the internal 
reforming. Regarding an SOFC structural modification, since the solid 
electrolyte material is used, the SOFC can be fabricated in various shape 
designs, i.e., tubular, planar and monolithic.46 An integrated planar design is 
also proposed, which combines tubular and planar geometries, leading to a 
good thermal expansion compliance, low-cost component fabrication, short 
current path47 and a higher ratio of power per volume.48 The aim of these 
structural designs is to optimize the performance of fuel cell. Fuel cell-
integrated concept is another aspect to be considered for process 
modification. High fuel utilization and high operating voltage are desirable to 
achieve a high efficiency of the fuel cell. Practically, increasing fuel utilization 
leads to a decrease in the Nernst potential which limits the cell operating 
voltage. The ways to solve this problem are to operate the fuel cell at a high 
fuel recycle ratio49 and to apply a multistage oxidation concept. Selimovic and 
Palsson50 applied the multistage oxidation concept by networking SOFC 
stacks to improve the SOFC/GT system (Fig. 8). The benefits of this solution 
approach are improved thermal balance, higher total fuel utilization and 
increased power efficiency. From their study on the SOFC stack arrangement 
as illustrated in Fig. 9, it was found that the SOFC stack arranged in series 
shows an increase in the system efficiency. However, this stack networking 
was found not to be worthwhile in a large scale SOFC system.    

Shin’ya Obara51 studied a combined SOFC-PEMFC system for 
supplying energy to 30 houses in Sapporo, Japan (Fig. 10). It is known that 
the exhaust heat of SOFC is not released consistently due to its non-uniform 
system load. In the proposed system, the flexible time shift operation plan was 
employed to manage the inconsistent SOFC high-temperature exhaust heat 
for the generation of the reformed gas from natural gas, which is used for the 
electricity production of the low-temperature PEMFC. As schematically shown 
in Fig. 11, the SOFC is operated with internal reforming. Heat released from 
the SOFC is supplied to a steam reformer (R/M) where hydrogen is produced. 
Water is removed by an air-cooling condenser (C/S) and CO content is 
reduced by a CO oxidation unit (C/O). Finally, the reformed gas with high 
hydrogen content is stored in the cylinder tank before being fed to the 
PEMFC. With the target of effective exhaust heat utilization to obtain a higher 
total power generation efficiency, operation methods with different power load 
patterns related to amount of heat storage and power efficiency were studied. 
The results indicated that it can maintain average power generation efficiency 
near at 48% on winter and summer seasons.     
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Structural design of reformer 
 
  Generally, a structural design of reformer is proposed with the attempt 
to achieve a high surface-to-volume ratio and efficient heat transfer to 
allocate/utilize thermal energy. Energy consumption in the reformer depends 
on type of reforming reactions and fuels. Monolithic structure is a type of the 
shape-fabricated design which can increase the active surface area; however, 
it has the limitation in a temperature control.52 Membrane separation 
technique is applied to assist reforming mechanisms and enhance heat 
integration in the reformer. With appropriate membrane type to remove only a 
preferential substance (product) from the reformer, reaction rates can be 
increased and by-products are separated at the same time. For example, a 
hydrogen transport membrane (HTM) reactor was used to concentrate 
produced hydrogen and promote the reaction selectivity at low 
temperatures.53 Membrane material should tolerate with a high-temperature 
operation in the reformer. Generally, polymeric-made membranes cannot be 
used at temperatures above 100-150 oC.54 Hence, a metallic-made or 
inorganic membrane is a promising choice used in the reformer. In addition, it 
can also be fabricated in various shapes to improve a high surface area. 
Palladium and its alloys (e.g., Pd-Ag, Pd-Cu) have been used in dense 
membrane reactors for maximizing a hydrogen production.55-57 Integration of 
SOFC and Pd membrane reactor fed by biogas/methane was investigated in 
terms of technical and economic analysis.58 It was found that the proposed 
system was not a good choice from the economic viewpoint as it required a 
large high-pressure compressor for fuel gas feeding to a membrane reactor. 

Heat integration and catalyst-assisted techniques were employed in 
structural designs of the reformer. A heat exchanger with wave-shaped plates 
design was proposed by Isogawa et al.59 to enhance the heat integration of 
the combustion and endothermic reforming reactions. Heat exchange steam 
reformer was developed by Ida Tech.60 Heat from the combustion of 
unreacted fuel or raffinate was supplied to a pre-reforming feed before being 
entered to the catalyst bed in the reforming section. It can reduce heat loss 
and increase the thermal efficiency to the reformer. Catalyst was applied 
together with a thermal integration in the reformer design. Lesieur and 
Corrigan61 proposed a catalytic wall reactor to enhance heat integration by 
transferring the thermal energy through a thin wall. Noble metal catalysts were 
coated on one side of the wall for endothermic reforming and on the other 
side of the wall for fuel combustion. This means that the burner, reformer and 
heat exchanger are integrated into a single unit making the system 
compactness and higher efficiency.  

A Pressure Swing Reformer (PSR) was developed by ExxonMobil.62 It 
has low pressure combustion cycles, offering a benefit to heat high pressure 
steam reforming within the catalyst bed. Division of multiple reaction zones in 
the reformer: impurities removal zones and reforming zones such as HT/LT-
WGS, PROX and SR, is another strategy of structural reformer design to 
utilize thermal energy effectively and perform a waste heat reduction.63,64 
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However, temperature control in each zone and difficulty in scale-up of this 
kind of reformer are still problems need to be further improved. 
 
Fuel types for SOFC system and additional fuel processing-assisted units 
 
  As mentioned above, the degree of complexity in the fuel processor-
SOFC integrated system design depends on a selection of fuel and reforming 
technology. Factors that need to be considered when choosing fuel and 
performing process system design are the availability of technological 
supports at the desired scale production, capital and operation costs, catalyst 
technology supports, extent of additional fuel processing-assisted units (fuel 
pretreatment/purification) and especially an efficiency of the system gained 
from those design configurations. The followings summarize the details of 
different fuel types.  
 
  Gaseous fossil fuels  

This fuel type normally refers to natural gas which is considered initially 
in converting to hydrogen-rich gas that is used to feed in the multistage fuel 
cell system65 and SOFC stationary system66 because of its existing 
infrastructure supports, availability and high conversion efficiency. Methane is 
a main component in natural gas (70-90%), meaning that a plenty of reactions 
used for methane conversion can be used with natural gas. Sulfur species 
such as H2S (0-5%) or Sulfur-containing odorants, in natural gas can affect 
catalyst degradation, especially for Nickel catalyst.67 Therefore, a desulfurizer 
unit such as a zinc oxide polisher and a hydrodesulfurizer, is required to 
pretreat natural gas by reducing the sulfur species in an acceptable level 
(e.g., 1 ppm sulfur odorants and <1 ppm H2S) for fuel cell applications.7 
Liquefied Petroleum Gas (LPG), another interesting fuel containing mainly 
propane, was used for hydrogen generation68, 69 and also was demonstrated 
as fuel supply for an SOFC.70 A prototype LPG reformer was designed with 
the reactions: steam reforming, water gas shift and methanation, for 5 kW IR-
SOFC system. Selection of a suitable catalyst was studied and its operating 
regime to avoid the catalyst deactivation due to carbonaceous depositions 
was given.    
 
  Liquid fossil fuels 

Liquid fossil fuel has similar benefits as gaseous fossil fuels but it offers 
more secure and convenient in terms of fuel handling and storage. However, 
in the BoP design, a vaporizier is required for the liquid fuels. Generally, they 
need high temperatures in the vaporization and fuel conversion for hydrogen 
generation. Gasoline requires the temperature of higher than 650 oC for its 
catalytic conversion and over 1,000 oC in case of no catalyst. However, 
gasoline has twice power density, compared to methanol.71 Diesel requires 
the vaporization temperature higher than 400 oC. Although use of this fuel is 
interesting to apply for SOFC auxiliary power unit (APU), a large amount of 
sulfur and carbon formations in the fuel processor is still needed to be tackled. 
Basically, the active metal sites are deteriorated because sulfur will react with 
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metal catalysts to form stable sulfide complexes during the reforming 
process.72-74 Therefore, the catalysts with high sulfur tolerance and high 
activity of aromatics are required for the reforming of diesel.73, 75, 76 Noble 
metals, i.e., Pt and Rh, with gadolinium-doped ceria support showed a good 
catalyst performance.77-79 
 
  Solid fossil fuels 

Solid fossil fuels such as coal is a common source for syngas 
production.80 Gasification methods, operating conditions and raw material 
components of coal can influence the composition of the produced 
syngas.81,82 The power efficiency of the coal-based SOFC system mainly 
depends on the fuel content and impurities in syngas. Basic coal gasification 
systems can be classified into three types: (i) moving bed (ii) fluidized bed and 
(iii) entrained bed.7 Steam and air are used to partially burn coal into syngas. 
The contaminants produced from the gasifier consist of COS, H2S, HCN, NH3, 
tars, phenol and particulates that need to be removed. Impurity removal/gas 
cleanup units such as cyclone for particulate removal, H2S scrubber, COS 
hydrolysis reactor and ammonia scrubber are employed. These units increase 
the complexity of BoP, leading to a higher cost and imbalance of the thermal 
efficiency in the overall SOFC system. Power cycles are introduced to 
improve the power system performance.83 The 500MW coal-fueled SOFC 
system with integrated gasification combined cycles (IGCC) was studied.84 
This integrated power system targets to increase the overall efficiency with 
low emission. Regarding an environmental aspect, the coal gasification 
combined with carbon dioxide capturing technology for hydrogen production 
was studied using a ChemCAD package.85 However, it was indicated that 
using a coal fuel with the SOFC system requires a number of pretreatment 
and fuel processing units including carbon capture and storage (CCS) units in 
case of environmental concerns. Economic evaluation should be taken into 
account by comparing among price of coal raw materials, efficiency of system 
(product outputs) and total investment cost. 

These solid fossil-derived fuels are still regarded as non-renewable and 
high pollution resources even all of them can be effective in application with 
SOFC system. However, the environmental aspect rises up renewable 
resources outstandingly as a clean fuel for the SOFC system.     

 
  Biomass 

Biomass is a promising alternative energy source because it can be 
available from various agricultural materials. Typically, biomass is converted 
into a synthesis gas by high temperature gasification/pyrolysis and catalytic 
reforming, respectively.86 However, high thermal energy is required to 
devolatile biomass to gaseous product. A novel allothermal biomass steam 
gasification and a combined heat and power (CHP) integrated with SOFC 
system were investigated87 with an attempt to maximize/allocate heat 
utilization within the system. The results reported that 36% electrical efficiency 
and 14% thermal efficiency were obtained. For other alternatives, the 
aqueous phase reforming and supercritical water oxidation at medium 
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temperatures offers the promising choice for solid reforming process to get 
high yield of hydrogen without a large amount of heat requirement.88 Biomass 
fermentation is another interesting option, relying on the advancement of 
biochemical technologies to produce biofuels, i.e., bioethanol, biomethanol, 
biogas, bioglycerol and biodiesel.52 Performance analysis of the integrated 
SOFC system with three different renewable fuels (i.e., biogas, ethanol, and 
glycerol) was investigated.89 The results indicated that the SOFC system run 
on ethanol offered the highest electrical and thermal efficiencies of SOFC 
system. Considering the use of bioethanol, it is inappropriate to directly feed 
into the steam reformer because of its low ethanol concentration (5-12 
wt.%).90 Excess water needs to be removed to obtain a suitable proportion of 
ethanol and water for ethanol steam reforming. Several methods such as 
distillation,11 pervaporation91 and hybrid pervaporation-vapor permeation92 
were proposed to preconditioning bioethanol for use in the SOFC system.  

     
SOFC with gas turbine  
 

Due to its high-temperature operation, SOFC generates a high-quality 
exhaust gas that can be used for preheating fuel and air before they are fed to 
the SOFC stack. This causes the energy efficiency of the system increase. A 
number of researchers have concentrated on a heat manangement of the 
SOFC system. In particular, the hybrid system of SOFC and gas turbine (GT) 
or steam turbine (ST) is received much attention. Regarding the integration of 
SOFC and GT, the exhaust gas from SOFC can be directly or indirectly fed to 
gas turbine. The SOFC-GT hybrid system can theoretically have an overall 
electrical efficiency of up to 70%.93  
 
Development of SOFC-GT hybrid systems  
 

The enhancement of SOFC systems with integration of GT is a 
promising technology for electricity power plants. At the beginning, the 
pressurized SOFC-GT hybrid was proposed by the National Fuel cell 
Research Center in Irvine, California. This system was designed and built by 
Siemens-Westinghouse Power Corporation (SWPC). The overall power of this 
system is 220 kW; the SOFC generates the power of 200 kW while the micro 
turbine generator produces 20 kW. After that, the SOFC hybrid system has 
been extensively received much attention. A number of research groups have 
focused on SOFC-GT hybrid systems in different issues. The National Energy 
Technology Laboratory (NETL) tested the pressurized SOFC integrated with 
two turbines based on Siemens Westinghouse technology to scale-up the 
power plant to 20 MW. Furthermore, the NETL takes part in the project of the 
Hybrid Power Generation Systems Division of General Electric. The aim of 
this project is to demonstrate the distributed power generation by 
development of SOFC using a thin film electrolyte technology fabricated by 
the tape calendaring method and thin-foil metallic interconnects, which is 
expected to be a low cost, high-performance, compact planar SOFC. In 1999, 
the U.S. Department of Energy (DOE) started the Solid-state energy 
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conversion alliance (SECA) program devoted to develop the hybrid system of 
SOFC and gas turbine so as to achieve a high-effective and low-cost power 
system leading to a commercial level. Under this program, a number of 
industrial partners involved such as Cummins Power Generation, 
Accumetrics, Siemens Westinghouse, Fuel Cell Energy, General Electric and 
Delphi. Korea Institute of Energy Research94 designed and constructed an 
atmospheric and pressurized 5 kW class SOFC power generation system with 
a pre-reformer for the fuel cell/gas turbine hybrid system. In the hybrid mode 
of operation at 3.5 atm, the SOFC stack combined with an LNG pre-reformer 
and a micro-gas turbine, produces 5.1 kW based on the fuel utilization of 
33.2%. The results confirmed the success of their design and fabrication 
technologies for a pressurized anode-supported planar SOFC system 
combined with a micro-gas turbine.  

Apart from interests from governmental and industrial sections, many 
academic research teams have also studied and developed SOFC-GT hybrid 
systems. The thermochemical power group at University of Genoa 
investigated the cycle layout and the part-load dynamics of the SOFC hybrid 
system.95-98 A detailed dynamic model of the internal-reforming SOFC 
integrated with gas turbine was developed and its reliability was validated by 
comparing the model prediction with data obtained from the SOFC-GT system 
at the national fuel cell research center.99-102 Furthermore, the model of SOFC 
based on planar technology integrated with gas turbine was proposed by the 
research group at University of Lund.103-106 The 200 kW power plant of the 
pressurized SOFC-GT hybrid system by a combined cycle system with 75 kW 
was studied at Toyohashi University of Technology.107  

Presently, the research goal is to improve and implement the SOFC-
GT hybrid system to an industrial level. The challenging issues involve the 
development of SOFC materials, the appropriate management of energy, the 
effective design of the SOFC system as well as the determination of optimal 
conditions for SOFC and GT operations. 
 
SOFC-GT hybrid systems  
 
  A main principal of a hybrid system is that one system needs to meet 
the requirement of another system. For a SOFC-GT hybrid system, the 
exhaust heat of SOFC can be recovered for use in other heat-requiring units 
of the SOFC system via heat and power cogeneration. There are two 
configurations considered for the SOFC based system: Brayton (gas) 
regenerative cycle and Rankine (steam) cycle. The Rankine cycle is 
essentially a heat engine with a vapor power and is combined with the SOFC 
using a direct thermal coupling scheme. The commonly used working fluid is 
water and the system operates in the liquid–vapor mode. Thus, the Rankine 
cycle cannot be combined with SOFC using the direct thermal coupling 
scheme. Due to the use of a gas-based working fluid, the Brayton cycle is a 
favorable candidate for SOFC integration.2  
 
Basic configuration  
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For the SOFC and Brayton cycle integrated system, two major system 

configurations are possible depending on the operating pressure of the 
SOFC, namely, a non-pressurized  and pressurized hybrid cycles. Fig. 12 
shows the non-pressurized SOFC-GT hybrid system. Air flowing out the 
compressor is heated by the fuel cell exhaust through a heat exchanger 
before being fed to the combustor of the gas turbine and the SOFC can be 
operated under atmospheric conditions. The system efficiency for this hybrid 
configuration is expected in a range of 50-60%.108 The advantage of this 
system is that a gas turbine operation does not depend directly on a solid 
oxide fuel cell and it is a simple cycle system. Moreover, it reduces the 
sealant requirement in the SOFC stack. Nevertheless, the heat exchanger 
has to be operated at very high temperatures and pressure differences, and 
consequently the requirement of high effective materials is the main problem 
of this atmospheric SOFC-GT hybrid system.  

The pressurized SOFC-GT hybrid system involves the direct 
integration of a solid oxide fuel cell and a gas turbine system, as seen in Fig. 
13. The combustion chamber of the gas turbine engine is replaced by the 
SOFC and the afterburner. The pressurized air from the compressor is fed 
into the SOFC. The exhaust gas from the SOFC goes to the afterburner and 
the resulting high-temperature and pressure exhaust gas enters the turbine. 
Compressed air is preheated by the turbine exhaust gas through the 
recuperative heat exchanger. In this case, the SOFC is operated at high 
pressure, which further improves its performance. Heat exchangers are 
installed after the turbine to further utilize the waste heat for preheating the 
streams entering the SOFC stack. This increases the thermal efficiency of the 
SOFC system as well.  

In comparison with the SOFC operated under the atmosphere 
pressure, the pressurized SOFC-GT hybrid system can achieve a higher 
efficiency (up to 10%) and specific work values.109 This is because the 
ambient pressure SOFC system cannot be run when the gas turbine is 
operated at a high pressure ratio; the required turbine inlet temperature is too 
low.110 Nonetheless, the pressurized SOFC-GT hybrid system has some 
limitations. The operation of the SOFC has directly influence on a gas turbine. 
High interaction between SOFC and gas turbine leads to a difficulty in the 
system operation. The pressurized SOFC-GT hybrid system should be 
modified with the addition of an external combustor so as to simplify for a 
control system of the gas turbine as it will be independent of the solid oxide 
fuel cell operation.  

 
Configuration of SOFC-GT hybrid system integrated with a heat recovery 
steam generator 

A SOFC-GT hybrid system integrated with a heat recovery steam 
generator (HRSG) is another system design to improve its efficiency (Fig. 14). 
Due to its high quality heat source, the exit gas from a recuperative heat 
exchanger can be used for steam generation via the HRSG consisting of 
economizer and evaporator parts. Water is pressurized at the desired value 
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before it is vaporized by using the HRSG unit. It is found that the total exergy 
output of the system is increased because the second product, saturated 
steam, is produced without the requirement of more fuel supplied to the 
system. The steam generated by the HRSG is employed to drive a steam 
turbine cycle for additional power generation.111, 112 As a result, the SOFC-GT 
hybrid system integrated with a steam turbine can achieve a higher system 
efficiency at off-design.  Chan et al.113 studied the integration of a solid oxide 
fuel cell, gas turbine and HRSG. The HRSG was applied to produce steam for 
a steam reforming of fuel. The results showed that the SOFC-GT hybrid 
system has the net electrical efficiency of higher than 60%. When the waste 
heat recovery for steam generation was considered, the system efficiency of 
80% can be achieved.  

Motahar et al.114 presented a comparison of the conventional SOFC-
GT hybrid system with the retrofitted SOFC system in which steam produced 
by the HRSG using a hot gas turbine exhaust gas is injected into a gas 
turbine. From the detailed exergy analysis, it was found that that the steam 
injection decreases the wasted exergy from the system and boosts the 
exergetic efficiency by 12.11%. Park et al.115 examined two different SOFC 
configurations: a pressurized SOFC system and a non-pressurized SOFC 
system. The effect of steam injection on the recovered heat from the exhaust 
gas and the system performance was considered. The results showed that 
the pressurized system hardly takes advantage of the steam injection in terms 
of the system efficiency. On the other hand, the steam injection contributes to 
the efficiency improvement of the non-pressurized SOFC system in some 
design conditions. In particular, a higher pressure ratio provides a better 
chance of efficiency increase due to the steam injection. 
 
Fuel processor combined with SOFC-GT hybrid system  
 

Hydrogen is a major fuel for electricity generation in fuel cells; however, 
its uses are still facing with several issues such as its economical production, 
storage and distribution. In general, hydrogen can be derived from primary 
fuels such as natural gas, methanol, gasoline, and coal via a fuel processor. 
To date, natural gas is widely used to produce hydrogen for fuel cell 
applications. Although natural gas is a cost-effective feedstock, it is also a 
limited and nonrenewable resource. To date a number of studies have been 
conducts to explore the means to produce hydrogen from alternative 
renewable resources to support the future use of fuel cells. In particular, 
biomass, biogas, and bioethanol have been considered as attractive and 
potential feedstocks for SOFC systems.  

The use of biomass for hydrogen production seems to be more suitable 
for supplying to SOFCs than other fuel cells because the SOFC has a higher 
tolerance towards contaminants in the hydrogen-rich gas.116-118 In this case, a 
SOFC-based power plant involves gasification and cleaning processes to 
convert biomass to hydrogen fuel. There are several works investigating the 
performance of a combined biomass gasification and SOFC-GT hybrid 
plant.119-123 As the design of gasification and gas cleaning processes has an 
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effect on the efficiency of the SOFC-GT power system, Toonssen et al.124 
studied the use of different gasification technologies (such as an atmospheric 
indirect steam gasification and a pressurized direct air gasification) and gas 
cleaning technologies (such as low-temperature and high-temperature gas 
cleaning processes) in the SOFC-GT hybrid system fuelled by biomass. Their 
results indicated that the SOFC system based on the pressurized direct air 
gasification and the high-temperature gas cleaning process shows the highest 
electrical exergy efficiency of 49.9%. Apart from biomass, the use of liquid 
fuels in SOFC-GT power plant is promising, especially in remote areas.125 
Santin et al.125 studied the SOFC-GT hybrid system run on two liquid fuels: 
methanol and kerosene and showed that the methanol-fuelled SOFC hybrid 
system shows better performance from the thermodynamic and economic 
points of view.  

Another design option of the SOFC hybrid system is based on a fuel 
reforming technology.  In general, hydrocarbon fuels can be internally 
reformed into a hydrogen-rich gas within SOFC stack which is known as an 
internal reforming SOFC because the operating temperature of the SOFC is in 
the same range as that of the reforming reactions. However, this would cause 
a carbon formation leading to the degradation of anode catalyst and thus loss 
of fuel cell performance. To cope with this difficulty, the application of an 
external reforming process to produce hydrogen for fuel cells is a potentially 
better option. Since the product gas from the reformer can be further purified 
to achieve a higher purity of hydrogen, the SOFC performance should be 
enhanced. Fig. 15 shows a typical diagram of a combined reforming process 
and SOFC-GT system. Any gaseous or liquid fuels can be fed to the reformer 
to convert into the synthesis gas with high hydrogen content. Cocco and 
Tola126 investigated the SOFC-MGT plants fuelled by methanol and dimethyl 
ether (DME). The external reformer was employed to convert methanol and 
DME to a synthesis gas. It was found that the reforming temperature of 
methanol and DME (200-350 oC) is lower than that of natural gas (700-900 
oC) and the SOFC system efficiency can be enhanced by improving the heat 
recovery of the exhaust gas. The optimum operating temperature of the 
methanol reforming process is approximately 240 oC and the system 
efficiencies is about 67–68%, whereas in the case of using DME as a fuel for 
the SOFC system, the optimal temperature is 280 oC and the efficiency is 
65%. Yang et al.127 studied the SOFC-GT system using internal and external 
reforming process. Effect of SOFC temperature and gas turbine inlet 
temperature on the system performance was analyzed. The SOFC system 
with internal reforming operation provides better efficiency and power capacity 
for all design conditions.  
 
 
Combined cooling, heating and power generation for SOFC system 
 

In general, SOFC is practically operated at a moderate fuel utilization 
and thus the outlet gas from a cell stack contains valuable residual fuels. 
Furthermore, due to the high temperature operation (up to 1000 oC) and the 
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irreversible electrochemical process of SOFC, a waste heat is also produced 
in the fuel cell power section.128 As a result, the utilization of the high-quality 
heat and the remaining fuel existing SOFC can further improve the efficiency 
of the SOFC system. Following this approach, the waste heat is utilized as a 
heat source for the system through a series of recuperative heat exchangers. 
The cogeneration of heat with electricity (a combined heat and power system) 
can increasingly enhance the system thermal efficiency. In addition, the waste 
heat can be employed to produce cooling water for air conditioning via an 
absorption chiller in which a refrigerant is another working fluid cycle.  A 
combined cooling, heating and power (CCHP) generation or tri-generation 
becomes an alternative method for energy management in the SOFC power 
system that is potential to solve the energy-related problems such as energy 
security, energy shortage, emission control, economy and conservation of 
energy. This method is related to the production of cooling, heating and power 
simultaneously from a single fuel source with the principle of the energy 
cascade utilization.129, 130  
  For operation of the absorption chiller, the refrigerant is evaporated at 
low pressure. Then, it is absorbed by an absorbent and becomes a solution at 
high pressure. Two widely-used refrigerants (or absorbents) are lithium 
bromide and ammonia aqueous solutions. The selection of the refrigerant 
depends on the system application. The lithium bromide is suitable for the air 
conditioning system that requires the temperature above 0 oC, whereas the 
ammonia solution is applied to the system with a lower cooling temperature 
(below 0 oC)2. In general, the absorption chiller requires the external heat for 
separating the refrigerant from the aqueous solution. Therefore, the combined 
system of SOFC and absorption chiller can lead to an efficient energy usage 
by using an exhaust gas from the SOFC system to drive the absorption chiller. 
The conventional integrated process of SOFC and absorption chiller is 
illustrated in Fig. 16.131 The heat from exhaust gas is used to generate a 
cooling water via a refrigeration cycle using the adsorption chiller. Additionally, 
a portion of the exhaust gas can be applied for a hot water production. The 
amount of the produced cooling water and hot water can be controlled with 
adjusting a ratio of the exhaust gas. Yu et al.131 studied an integrated tri-
generation system incorporating an internal reforming SOFC, a heat recovery 
steam generator and a double-effect water-lithium bromide absorption chiller. 
The simulation results showed that the total efficiency of the studied tri-
generation system of higher than 84% can be achieved. The increased fuel 
flow results in an increase in the cooling, heating and electrical power output.  
 The new combined cooling, heating and power system consisting of the 
SOFC, gas turbine system and ammonia-water thermodynamic cycle, was 
proposed by Ma et al.132 It was found that although the SOFC-GT hybrid 
system shows a good performance, the high-quality exhaust gas still remains. 
To improve the overall energy conversion efficiency, the waste heat from the 
exhaust gas of the gas turbine was recovered by using the ammonia-water 
cycle. The thermal efficiency of the proposed CCHP system is 80%. The 
operating parameters of the absorption chiller such as ammonia concentration 
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and operating pressure, affect the CCHP system in terms of the electrical 
efficiency as well.  
 
Conclusion  
  Integrated SOFC systems for electrical power generation are reviewed 
with particular focus on integration of SOFC with hydrogen production process 
and gas turbine system. Heat generated from the SOFC can be efficiently 
utilized for hydrogen production whose complexity of the heat exchanger 
network depends significantly on type of fuel and fuel processing technology. 
SOFC-GT hybrid systems are promising integration strategies for improving 
the overall electrical efficiency by utilizing waste heat for further generation of 
electrical power. Depending on applications, the SOFC system can be 
integrated with other units such as steam generator and absorption chiller for 
combined cooling, heating and electrical power generation.  
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Figure captions  
 
Fig. 1. The temperature-enthalpy diagram with pinch point dividing by heat 
source and heat sink region. 
Fig. 2. HEN design options diagram of the SOFC system integrated with 
distillation column (modified from Reference 11, p. 195).  
Fig. 3. Placement of heat engine below the pinch point (modified from 
Reference 16, p. 269).  
Fig. 4. Placement of heat engine above the pinch point (modified from 
Reference 16, p. 268).   
Fig. 5. Schematic diagram of the mass-integrated high temperature fuel cell 
plant (modified from Reference 19, p. 7241).  
Fig. 6. Several types of Chemical-looping reforming (modified from 
Reference 34, p.20).   
Fig. 7. Basic process flow diagram in comparison with PEMFC system and 
SOFC system (modified from Reference 42, p.3555).    
Fig. 8. Basic concept of fuel cell stacks arrangement with fuel flow 
configurations: a) single and b) two stage stacks (modified from Reference 
50, p. 2).   
Fig. 9.  Networked SOFC/GT system with a) both reactant streams in series 
b) only fuel stream in series and parallel air streams (modified from Reference 
50, p. 5-6).  
Fig. 10. Integrated SOFC-PEFC power system (modified from Reference 51, 
p. 758).  
Fig. 11.  The SOFC system integrated with palladium membrane reactor 
(modified from Reference 58, p. 3897).  
Fig. 12. Indirect integrated system of a solid oxide fuel cell and a gas turbine. 
Fig. 13. Direct integrated system of a solid oxide fuel cell and a gas turbine.   
Fig. 14. A pressurized SOFC-GT hybrid system integrated with HRSG. 
Fig. 15. A conventional SOFC-GT system combined with a fuel processor.  
Fig. 16. A SOFC and adsorption chiller combined system. 
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