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Abstract
Project Code: TRG4580108
Project Title: Generate and Repair Machine Translation
Investigator: Kanlaya Naruedomkul, Faculty of Science, Mahidol University
E-mail Address: scknr@mahidol.ac.th
Project: Period: 1 December 2002 — 30 November 2004

A new version of Generate and Repair Machine Translation (GRMT) is proposed to make
it more suitable for developing bi-directional translation system. Each processing module in
GRMT including Analysis Lite Machine Translation (ALMT), Translation Candidate Evaluation

(TCE) and Repair and lterate (RI) was revised.

The Word segmentation, which segments the input phrase/sentence into units that can
be translated into other languages, is augmented to ALMT. The word segmentation module
is activated only if the input string is in the language that has no explicit word boundary
delimiters e.g., Thai, Chinese and Japanese. The sets of English and Thai constraints were
revised so that the constraints can be applied via ALMT whether they are SL or TL. The
classifier relation was re-designed for better selecting the appropriate classifier for each
noun. A “not- head schema” is added to TCE to analyze a phrases/sentences containing
negation. The system is able to analyze a string, with a quantity specified by a number, and
to recognize its value by using information automatically generated by the “number lexical
rule” when the system is activated. A bi-lingual dictionary is generated from the built-in SL
and TL dictionaries once the translation is requested. Only the information of the words in

the input string is generated for a better performance in a larger system.



The English-Thai MT prototype has been implemented to illustrate the performance of
GRMT. The prototype has been developed and run under SWI-Prolog 5.4. The grammars
were developed based on Head-Driven Phrase Structure Grammar and implemented on
Attribute Logic Engine. The user interface was developed by using XPCE. This English-Thai
MT system was evaluated and it performs in the way we intended. ALMT generated a large
number of acceptable translations (grammatically correct, correct word usage and convey
the original meaning) without repair. For some translations which require repairing, they are
repaired by TCE and RI using the current HPSG based grammars and lexicons developed

in this project.

Keywords: machine translation, Generate and Repair Machine Translation, Head-Driven

Phrase Structure Grammar
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4. Field of Research Natural Language Processing
5. Project Grant 480,000 Baht
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7. Objectives

Our primary goals are to continue the research on GRMT approach to improve its efficiency in order
to develop bi-directional translation and to enhance multilingual translation capabilities. Our goals also
are to encourage others to adopt our approach as a usable tool and to produce bilingual and multilingual

MT system prototypes.

8. Why Machine translation?

Country to country exchanges in trade, technologies, politics, telecommunications, etc. and
continues to grow rapidly. Language plays a significant role in the communication process between
nations. In order to understand what is communicated, it is necessary to understand the language used
in the communication process, its nuances and subtleties. Hence, machine translation (MT) assumes
importance in order to facilitate this communication process from one language into another. When
exchanges become more globalized, the requirement for machine translation (or machine aided

translation) increases.

In multilingual countries the need for translation exists apart from increasingly globalized
communications, e.g., in Canada (French-English), Switzerland (German, lItalian, French, Swiss), India
(32 official languages), etc. Translation enables people to express themselves in the way in which they
wish to express themselves and to obtain the type of information they desire. Choice of language for
communication and other aspects is important in order for people to retain and enhance distinctive

cultures and distinctive ways of thinking. Language loss should matter to everyone.

The advance in computer technologies and the explosive growth of the World Wide Web have
brought people closer together. Multlingual text has reached nearly to everyone with a computer.
Information is readily accessible in growing numbers of languages. Machine translation has been
integrated into man-machine communication systems which include electronic mail, information retrieval

and the internet. The demand for machine translation systems has, therefore, undoubtedly increased.
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For over a half century, MT research has drawn attention from people in different fields: cognitive
psychology, linguistics, philosophy, cultural studies, computer science, computational linguistics. Several
paradigms have developed including Generate and Repair Machine Translation (GRMT) [Naruedomkul
and Cercone 2000]. GRMT is a constraint-based approach to MT that focuses on accurate translation
output. GRMT is designed to be highly modular and extendible which enables it to have a great potential
for a multilingual MT system. GRMT is applied in developing the English-Thai translation system. The
developed English-Thai translation system generates acceptable translations (grammatically correct,
correct word usage and convey the original meaning) for the sentences in the test corpus, some with
repair and some without repair. However, a few translation sentences face with the problems of adding

linking words and classifiers in Thai.

It is for these reasons that we decide to further study GRMT approach to improve the translation

process, to strengthen its efficiency and make it attractive to a multilingual MT system.

Successful results from this research should prove beneficial to machine translation studies currently
underway around the world. GRMT’s application should minimize the language barrier in communication

between anyone who speaks different languages.

9. Research Methodologies

To fulfill our objectives, the study is divided into 4 phases. However, sponsorship is initially

requested to carry out the first and the second phases of the project.

Phase 1 -- Revise and improve the efficiency and performance of GRMT

9.1 Revise each processing module in GRMT including Analysis Lite Machine Translation,
Translation Candidate Evaluation and Repair and lterate.

9.2 Study on constraints used in word treatment and word addition modules for source and target
languages respectively. For example, to find out when and which connecting word, plurality
indicator or classifier (in Thai) is required, when and which preposition (in English) is required.

9.3 Explore semantic representation of some language structures, e.g., structure containing logical
connection or negation.

9.4 Re-design the knowledge-bases e.g., dictionaries, grammars and lexicons to satisfy

requirements for larger systems.
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9.5 Evaluate GRMT by examining the developed English-Thai MT prototype. This prototype will be

developed and run under SWI-Prolog. The grammars will be developed based on Head-Driven
Phrase Structure Grammar [Pollard and Sag 1987; Pollard and Sag 1994] and implemented on
Attribute Logic Engine [Carpenter and Penn 1999]. The user interface will be developed by
using XPCE.

Timing

It is expected to take 12 months to complete this phase.

Phase 2 -- Develop a bi-directional translation system based on GRMT approach

9.6  Design and develop all necessary knowledge-bases required in a bi-directional translation
system including:
o sets of constraints which are specific to resolve the syntactic differences between the
source and the target languages.
o a SL dictionary to be used together with a set of constraints to refine the scope of the
translation choices.
o a bilingual dictionary to be used in relating SL and TL.
9.7  Classify words into appropriate categories.
9.8 Develop a semantic relationship between words based on word classification to be used in
selecting an appropriate translation for each input word.
9.9 Develop the ordering rules. These rules are based on the syntactic structure difference
between the SL and TL.
9.10 Design and developing the parsers for SL and TL. The grammars used are developed based
on Head-Driven Phrase Structure Grammar, and implemented on Attribute Logic Engine.
9.11 Develop an English ©Thai MT prototype. This prototype will be developed and run under SWI-
Prolog. The user interface will be developed by using XPCE.
9.12 Test and evaluate.
Timing

Itis expected to take 12 months to complete this phase.
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Phase 1 -- Revise and improve the efficiency and performance of GRMT

o Revise each processing module in GRMT including Analysis Lite Machine Translation, Translation

Candidate Evaluation and Repair and lterate.

1. GRMT: The 3-step translation process

GRMT comprises three modules as shown in Figure 1: Analysis Lite Machine Translation (ALMT),
Translation Candidate Evaluation (TCE) and Repair and Iterate (RI). ALMT generates the translation
which we call translation candidate (TC), next TCE verifies the TC to see whether it retains the meaning of
the original sentence. If the TC does retain the original meaning, the TC is then redeemed as the
translation. If the TC does not retain the original meaning, the TC will then be repaired by RI. Basically,

the translation process generates the translation candidate and then repairs it when necessary.

SL TL
Word SL-Word Word accept
. > . o
Segmentation | | Treatment Selefhon SL Analyzer \ ot accept
Semantic Repair
;"L-Word comparison &lterate
reatment
l | TC Analyzer | /
Word rc f
ALMT Ordering TCE RI

Figure 1 GRMT architecture

1.1. Analysis Lite Machine Translation

Analysis Lite Machine Translation (ALMT) was re-designed to generate an appropriate translation
candidate from the source language. ALMT performs generation in five phases: word segmentation,

SL_word treatment, word selection, TL_word treatment and word ordering.

Word segmentation segments the input (string) sentence into units that can be translated into other
languages. The word segmentation module is activated only if the input string is in the language that has
no explicit word boundary delimiters e.g., Thai, Chinese and Japanese. Inappropriate segmentations
can lead to a wrong translation result. In this research, we have developed the Thai Word Segmentation
algorithm which we call Thai Word Segmentation for Accurate Translation (TSAT). TSAT performs the

segmentation in two phases: Word boundary tagging and Word boundary selection. Word boundary
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tagging is to find all possible word boundaries while word boundary selection is to find the most

appropriate word boundary.

SL_word Treatment is composed of two steps: source language constraints application and dictionary
look-up. The SL constraints are applied to narrow the scope of possible TL words that correspond to

each SL word. Dictionary look-up maps all corresponding words in the TL to each SL word.

SL constraints are characteristics of the SL which differ from those of the TL. Some constraints, e.g.,
plurality, continuous tense, passive voice, adjective and negation are considered in the English “Thai

translation system.

Word selection selects the most appropriate word if there is more than one possible meaning. The
selection process is performed by considering the semantic relationship between words. This semantic
relationship is based on the Word Association number (WordAsso). WordAsso number is assigned to a
word class. We classify words according to their meaning and usage. The first meaning appearing on

the list of meanings of each word is selected in the case where the semantic relationship fails.

TL_word treatment adds (back) any syntactic information which was removed previously in the SL_word
treatment module into the string in the form of the TL to maintain the meaning of the original sentence.
This process is performed by applying the TL constraints. Syntactic differences between the TL and

correct SL constructs are guided by application of TL constraints.

Word ordering rearranges all selected words in the TL grammatical order to complete the sentence in the
TL by consulting the ordering rules. These ordering rules are generated from the syntactic level
differences between languages. The structure of the SL which is similar to that of the TL remains the
same, only the sentence fragments that are different will be rearranged into the grammatical order of the

TL.

1.2. Translation Candidate Evaluation

Translation Candidate Evaluation (TCE) verifies the accuracy and correctness of the TC in terms of

both syntax and semantics. TCE performs the verification in two phases: SL-TL Analyzer and semantic

comparison.
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SL-TL Analyzer performs the evaluation in two steps: Parsing and Semantic Extraction. Parsing parses
both the TC and the SL in parallel to examine their syntax and semantics. Semantic Extraction extracts
semantic information of each parse. Only their semantic results are considered since there are syntactic

level differences between languages.

In our English +Thai translation system, we have developed grammars for English and Thai based on
Head-Driven Phrase Structure Grammar [Pollard and Sag 1994]. The grammars we developed have been
implemented using the Attribute Logic Engine (ALE) version 3.2 Beta. ALE is an integrated phrase
structure parsing and definite clause logic programming system in which the terms are typed feature

structures [Carpenter and Penn 1999].

Semantic Comparison cross-examines the meaning of the TC with that of the SL once semantic
information of the SL and the TC are extracted successfully. If their semantic results are the same, that TC
will be deemed an acceptable translation. Otherwise, TCE will report the differences to the next phase,

RI, for further corrections.

1.3. Repair and lterate

Repair and lterate (RI) uses the information provided by TCE to repair the TC if the semantics of the
TC is different from that of the SL. TCE identifies the different parts and RI determines whether that part
should be removed and/or replaced. The differences might result from the word selection or word
ordering process. Therefore, during the repair process, Rl may request a re-segmentation, re-selection

or re-ordering process if necessary.

In the case that the different part is removed and/or replaced, the transitional TC will be put through
the word ordering module to have its syntax revised. Once the revision is completed, the repaired TC is

returned to TCE for re-evaluation.
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o Study on constraints used in word treatment and word addition modules for source and target
languages respectively. For example, to find out when and which connecting word, plurality

indicator or classifier (in Thai) is required, when and which preposition (in English) is required.

Constraint Application in English = Thai Translation

The set of constraints in Table 1 are applied via ALMT to simplify the structure of the English input
sentence and to refine the scope of translation choices of each input (English) word. The second column

shows the input/output of the constraint application process.

Table 1: Some SL (English) Constraints

SL-Constraints Descriptions Examples

Plurality noun_(e)s - noun + plural The books ... The book+ plural

Continuous tense  V to be + V-ing 2 ing + V | am swimming = | + ing + swim

Passive voice be + V3 > passive + V He was arrested > He + passive +
arrest

Adjective V to be + adj > adj lam glad > | + glad

Negative Viodo+not+V ->not+V Hedoes noteat > He + not + eat

The set of constraints in Table 2 are applied via ALMT to complete the syntax of the translation

language. Again, the second column shows the input/output of the constraint application process.

Table 2: Some TL (Thai) Constraints

SL-Constraints Descriptions Examples
Continuous tense ~ V +ing > N84 + V AU+ ing + 18U > AU+ NIRY + 9180
Passive voice passive +V > gn + V L2 + passive + AU > 111 + N + U

When translating from English into Thai, GRMT begins the process by applying the SL (English)
constraint. Some inflections which are removed from the input string, their corresponding features will be
added to preserve their semantics. For example, once “-ing” is removed from the word “swimming”, the
feature “-ing” will be added to preserve their “continuous tense”. The SL Constraint output is put through
the Word Selection Module and all the selected words are forwarded to the TL-word treatment module. In
the TL-word treatment module, the morphological and syntactic characteristics of the SL which are
removed in the SL constraint application step will be replaced with the appropriate corresponding words
by applying the TL (Thai) constraint application. For example, the features “-ing” is replaced by the word

“fN449”. The feature “N1A4” indicates that the event is being carried on at the moment.
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In the case that the SL (English) contains words expressing a quantity of countable nouns, e.g.,
“many”, “some” or numbers, classifiers are required in its translation. In Thai, a classifier indicates the unit
of a noun, each countable noun relates to a specific classifier. Therefore, the classifier relation was
designed in the form of WordAsso numbers to be used to select the appropriate classifier for each noun

in TL-word treatment module.

A noun and its classifier were stipulated by the Thai Royal Institute. To date, there are approximately
3000 different classifiers [The Thai Royal Institute 1995]. From our studies, we classified the classifiers
into classes as shown in Table 3. With this classification together with the specification of the Thai Royal
Institute, we then developed the relation between nouns and their classifiers, some examples are
illustrated in Figure 2. The noun with the WordAsso number in the first argument is compatible with a

classifier with a WordAsso number shown in the second argument.

Table 3 A small fraction of classifier classes

Class Sample Word
2-4-2 Classifier
2-4-2-1 Classifier of object
2-4-2-1-1 Classifier of living thing
2-4-2-1-1-1 Classifier of human AL

N

2-4-2-1-1-2 Classifier of animal #9
2-4-2-1-1-3 Classifier of plant B
2-4-2-1-2 Classifier of non-living thing
2-4-2-1-2-1 Classifier of tool Gy
2-4-2-1-2-2 Classifier of room WAy
2-4-2-1-2-3 Classifier of external body part 91 9 fe
2-4-2-1-2-5 Classifier of root vegie W0
2-4-2-2 Classifier of collection A Uszlnn
2-4-2-2-1 Classifier of human nax
2-4-2-2-2 Classifier of animal AN
2-4-2-3 Classifier of time period day 94 hour Falus
2-4-2-5 Classifier of frequency ﬂ%ﬂ

Example 1 illustrates how to select the appropriate classifiers for the words woman, cat and hen.
The selected words in Thai corresponding to the words woman, cat and hen in this example are shown in
the second column of Table 4. The indefinite determiners a and an in this expression, corresponding to
the word M‘ﬁ\i in Thai, indicate the need for classifiers for the words r:ivmjm wna and 1A respectively. The

word E:J:Mﬂj\i belongs to the class Female (1-1-1-1-1-2), a subclass of Human (1-1-1-1). A noun which
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belongs to the class 1-1-1-1 is compatible with a classifier with the WordAsso number 2-4-2-1-1-1 based

on the classifier relation illustrated in Figure 2. Therefore, the classifier Al with 2-4-2-1-1-1 in Table 3 is

selected for the word E{WeyA.

clf_re

clf_rel(*1-1-1-1",[[wasso(‘Ald’,['2-4-2-1-1-1"])]]).
(“1-1-1-2' [[wasso(‘Fin’ [‘2-4-2-1-1-2])])).
clf_rel(*1-1-2-1-6-1 ',[[Wasso(‘LL‘viQ',[‘2-4-2-1 -2-2'N11).
clf_rel(*2-4-3-1-2" [[wasso(‘3’,[‘2-4-2-3'])]]).
clf_rel(*1-1-2-1-1-2-2" [[wasso(Na<’,['2-4-2-1-2-10'])]]).

Figure 2 Examples of classifier relations.

Table 4. The selected words in Thai for the words woman, cat and hen

Example 1: An old woman lived in the cottage, with a fat black cat and a plump brown hen.

English Selected Word in Thai  WordAsso Class Classifier
woman APIaIN 1-1-1-1-1-2 Female AL
cottage AR 1-1-2-1-1-2-2 Housing A

cat L9 1-1-1-2-1-1 Mammal 20

hen In 1-1-1-2-1-2-2, Fowl i

The words N1 (cat) and I (hen) belong to the classes mammal (1-1-1-2-1-1) and fowl (1-1-1-2-1-2-

2) respectively. Both classes are subclasses of animal (1-1-1-2).

Since a noun with the WordAsso

number 1-1-1-2 relates to a classifier with 2-4-2-1-1-2 according to the classifier relation shown in Figure

2, the classifier ia with 2-4-2-1-1-2 is selected for the words N9 (cat) and n (hen).

The definite determiner the corresponding to the word i1 in Thai indicates the need for a classifier

for the word N7eviau (cottage). The word N3e¥iad belongs to the class Housing (1-1-2-1-1-2-2) which is

compatible with a classifier with the WordAsso number 2-4-2-1-2-10 based on the classifier relation

illustrated in Figure 2. Therefore, the classifier 184 with the WordAsso 2-4-2-1-2-10 is selected for the

word NIENau.

Further researches on connecting words and prepositions are still required before we are able to

make any conclusion.
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o Explore semantic representation of some language structures, e.g., structure containing logical

connection or negation.

To analyze the phrases/sentences containing negation, the “not- head schema” (Figure 3) is

required. This schema combines negation “1d (not)” and verb.

Mother
HEAD werb
SUB]  [Subj]

COMPE <[1]=

Mot Dir Head Dir
HEAD[ adj HEAD [werh
MOD [Head Dir] AU rinuws
SUBI (] SUB]  [Subj]
comps <[1]= B | coMPs <[1]> a

Figure 3 not- head schema

| PHON X PHON X — (X1, X2, X3, X)

CATE | HEAD adjj CATE |HEAD adi J

| MOD  (NP) IMOD (NP, pl
—

CONT 7number N CONT Twumber N
UTHOUSAND no UTHOUSAND XA
UHUNDRED no UHUNDRED X2
UTEN no UTEN X3
UNIT X UNIT X

Figure 4 Number lexical rule (X, X1, X2, X3 € {0,1,2,3,4,5,6,7,8,9})

The lexicon used in analyzing English and Thai phrases/sentences in TCE module contains English

and Thai words together with their syntax and semantic information. To make the system to be able to
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parse a string with a quantity specified by a number (e.g., 5 ducks, 50 ducks) and to distinguish one
number from others (e.g., distinguish 5 from 50), the syntax and semantic information of each number is
required. However, storing all numbers and their information in TCE lexicon is space consuming.
Therefore, only ten digit number 0, 1, ... , 9 are included in the lexicon. The system will generate

numbers from 10-9999 by the “number lexical rule” (Figure 4) when the system is activated.

The semantic representation of the structure containing logical connection “and” and “or” is under

study still.
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o Re-design the knowledge-bases e.g., dictionaries, grammars and lexicons to satisfy requirements for

larger systems.

In the previous version of GRMT, four types of lexicons: SL dictionary, bi-lingual dictionary, TL
dictionary and TCE lexicon were built for the system. The SL dictionary contains English word entries and
their syntactic categories. Bilingual dictionary contains English word entries and all of their possible
corresponding words in target language together with their word association number [Naruedomkul and
Cercone, 1999]. Word association number is assigned to a word class. Words are classified according
to their meaning and usage. TL dictionary contains Thai word entries and their syntactic categories. TCE
lexicon contains both syntactic and semantic information of the word entries in terms of feature structure.
The SL, TL and bilingual dictionaries are represented in Prolog. TCE lexicon is encoded using the
Attribute Logic Engine (ALE) version 3.2 beta. ALE is an integrated phrase structure parsing and definite
clause logic programming system in which the terms are typed feature structures [Carpenter and Penn

1999].

In a current version of GRMT, SL dictionary, TL dictionary and TCE lexicon were built for the system.
A bi-lingual dictionary will be generated once the system is activated. For a better performance in a
larger system, only the information of the words in the input string is generated. For example, to translate
the input string in Example 1, a bi-lingual containing 16 words (an, old, woman, live, in the, cottage, with,

a, fat, black, cat, and, plump, brown, hen) is generated to be used in the translation process.
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o Evaluate GRMT by examining the developed English-Thai MT prototype. This prototype will be
developed and run under SWI-Prolog. The grammars will be developed based on Head-Driven
Phrase Structure Grammar [Pollard and Sag 1987], [Pollard and Sag 1994] and implemented on
Attribute Logic Engine [Carpenter and Penn 1999]. The user interface will be developed by using

XPCE.

The English-Thai MT prototype has been developed and run under SWI-Prolog. The grammars
were developed based on Head-Driven Phrase Structure Grammar [Pollard and Sag 1987], [Pollard and
Sag 1994] and implemented on Attribute Logic Engine [Carpenter and Penn 1999]. The user interface

was developed by using XPCE.

This English-Thai MT system was evaluated and it performs in the way we intended. ALMT
generated a number of acceptable translations (grammatically correct, correct word usage and convey
the original meaning) without repair. TCE and Rl improved a few sentences using the current our HPSG

based grammars and lexicons.
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Phase 2 -- Develop a bi-directional translation system based on GRMT approach

o Design and develop all necessary knowledge-bases required in a bi-directional English-Thai
translation system including:
1. Sets of constraints which are specific to resolve the syntactic differences between English and
Thai.
2. English and Thai dictionaries to be used together with a set of constraints to refine the scope of
the translation choices and to complete the syntax of translation.

3. TCE lexicon for the parser in the evaluation process.

o Classify words in the developed dictionaries into appropriate categories for being used in word

selection and classifier selection processes.

o Develop a semantic relationship between words based on word classification to be used in selecting

an appropriate translation for each input word.

o Develop the ordering rules. These rules are based on the syntactic structure difference between the

English and Thai.

o Design and developing the parsers for SL and TL. The grammars used are developed based on

Head-Driven Phrase Structure Grammar, and implemented on Attribute Logic Engine.

o Develop an English <> Thai MT prototype. This prototype is developed and run under SWI-Prolog

5.4. The user interface is developed by using XPCE.

o Testand evaluate.
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Discussion

The central theme of this research is to rework on GRMT approach to improve its efficiency in order
to develop bi-directional translation. GRMT has endured remarkably well, including the translation

process and translation’s accuracy ensuring.

GRMT comprises three modules: Analysis Lite Machine Translation (ALMT), Translation Candidate
Evaluation (TCE), and Repair and Iterate (RI). The first phase, ALMT, generates translation candidates
for the source language without performing any sophisticated analysis. This process ensures that the
translation candidate can be generated quickly and simply. Next, TCE, the second phase analyzes the
generated TC to determine accuracy of the translation. Then, RI, the third phase repairs the generated
TC until repair is no longer necessary. The TCE and Rl stages ensure the accuracy of the translation

result.

We revised some parts of GRMT to support the need of bi-directional translation. In the previous
version, there are four phases in ALMT: SL_word treatment, word selection, TL_word treatment and word
ordering. In this version, the Word segmentation, which segments the input phrase/sentence into units
that can be translated into other languages, is augmented. The word segmentation module is activated
only if the input string is in the language that has no explicit word boundary delimiters e.g., Thai, Chinese

and Japanese.

The sets of English and Thai constraints were revised so that it can be applied via ALMT to simplify
the structure of the input sentence and to refine the scope of translation choices of each input word when
English is a source language. The same set of constraints can also be applied to complete the syntax of
the translation language when English is a target language (TL). The set of Thai constraints was revised
for the same purpose as well. Another significant part of completing the syntax of TL is to select the most
appropriate classifier for each noun when TL is Thai and its SL contains words expressing a quantity of

countable nouns. Therefore, the classifier relation was re-worked to provide a better selection.

Translation Candidate Evaluation (TCE) was revised to provide more coverage. A “not- head
schema” is added to analyze the phrases/sentences containing negation. The syntax and semantic
information of each number is required for parsing a string with a quantity specified by a number and to

distinguish one number from others.
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To reduce the storage space, the TCE lexicon includes only ten digit number 0, 1, ... , 9. The
numbers from 10- 9999 will be automatically generated by the “number lexical rule” when the system is
activated. A bi-lingual dictionary will be generated from the built-in SL and TL dictionaries once the
system is activated. Only the information of the words in the input string is generated, for a better

performance in a larger system.

We have proved the idea of GRMT by constructing the English-Thai MT system. The English-Thai MT
system translates isolated sentences (sentence by sentence). This English-Thai translation system has
been developed and run under SWI-Prolog 5.4. The English and Thai grammars have been developed
based on the Head-Driven Phrase Structure Grammar formalism [Pollard and Sag 1987; Pollard and Sag
1994] and implemented on the Attribute Logic Engine (ALE) [Carpenter and Penn 1999]. The user

interface was developed by using XPCE.

This English-Thai MT system was evaluated and it performs in the way we intended. ALMT
generated a number of acceptable translations (grammatically correct, correct word usage and convey
the original meaning) without repair. TCE and Rl improved a few sentences using the current our HPSG

based grammars and lexicons.

| believe the results of this research will contribute to current attempts to develop accurate and
reliable bi-directional machine translation systems and to produce quality translations from one language
to another. This accurate and reliable translation methodology should enhance the effectiveness of
communication among people. Nevertheless, | hope to have shown that pursuing further research in this
direction is a worthwhile aim, and one likely to result in commercial machine translation systems in the not

too distant future.
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| was invited to give a presentation on “Machine Translation” for the Ph.D.
students at the Institute for Innovation and Development of Learning Process.,

Mahidol University (see Appendix D).

Prof. Nick Cercone, Dr. Booncharoen Sirinaovakul and | set up the seminar on

Machine Translation during 15-16 March 2004.

| was invited to be a local organizing committee of MT SUMMIT X which will be

held at Phuket, Thailand in September 2005 (see Appendix E).

| was invited to be a conference committee of PACLING'05 which will be held in

Tokyo, Japan in August 2005 (see Appendix F).

Research Achievements

1. Animproved GRMT approach.

2. English-Thai MT system prototype (see Appendix A for User’s guide).

3. Two research papers:

3.1. Nuntadilok, J. Naruedomkul, K. and N. Cercone. (2003) Thai Word Segmentation For Accurate

Translation /In Proceedings of the Conference Pacific Association for Computational linguistics

(PACLING’03), Halifax, Nova Scotia, Canada, p 97-107 (see appendix B).

3.2. Pluempitiwiriyawej, C., Naruedomkul, K. And N. Cercone. (2003) Towards Mulex — A Multilingual

Lexical Database System For Machine Translation /n Proceedings Of The Conference Pacific

Association For Computational Linguistics (Pacling’03), Halifax, Nova Scotia, Canada, p 181-189

(see appendix C).

4. One journal paper (submitted).

Expected Benefits

o The research result should prove beneficial to researches in MT.

o It could be used for Atrtificial Intelligence course.

o GRMT’s applications should minimize the language barrier in communication between anyone

who speaks different languages.

o With further study, it could lead to the machine translation system for a commercial use.
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Appendix A

GRMT User’'s Guide

1. How to run GRMT
5 |
o Double click on “GRMT.exe” icon "M== to gctivate the translation program as illustrated in Figure

A1,

o GRMT

[ e
1
3
Target Language : ‘
e
2 Repair : T
le
4
|
5
[IE '| ET | Verify | Repair Auto repair Parsing | Clear | Quit |
Figure A1 GRMT
# Item Description
1 Source Language panel Panel for input phrase/sentence (Source Language: SL).
2 Target Language panel Display a translation output (Target Language: TL).
3 Parse panel Display both parses of input and output.
4 Repair panel Display corrected TL (if any).
5 Activity Buttons Button to control the activity.

2. How to translate?

o Type English/Thai input in E
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o Click L to translate from English into Thai. Click = to translate from Thai into
English.

o The translation will be displayed in | 2

3. How to verify?

o Once the translation output appearsin| 2  , click M to verify TL.

o The verification result will be displayed in 3

4. How to repair?

o If the verification result shows any incorrect part, click m to repair the translation.

o The repaired translation will be displayed in = 4

5. How to auto-repair?

o Once the translation output appears in 2 | click M to directly go to the repair
process without displaying the verification result.

o The repaired translation will be displayed in = 4
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6. Input Example

6.1 Translate “A mother duck hatches an egg”.

o Type “A mother duck hatches an egg”.

a  Click L

o Click M the translation result is illustrated in Figure A2.

L GRMT =
Source Language : Parse :

a mother duck hatches an egg in Verification

a nes%

SYNTAX & SEMANTIC UERIFICATION Uersion 1.8.1 {(2004)

SL : [a, mother, duck, hatches, an, egg, in, a, nest]
T¢ : [un’, 1W%a, nn, 1v*, 1u, -]

|- Verifing Syntax >> [Correct]
|- Verifing Semantic >> [Correct]

Target Language :
un’ 1”a nn v’ lu sq -

Repair : i

T-E I ET | Eenfy| Repair ‘ Auto repair‘ Parsing | Clear ‘ Cluit ‘

Figure A2 Translate and verify the input sentence: “A mother duck hatches an egg”.

6.2 Verify the translation pairs in Figure A3. (To demonstrate the repair ability of GRMT, we replaced

the word “39” in the translation string in Ewith the word “ngeviaN” to make GRMT generate an

incorrect translation.)

d

a  Click Yoy |

o Click M, the translation result is illustrated in Figure A4.

6.3 Repair the translation pairs in Figure A3.

o Click M, the translation result is shown in Figure A5.
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CEX

Source Language : Parse :
a mother duck hatches an egg in &
a nesl;@
*
Target Lang

wr' 1% an v’ lu ns:n'al&

Repair :

T-E ET Werify ‘ Repair Auto repair Parsing Clear Gluit

Figure A3 Translation of “A mother duck hatches an egg”.

FEX

Source Language : Parse :
a mother duck hatches an egg in Verification
a nes%

SYNTAX & SEMANTIC VERIFICATION Uersion 1.8.1 (2864)

SL : [a, mother, duck, hatches, an, egg, in, a, nes%]
TC = [uw’, 11¥a, an, 1v°, Tu, ns=n'au]

|- Verifing Syntax >> [Correct]

|- Verifing Semantic >> [ Incorrectt ] [code:28] Heaning
SL : [nest, 1-1-2-1-4]
TL : [ns=n'aw, 1-1-2-1-1-2-2]

-

Target Language :
uw’ 1% an Tv" Tu nsen’ay

Repair :
uv’ 1%a nn Tu" T RN

T-E E-T Werify ‘ Repair Auta repair Parsing Clear Cluit

Figure A4 Translation of “A mother duck hatches an egg”, its verification and repaired translation.
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L GRAT FEX
Source Language : Parse :
a mother duck hatches an egg in
a nesl'@ ®
Target Language : 2l
un' 1¥a an 1v' lu ns:n'a%

Repair : =

un' 1%a an Tu" Tu s™a

@
e

Werify J

Repair

ﬂ Urep

Parsing

Clear

Cluit

Figure A5 Translation of “A mother duck hatches an egg” and its repaired translation.
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Appendix B

Pacific Association for Computational Linguistics 97

THAI WORD SEGMENTATION FOR ACCURATE TRANSLATION

JAKKREE NUNTADILOK
Department of Mathematics, Mahidol University, Bangkok. Thailand. jopal_jopal@hotmail.com
KANILAYA NARUEDOMKUL*
Department of Mathematics. Mahidol University, Bangkok, Thailand, scknr@mahidol.ac.th
NICK CERCONE

School of Compuier Science. University of Dallowsie. Nova Scotia. Canada, nick@es.dal.ca

The preliminary idea of a Thai Word Segmentation for Accurate Translation (TSAT) is proposed.
TSAT is designed especially 1o increase the efficiency of @ machine translation. The outstanding features
of TSAT include simiplicity. efficiency, and muliilinguality.

To iltustrate the performance of TSAT. we have tested the system by using it (o segment an article
in Thai. In this paper. the design of TSAT s discussed and some examples are presented.

Kevwords: machine translation. word segmentation. Longest Matching., Maximum Matching. Feature

hased approach. Thai Character Cluster.

1. Introduction

Word segmentation is an important problem in Asian language. ¢.g. Chinese. Jupanese. Korean
and Thai. because there is no explicit word boundary delimiters. To overcome this problem. several
segmentation algorithms were proposed.  Some researchers attempt 1o increase an accuracy of their
aleorithms by using following techniques: Longest Marching [ Aroonmanakun. 1997 Maximum

cand Thai Characier Cluster

Maitching |Chuleerat, 1997]. Feature based approach [Mcknavin, 1997
with statistical knowledge [ Theeramunkong et al.. 2000]. Table | and 2 illustrates the comparison of
these algorithms.

Word segmentation can provide more than one result as shown in Example | and 2. In Example
I. the sentence can be scemented nto two different forms.  However, only the [irst segmentation
convevs the proper meaning.  The second scgmentation is grammatically incorrect and conveys no
meaning, To make it simple for the reader. who is not familiar with Thai Janguage. we use LEnglish

sentence with no word boundary as examples. The second segmentation in Example 2 does not convey

* The author wish 1o acknowledge the support of the Thailand Rescarch Fund (New Research Grant

TRG4580108)

© 2003 Pacific Association for Computational Linguistics
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any meaning either. These examples illustrate that different scgmentation means different
interpretation. Therefore, segmenting word for translation must be accurate. Word segmentation is
needed in a translation process of any language with no word boundary. Inappropriale segmentations
can Icad to a wrong translation result. For these reasons. we decided lo find an allernative method,
which can provide the correct segmentation for translation.

In this paper we propose the idea behind Thai Word Segmeniation for Accurare Translation
(TSAT) including some examples.

TABLE 1 Comparison of some existing word segmentation methods.

Method Learning Dictionary Using Statistical Accuracy of
Algorithm Computing Segmentation
1 .Longest matching - Use Not use 54-97%
2.Maximal matching - Use Not use 49-97%
3.Feature based RIPPER and Use Use 91-99%
approach Winnow
4.Thai Character Decision tree Not use Use ~ 87%
Cluster (C4.5)

TABLE 2 Advantages/Disadvantages of some word segmentation methods.

Method Advantages Disadvantages
I.Longest maltching Easy 1o build the program to It fails to find the corrected
segment the sentence. segmentation, because of its
Not use statistical method. ereedy characleristic. '
2 Maximal matching Easy 1o build the program. It can If the number of alternated word
segmenl some words which the segmentations is the same, it
Longest matching cannot. cannot determine the best
candidate.
3.Feature based 91-99% accurate. The huge number of words in a
approach dictionary and the training sets
are required.
4.Thai Character ~ 87% accurate. Less memory Less accuracy than Feature
Cluster space is required since there is no based approach.
dictionary.
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Example 1 Therearemanyimportantthingsinhislife.
1™ segmentation There are many important things in his life.
2" segmentation The re ar em any im port ant things in his life.
Example 2 Towsund
1* segmentation 1w sund

2" segmentation T v i &

2. Our Algorithm: Thai Word Segmentation for Accurate Translation

Thai Word Segmentation for Accurate Translation (TSAT) performs the segmentation in two
phases: Word boundary tageing and Word boundary selection. Word boundary tagging is to find all
possible word boundaries while Word selection is 1o find the most appropriale word boundary.

2.1  Word boundary tagging

The word tagging process begins at the end of the phrase/sentence. For example, Figure 1
presents the case that an input string which contains 30 characters. The tagging process begins at *Xs,”
and then scarches for “Xyo" in the available dictionary. If “Xz¢" is found, then TSAT tags “17 at “X34”.
But if not, TSAT will search for “XagX3e". Figure 2 illustrates the first tagaing since “XogX29X30" 18
found in the dictionary. The next step, TSAT looks for “Xay” and “Xo3X55X9X30". The system
repeals the process until it hits the starting point as shown in Figure 3. The result of tagging process is

shown in Figure 4.

Starting point Ending point

l
X X2X3X4X5X6X7X8X9X10X11X12X13X141’<15X16X17X19X20X21X22X23X24X25X26X27
XbeX29X3p |

1 character

FIGURE 1. The segmenting phrase/sentence

Starting point First tagging v
ey

|41 X2X3X4X5XeX7XgXaX 10X 11X 12X13X 14X 15X 16X17X19X20X21X22X23X 24X 25X 26X 27 |
1

X NN 1
2O IS |
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1 block: meaning =Y

FIGURE 2. The first tagging

phrase/sentence

X1X2X3X4X5X6X7X8XaX 10X 11X12X13X14X15X16X17X 18X 19X20X21X22X23X24 X

%5 X26X27 | X28X29X30 z =
1 O
c o
No X27 = :?r
| ez
1 o=
.
No Xa7 2 ’g
o
!Xzaxzsxso I &
Yes 1 Xo6 X27|
1
Yes 2 A
Xo6X27 | X28X28X30
1
Segment (2,1 block: meaning)
| X25X26X27 | X28X29X30
£ 1
! z
o
No X24| 2 g
9 e &
i =
e
No Xaq | Xo5X26X27] &
i : e
B &
No Xoa | XosXo6X27 | Xp8X29%0
2 1
|
No X23X24 |
i
No XooX21X22X23X24 | v
2
|
Yies 2 X20X21X22X23X24 | X25X26X27 |
2 1
|
Yes 3 Xo0X21X22X23X24 | X25X26X27 |
2 1
|

X2gX29X30

7Y -1 O 0, DRI S AL S, 7 C, v S S IV OO, ¥ W, v |
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The considered word can be found in the dictionary.)

FIGURE 3. The tagging process (* No — The considered word cannot be found in the dictionary. Yes —
Each block

ook oy Voo
'yl vyl vyl vyl vyl 'yl vyl

o i b Bo g 500 00 ho 1
L]l by by h a1 k) by

o i b by ig2 is Lp

where ij_o > ij,l > ij_g > ij.3> e l'j,k > I}'“l = -aiand
Ijx € 1+, (ij« is possible tagged number)
Lke {61,238, ..n]
Note: Y| = Ix,...x,l = 1 block, m,n € T*

FIGURE 4. The tagged result

Input: i is possible tagged number.
Output: A;is boundary selection number.

Step 1. Consider at i, (j=0,k=0)
If it has only number iy = n, then go to Step 3.
Else there are more than one number of i;; (j-constant, k-running)
if i;; = 1, then go to Step 3.
Else if ij; = m > 1, compute value A, by
A= [Eix — im0 I+ [(‘j.k —D=i;,0]+ [(Ich —2) “‘j+3.o] ot [2=1},90]

Ll
If A > 0, go to Step 3.
Else A; < 0, go to Step 2.

Step 2.
Let k=k+1.
If i;z = 1, then go to Step 3.
Else if i;; = p > 1, compule value A; by

o RS DR R o (S A L IR L |

Ji

Lk =}
If A;> 0, go to Step 3.
Else A < 0, repeat Step 2.
where [=ijp+2-ij
Step 3.
Count i;; block from left to right and then segment it to a segmented word.
Letj=j+1.

Repeat step 1.
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FIGURE 5 Word boundary selection algorithm (i, , A))

Example 3 Sheisthehousekeeper.
Scegmented output I Sthelislthe | holuse | keelper|.
20 F W & b3 I

1 2
I
2.2 Word boundary selection

In the case that there are more than one possible word boundaries, the most appropriate choice is
sclected by considering the value of computed A The algorithm used in selecting the most appropriate
choice is shown in Figure 5.

Example 4: onepitfallofthissystem

Word boundary tagging
onepitlallofihissyst | em  :1 block:meaning
1
(‘em’ has meaning in English)
onepitlallofthissy | st| em  :2 block:meaning
2 1
(*stem’ has meaning in English)
onepitlallofthis | sy | st l em 3 blockimeaning
N
(*system’ has meaning in English)
onepitfallofih | isl sy | stlem  :1 block:meaning
1 3 2 1
(*is” has meaning in English)
onepitfalloft | hl is[ syl st ] em :2 block:meaning
2 %k 3 2 1
(*his” has meaning in English)
onepitfallof | 1] h|is|sy|st]em :3block:meaning
32 1 03 2 1
(*this” has meaning in English)
onepitfall | o['] (I hlis]sy|st]em :1 block:meaning
1l F 2 1t 3 Z 1
(*ol’ has meaning in English)

onepitfal | ||of| t| nl is| sy|st]em =3 block:meaning
31 324 3 2 i

(‘loft’ has meaning in English)

uncpilfl al | I] of | 1] h Esl sy | st | em :2 block:meaning
2 3% 3 241 3 2 1

(*all’ has meaning in English)
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onepit| f]al| 1] of| t| h]is|sy]| st]em :3 block:meaning
32 3% HF2 12 3 2 A
(‘fall’ has meaning in English)

oncp] i1| f| al | !| of | l[ his| sy| st | em :l block:meaning
1 3% 833 324 3 2 4

(‘it" has meaning in English)

one | plit| f]al|1]of| t] h]is| sy
5 Z 3

| stem  :5,2 block:meaning
i 32 31 3 1

| syl
3 2
2
(‘pit and *pitfall” have meaning in English)
| one | plit] flat]1]of| t|h]is|sy|st]em :1 block:meaning
1 51 32 31 32 1 3 2 3
2

(‘one’ has meaning in English)

Word boundary selection

| one,
1

(use step 1. iyy = 1, there is only number “17, then count 1 block from left to
right and segment if)

[(5-1)+(4-3)+(3-2)+(2-3))/4=1.2550 | pitfall,
5

(use step 1, there are two number “S and 27, i, 4 =5 then compuie Ay =1.25>0,
count 5 block from lefi to right and segment it)

| of, (usestep 1, iz = 1. there is only number “17 | then count | block from left ta
1
right and segment ir)
((3-2)+(2-1)}/2=1>0 this,
3

(use step 1. iy = 3. there is only number “3”, then count 3 block from lefi 10
right and segment i)

((3-2)+(2-1)]=150 | system
3

(use step 1. i,9 =3, there is only mumber “3”, then count 3 block from left to
right and segment it)

The above step can write in short form :
| one, [(5-1)+(4-3)+(3-2)+(2-3))/4=1.25>0 | pitfall, | of, [(3-2)+(2-1))/2=1>0 | this,
1 5 i ! 3

[(3-2)+(2-1)]=150 system.
3
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Segmentation : one pitfall ol this system

Example 5: thelasthomeworkofthisweeck

Word boundary tagging

|l|hc|lasl|holme]work|0f|1]h|is]weck
7 | i 1 1 321 4

Lol SE R RN ]

Word boundary selection

(2-1)=1>0| the, | last. [(3-1)+(2-1 31/2=1.550 | homework, | of. [(3-2)+(2-1))/2=150] this,
7 1 3 1 3

I week
1

Segmentation : the last homework of this week

Example 6: w7 ldoueninsennis

Word boundary tagging

|| 1] on | u]en| e | 00 ] s
1 1 2 2 1 1 2 1
1 1
Word boundary selection
| 1
1

(use step 1. 1,0 =1, there is only number 17, then count | block from left to
right and segment ir)

| T
1

(use step 1, i, = 1, there iy only number “17, then count | black from left to
right and segment it)

(2-2)=0<0> |

1

(use step 1, there are two number “2 and 17, iy =2 then compute A, =00,
gotostep2. i, = 1. there is only number 17, then count | block from left 1o
right and segment ir)

| uan

2
(use step 1. i, =2, there is only number “27, then count 2 block from Ieft to
right and segment ir)

(use step 1, i, =1, there is only number “17, then count | block from left 1o
right and segment ir)
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2-DH=I>1 21013

a

(use step 1, there are two number “2 and 17, isy =2 then compute As = 1> 0
count 2 block fram left to right and segment it)

The above step can write in short form :

| v, |4, (2-2)=0<0 > | 01, (2-1)=150| uen, | $nw, (2-D=1>1 21m7
1 1 1 2 L 2

Segmentation : 111 19 1 udn InE1 91017

Example 7: mafun lulszine lny

Word boundary tagging
[ mas | ofiu | md | Tu | dsz | we | Tno
1 1 1 1 3 1 1

Word boundary selection

[ ms, |, | e, | T, (B-D+(2-1)12=1.550 | Yznalny
1 1 1 1 3

Segmentation : 3 v M u Uszve vy
Example 8: paIAvia L IINNUEIBIN U

Word boundary tagging

o] e] s ]vir] @aw| 5| 3n| fiu| da] 1ea] nau
21211 2 271 1 11

Word boundary selection
(2-1)=1>0| wa, (2-1)=1>0 ] 11, | ¥, (2-2)=0<0-> | a1, (2-1)=1>0
1 1

$in, | iy, | 69, | ey,
2 2 1011

[
2
(2-1)=1>0] nau

1

Segmentation : 1o 171 W1 aH 380 U @2 191 nau

Example 9: nfusinanativiniu

Ward boundary tagging

| ]| du] e ] nfau] o]
21 1 2 21 112

w || g
1 1

Word boundary selection
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(2-1)=10 |, | Bu, (2-2)=0<0 > | @, (2-1)=1>0] nan, | ot
i 1

AL @-1)=150 | wih, | diw
2 1 i

i 1 2
Segmentation : \v1 Gu @ nay 8l i owi Uhu
Example 10: fSuwerhoury lanandminiu

Word boundary tagging

| sul o] ol ] o] wu| W] e | n]as|a|w|d] dm
1213 111 22 i 2 1 2
1

—

Word boundary selection

| stu, | 2-1)=120 | w00, [(3-1)+(2-1))2=1.550 | auny, | 10, (2-2)=0<0-> | an, (2-
1 1 2 1 1 1

N=1>0] nan, |7, (2-D)=1>0 | min, | thwu
1 1 2 1

Segmentation : 1 197 fwunu 1 a1 nan A wih (incorrect segmentations)*

3. Conclusion
TSAT is an alternative word scementation method that can efficiently serve machine translation.

The word segmentation is required in machine translation which translates from any Asian language
(with no word boundary). TSAT comprises of two phrases: word boundary tagging and word

boundary sclection.

TABLE 3. Comparisons of segmentation results

TSAT

Longest Matching

Maximal matching

she is the housekeeper

she is the ho use keeper

- | she is the housckeeper

one pitfall of this system

one pit fall of this system

one pitfall of this system

last homework of this week

last ho me work of this

week

last homework of this
week

re pair the building

rep air the building

Cannot determine the best

candidate (1)
wn 18 o1 uan 3ns w19 v an Inwn Cannot determine the best .
GRlkk] 81013 candidate (2)
m3 iy s Tu m3 i i Tu Uiz ma |- | ms o ol Tu /
Uszne lnp Tnw Uszne lno
23 1A W1 AN N U 22 181 W1 add 30 Ay Cannot determine the best | -
¢ 134 nou @7 191 Nou candidate (3)

wn Bu e nan ey i wih
u

w0 fu @n an ey i
wih 1

+ | Cannot determine the best

candidate

(4)
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@1 fauvy W e nan @ || @ d o wu vy 1) e - | Cannot determine the best | +
w1 1hu an 1 wi hu : | candidate (5)

Note:

/ = grammatically correct

- = grammatically incorrect

*(1) = It can be “re pair the building” or “rep air the building”.

#(2) = It can be “121 14 01 uan 3n¥1 21m17" or “1n 1 pw an Inw 2T

*(3) = It can be “wa 1781 ¥l 8 430 AU 67 184 AW or “pa 1A ¥l Aanmd §n Ao @1 e
nau”.

*(4) = [t can be “11 fiu g1 _nan 8y A wil thu” or “w1 Bu @i au oy A wmi T,

*(5) = It can be “181 faunu 1 @1 nan i wih fhu” or “1a1 fwuvu 1 @n an 7 win

o

] AR

The designed TSAT algorithm is tested to segment Thai articles. Table 3 presents
some segmented results of the three different algorithms. The TSAT generated the better

results than the others.
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The preliminary idea of a multilingual lexical database system for machine translation
(MULEX) is proposed. MULEX is designed especially to increase the efficiency of multilingual
machine translation. The outstanding features of MULEX include simplicity, efficiency, extendibility
and multilinguality. MULEX can be used as a dictionary and a thesaurus via a web-based interface

as well.
To illustrate the performance of MULEX. we have integrated it with Generate-and-Repair

machine translation system (GRMT). In this paper. the building of MULEX database is discussed
and the integration between MULEX and GRMT is presented.

Kev words: multilingual lexical database, machine translation, Generate-and-Repair machine
translation.

1. INTRODUCTION

Lexical databases have become very important information resources for a variety of
applications such as language parsing, information retrieval (IR) and machine translation (MT).
For language parsing, the syntactic information in the databases is used to explain the relationships
between words (structure) in a sentence. For IR, the semantic information is used to disambiguate
the meaning of words in texts and the synonymy is used for query expansion to improve the recall.
For MT, both the syntactic and the semantic information are used to translate sentences from one
language into another or others in multilingual machine translation system (MMT).

One of the most important components of MT systems is the lexical database. The size of a
lexical database for MT, especially MMT, is relatively large. In the past, the development of the
lexicon was limited due to the lack of powerful computer and that of a storage space. Presently,
with the advance in computer technologies, those issues are no longer problems. A current
problem is an ability to manage a large amount of information in the lexical database.

The design of the lexicon for each MT system basically depends on an approach used in
developing that system. In Generate-and-Repair Machine Translation (GRMT) approach
[Naruedomkul and Cercone 2000] (see section 2), the designed lexicons contain both syntactic and
semantic information of word entries. Research in GRMT is divided into 3 phases: single-
directional translation, bi-directional translation and multi-directional translation. In the first two
phases, the lexicons were developed in Prolog representation. In the third phase, the lexicons
became larger and more complicated. Therefore, the lexicons used in the original system were re-
d?Sigﬂed and, whenever possible coalesced. Proper design is required once we step from bi-
directional translation to a true multilingual MT system.

. Supported by the Faculty of Science, Mahidol University, under the Young Researcher Fund.
Supported by the Thailand Research Fund (TRF), under the New Research Grant (TRG-4380103).

gi.J 2 : s ] . . h
2003 Pacific Association for Compurational Linguistics
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Severul projects of lesical database have been proposed. for example. Papillon [Mangeot
2000% Scrassel and Mangeot 20010 SAIKAM [Ampornnaramveth and Methapisit 2000]. MatsLex
[Tiecdemann 2002]. PARAX [Blanc 1999], LOLA [Blaser ¢t al. 1992]. PARAX database stores
lexical data in hypertextual form. while the others use relational database to store lexical data.
MatLex and SAIKAM databuses contain English-Swedish lexicons and Japanese-Thai lexicons.
respectively. They also provide a Weh-based interface 10 allow user o access the databases
conveniently. After we have studied and compared different lexical database projects. we have
concluded in Tavor of our MUluhingual LEXical database that is designed to provide a simple and
extendible environment for storing and managing multilingual Jexical data. Our approach vses the
existing relational datubuse management system (RDBMS) technology to manage a large amount
of lexical data. The process ol creating the lexical database can be accelerated by reusing the
existing lexicons when it is possible.

In this paper. we present our preliminary idea of designing and building a lexical database via
MULEX framework to support machine translation system. The implementation of MULEX uses
RDBMS technology as a tool for simplicity, extendibility and efficiency. In addition to support
muchine translation. our lexical database has several added values. Tt can be used as a regular
dictionary which provides meuning and syntax of words. MULEX also can be used as a wordbook
which provides synonvm. antonym and Il_\ypcrnym] of words.

The rest of this paper is oreanized as follows. In scetion 20 we present the existing lexical
databases and machine translation systems which are the motvations ol this research. We
introduce our preliminary dea of MULEX system in scction 3. An initial model and an
implementation of MULEX database are illustrated in section 4 and 3. respectively. The last
section sumimarizes our contribution.

2. GRMTAND ITS LEXICON

| - ) i 11
L
-~ Word SL-Word =~ Word | | accept
i Bt — =
Se; i : ~ Selecti — '
Segmentation | | Treatment . Sel cx": ion J SL Analyzer \\ /|\ S
% AT N
TL-Word //Semantic“‘\  Repair J
AL e ,_comparism’n//--"\ i &Tterate
| Treatment e o L___‘
S T |
‘ Word - _;
ALM1 _ Ordering ICE Rl

FIGURE |. GRMT Architecture

Generate and Repair Machine Translation (GRMT) was first proposed in 1996 as an
alternative and novel approach te machine translation [Narucdomkul and Cercone 1997]. It 15 a
constraint-based approach to machine transfation that focuses on accurate translation output
[Naruedomkul and Cercone 2000].  GRMT comprises three modules as shown in Iigure 1:
Analysis Lite Machine Translation (ALMT), Translation Candidate Evaluation (TCE) and Repair
and Iterate (RD. ALMT generates the translation which we call translation candidate (1'C), next

"Hypernym is the generic term used to designate a whole class of specific instances [Fellbaum 1999] Y
is a hypernym of X if X is a (kind of) Y. Forexample: bird is a hypernym of robin.
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TCE verifies the TC 1o see whether it retains the meaning of the original sentence. 11 the TC does
relain the original meaning. the TC is then redeemed as the translation. But if the TC does not
retain the original meaning, the TC will be repaired by RI. Basically, the translation process
generales the translation candidate and then repairs it when necessary.,

In the first phase of GRMT, single-directional translation, the Enghsh-Thai MT (ETMT)
system was developed to translate from English into Thai. Three types of lexicons: SL dictionary,
bi-lingual dictionary and TCE lexicon were built for this system. The SL dictionary contains
English word entries and their syntactic categories. Bilingual dictionary contains English word
entries and all of their possible corresponding words in target language together with their word
association number [Naruedomkul and Cercone 1999]. Word association number is assigned (o a
word class. Words are classified according lo their meaning and usage. TCE lexicon contains
both syntactic and semantic information of the word entries in terms of feature structure. The SL
dictionary and bilingual dictionary are represented in Prolog. TCE lexicon is encoded in using the
Attribute Logic Engine (ALE) version 3.2 Beta. ALE is an integrated phrase structure parsing and
definite clause logic programming system in which the terms are typed feature structures
[Carpenter and Penn 1999].

In the second phase of GRMT, the Thai-English MT (TEMT) system was developed. Four
types of lexicons and five templates were added to the system. The SL dictionary contains Thai
word entries and their syntactic categories. Bilingual dictionary contains Thai word entries and all
ol their possible corresponding words in English together with their word association number. The
TL dictionary contains English word entries and their syntactic calegories. TCL lexicon contains
the same information as the TCE lexicon of ETMT. Five templates include uncountable noun.
past simple form of verb, past participle form of verb, Comparative and Superlative KB.

To develop the bi-directional translation, English&Thai MT (E<TMT) system, we
integrated ETMT with TEMT. The E&TMT is able to translate back and forth between English
and Thai. After integration, some lexicons in EQTMT are redundant. We need a new lexicon
databases design (o make the system more efficient and ready for the third phase. multi-directional
translation. To re-design a lexicon databases. we have borrowed the technique used in Princton’s
WardNet [Fellbaum 1998]. EuroWordNet [Vossen 1998] and MultiWordNet [Pianta et al. 2002]
Projects to classily and relate words according to their meanings.

3. THE PRELIMINARY IDEA OF MULEX

MULEX is a mululingual lexical database system that is designed to provide a simple and
extendible environment for storing and managing lexical data that is from multiple languages. It
provides a central lexical database that stores all lexical data and makes them available for MT
systems. The primary goal of MULEX is (o support the translation process in any MT system.
MULEX can also be used as an online dictionary that can be searched lor meaning of words and
for related words via a web-based interface. In MULEX. the database is designed to be well
organized and efficiently accessed. The fundamental principle of building MULEX database is to
reuse lexical data that is stored in existing lexicons when it is possible.

Figure 2 illustrates a conceptual overview of the MULEX system which consists of the
database, the adapters, the manager and the web-based interface (WBI). The MULEX database
contains phonological. morphological, syntactic, and semantic information of words and
appropriate relations between words. The database structure is modeled according to the
requirements of MT systems. The database model design and the database creation are discussed
in the next two sections.
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MT
System /

MT
] System 2

MT
System n

Existing
Lexicon

FIGURE 2. An overview ol the MULEX system

The MULEX adapters perform all operations associaled with the extraction and conversion of
lexical data from existing lexicons. Some existing lexicons may contain lexical data that is
irrclevant o information needed for MT because they are designed for other purposes. Only
relevant lexical data is extracted from the existing lexicons. In addition to the cextraction, the
adapter may have o perform the data conversions, The data conversions are captured in the form
of mappings, which are generated when the adapter is configured. The mappings are performed via
the operations that may include simple transformations of data to prepare the data for entry into the
database. The complexity of the adapter varies between existing lexicons. ¢

The MULEX manager performs all the operations associated with the management of the data
in the database and the user gueries. It deals with two main tasks. First, it performs analysis,
Joading, reconciling and cleansing of related lexical data from the external lexicons. Second, it
supports querying from the front-end uscers and the MT systems.

The WBI provides a graphical web-based user interface to allow front-end uscrs to query and
browse the lexical data and shows it in easy-to-understand form. The user queries can be seen as
requests of scarching for word meanings and related words.

4. MULEX DATABASE MODEL

Our lexical database is designed to meel the requirements of machine translation systems.
Figure 3 outlines our lexical database model. We model the lexical database as a collection of
lexicons (e.g., Thai lexicon. English lexicon) and a lexical database schema which is a description
of the lexicons. Each lexicon contains sets of words which are organized hicrarchically according
Lo their part-of-speech.
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Lexical Database

o g

Partitioning Collection of lexicons + Lexical database schema
Criteria:
Languages
Thai English Cross-language
lexicon e lexicon . lexicon

Part-af-speech

noun others noun others

verb ' adv verb ' adv
adj adj

FIGURE 3. A hierarchy of information in lexical database

4.1 Lexicon

Each lexicon contains an ordered list of lexical entries. Fach lexical entry represents an
occurrence of word or an occurrence of relationship between words. We refer 1o an occurrence ol
word as a lexical item and an occurrence ol relationship between words as a lexical association.
The lexical items that have the same characteristics are said o be of the same lexical item tvpe.
Likewise, the Iexical associations that have the same characteristics are said to be of the same
lexical association rype.

Based on language types, a lexicon can be divided into two types: a monolingual type and a
cross-language type. The monolingual lexicons will provide information that describes lexical
items ol a particular language and their lexical associations, called inrernal associations. The
cross-language lexicons will provide information that describes relationships among lexical items
or groups of lexical items from different languages. The occurrences of such relationships are
referred Lo as the external associations.

In the monolingual lexicon, the information that describes lexical items includes a
phonological description (e.g., pronunciation), a syntactic description (e.g., part-of-speech), a
semantic description of lexical items, and sample sentences in which the lexical item is used.
Internal associations are defined upon the requirements of each language. For example, in
English, the word “ale™ 1s a past simple ol the word “eat™; hence, the IsaPastOf association is
required to represent their relationship. Such association may not occur in other languages such as
Thai.

In the cross-language lextcon, the information that describes an external association includes
an association type, an association description and a mapping between lexical items that represent
words from different languages. As in [Naruedomkul and Cercone 2000]. a hierarchical structure
is used to represent relations of association types. Fach association type has a description and an
altached unique number which is used as an important feature ol mappings between lexical items.
A part of the hicrarchical structure of association types is shown in Figure 4.
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root
1] 2 | 113
thing abstraction ......... attribute value
1 [~ concrete 1 [ act i Frame
I — living thing ]_ change 2 " sex
2 come to pass 3 E title
. humar_ 3[— interact L
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2= animal 8 [ appearance
25— watch 1 [~ size
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FIGURE 4: A sample of association type hierarchy

In our current lexical database, we create two monolingual lexicons—English lexicon and Thai
lexicon—and a cross-language lexicon to support the translation between Thai and English. We can
extend the database by including lexicons of other languages and updating cross-language lexicon
to support translations of other languages.

4.2 Lexical database schema
A lexical database schema is a description of lexical database which contains a collection of

lexicons. The term lexical schema is used to refer to a part of lexical database schema that
describes the structure of a particular lexicon which can be outlined as follows:

e Each lexicon is partitioned into several parts according to lexical item types or word category.
As shown in Figure 3, we use the part-of-speech, which is a kind of grammatical information,
to classify the type of lexical item.

e Each lexical item has two main components: word element and word concept. The word
element represents the physical existing form of word and its phonological information
whereas the word concept represents the semantic information of word.

s Some word elements may have several different word concepts. and some word concepts may
be expressed by several different word elements. Therefore, mappings between word elements
and word concepts are many-to-many. A word element is pofysemous if it can be mapped (o
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different word concepts (i.e.. it is has multiple meanings). Two or more word elements are
svnonvmous if they are mapped to the same word concept (i.e., one is a synonym of another).

e Internal associations can be represented as relations between lexical items in monolingual
lexicon. The relations between word elements are called elemental relations, and the relations
between word concepts are called conceptual relations.

e External associations are represented as relations between lexical items from different
languages. They can be viewed as mappings between lexical items from one language (o
another. They are collected and stored in the cross-language lexicon.

WordElement WordConcept

FIGURE 5: A sample of lexical schema

Figure 5 represents a lexical (subjschema of a monelingual lexicon (e.g.. English) by using
Entity-Relationship (ER) Diagram [Chen 1976], which uses rectangular boxes (o represent entity
types, diamond-shaped boxes to represent relationship types, and ovals Lo represent attributes of
entities or relationships. In Figure 5 two rectangular boxes represent a set of word clements and a
set of word concepts, respectively. Each word element has two attributes, namely the “form’
which describes the physical utterance of word, and the ‘pronunciation” which describes a kind of
phonological information. Other kinds of information (e.g., word sound) which are not shown in
the figure are attached as attributes to describe properties of word elements. Each word concept
has two attributes, namely the “gloss’ which describe the meaning of word, and the “example’
which provides sample sentences in which the word is used. Mappings between ward clements
and word concepts are represented as the “Has’ relationship whose cardinality ratio is many-to-
many as shown via the lines labeled with the *** symbols (i.c., the **’ symbol means “many’).

In Figure 5, only two elemental relations, namely ‘IsaPastof” and “IsanOppositeOf”, are
showed. Other relations can be defined upon the specification of each language. Each of those
relations takes two word forms as parameters and describes the relationships between word
clements. For example, IsaPastOf(rose, rise) indicates that the word “rose™ is a past of the word
“rise” and IsanOppositeOf(rise, fall) indicates that the word “rise™ is an opposite of the word
Bl

Unlike clemental relations, conceptual relations describe relationships between word concepts.
The *IsaKindO[ relation in Figure 5 describes class/sub-class relationship. For example, an eye
which is a sense organ is a kind of organ. The ‘IsaPartOf” relation in Figure 5 describes part-
whole relationship. For example, an eye is a parl of the whole lace.
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5. BUILDING MULEX DATABASE

Regarding our database model explained in previous section. we have preliminarily built our
large-scale lexical database. namely MULEX database. We start building the database that is
designed to meet the requirements of the Generate-and-Repair Machine Translation {(GRMT)
System [Naruedomkul and Cercone 2000] which supports multilingual translation. In order 1o
build the large-scale lexical database quickly, our fundamental principle is lo reuse lexical data
that is stored in existing available lexicons when it is possible. Currently. our lexical database
combines lexical data that is stored in the GRMT and WordNet [Felbaum 1999] Jexicons. i
contains more than one hundred thousand words.

In MULEX system, we store words and their associated information into SQL Server 2000
database. We produce a Web-based interface in order to access the database easily. We create and
develop programs that extract and convert lexical data from GRMT and WordNet lexicons and that
elficiently manage and query lexical data in the database. The extraction and conversion ol lexical
data are performed in MULEX's adapters. whereas the management and querying ol lexical data
are performed in MULEX manager.

To build the database. lexical data is extracled and converled [rom Prolog and lexicographic
files in GRMT and WordNel sources, respectively. Then, it 1s loaded into the MULEX database
by MULEX manager. Database loading is made difficull by the existence of conflicts that prevent
a straightforward completion of database. One important conflict that happens during the database
loading is missing value conllict which occurs when an attribule is required in the database but its
value is missing.  In this case, the loading is considered to be incomplete until the required
attributes, which is necessary for the trunslation process in GRMT, is carried oul.

When the database has been set up, GRMT developers can use it without modifying the
translation procedures. This Jeads to the simplicity which is one of MULEX s features. The
database can be enlarged either by using a program interface or via Prolog adapters. If the Prolog
adapters are used, the loading process is repeated.

6. CONCLUSION

MULEX i1s a multilingual lexical database system that can clficiently serve machine
translation. It provides a simple and extendible environment for storing and managing lexical dala
from dilferent languages. MULEX provides a web-based interface to enable users to search for
word meanings and related words.

We have outlined the conceptual design of a multilingual lexical dalabase that stores words
and their associated information. MULEX database consists of a collection of lexicons and a
description of database structure. It is designed to be well organized and elficiently accessed. The
fundamental principle of building MULEX database is (o reuse lexical data that is stored in
existing lexicons when it is possible.
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From: virach@tcllab.org

Sent: 15 Mg 2547 13:01

To: ak@ku.ac.th; athavisak@yahoo.com; boon@cpe.eng.kmutt.ac.th; boonserm@cp.eng.chula.ac.th; cccpt@ mucc.
mahidol.ac.th; kittipat.y@bu.ac. th; kosin.cha@kmutt.ac.th; krit.kosawat@nectec.or.th; Nisachon.T@Chula.ac.th;

nuantip.tan@kmutt.ac.th; nuttanart@cpe.eng.kmutt.ac.th; pattarachai@it.kmitl.ac.th; prasarn@ce.kmitl.ac.th; ranat

@th.ibm.com; rdk@parthenon.cs.tu.ac.th; scknr@mucc.mahidol.ac.th; surapan@siamguru.com;

thepchai@nectec.or.th; wanasanan@eng.cmu.ac.th; wanchai.r@Chula.ac.th; Watit. B@Chula.ac.th; wirote. A@Chula.ac.th

Subject: invitation for MT Summit X local committee (resend)

Dear Colleagues,

| resend the following invitation in case that you did not go over it yet. Please let me know your convenience in accepting to

be a local organizing committee.

Regards,

Virach

a
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finel The Asia-Pacific Association for Machine Translation (AAMT) Fquiu gannTumatulagdasa U AL NNTRDATHIITNR
ﬂi:mm‘jﬂu (National Institute of Information and Communications Technology) laauiaeRdaniEAansATUIns (Thai
Computational Linguistics Laboratory), Autinatulag@idnnsatinduazaasiiomeiis uazantiumaluladuiungAgsu
59 AANMTLITPNTRTINTUINLA Tade MT SUMMIT X Tusend1aduil 12-16 fuaneu 2548 o Sauiagin
MeUssguiEien1suIwngnd MT SUMMIT wWunisdssguidaanisfeatunisula nunsaapenfianes T9asaunguianig
ae . . Codd s . - Y dd . X
WReuazimunesAlsznausinge Mnaadeaiuszuy nsutla nstsziiung nsdszynsfld aaenauulauneinades Anaun
vy u Y . .
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S L 4 el e e o,
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Chair of Local Organizing Committee
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Appendix F

From: Ishizaki Shun [ishizaki@sfc.keio.ac.jp]
Sent: 23 eIl 2547 8:55
To: scknr@mucc.mahidol.ac.th

Subject: PACLING 2005 Conference Committee

Dear Prof. Kanlaya Naruedomkul

I would like to invite you to participate as a member of the conference committee of PACLING'05 which will be held in
Tokyo, Japan, in August 24-27 in 2005. | am sure that your contribution from the overseas will be significant for the success

of PACLING'05.

Let me say a few words about PACLING.
PACLING (Pacific Association for Computational LINGuistics) has grown out of the very successful Japan-Australia joint
symposia on natural language processing held in November 1989 in Melbourne, Australia and in October in lizuka, Japan

in 1991.

The first three meetings of the retitlied PACLING, a name designed to express the wider membership, took place in
Vancouver, Canada in 1993, in Brisbane, Australia in 1995, in Tokyo, Japan in 1997, in?Waterloo, Canada in 1999, in Kita-
kyushu, Japan in 2001 and in Halifax,?Canada in 2003.

PACLING'05 will be a low-profile, high-quality, workshop-oriented meeting whose aim is to promote friendly scientific
relations among Pacific Rim countries, with emphasis on interdisciplinary scientific exchange demonstrating openness
towards good research falling outside current dominant "schools of thought," and on technological transfer within the
Pacific region. The conference represents a unique forum for scientific and technological exchange, being smaller than

ACL, COLING, or Applied NLP, and also more regional with extensive representation from the Pacific.

Typically between 36-48 papers are presented at PACLING and there is time for discussion and taking in the sights. We

will have a call for papers and a web site up and running soon.

We have about 20 Japanese members for the conference committee. We are expecting of your participation in the

conference and waiting for your positive reply to this email.

Best Wishes

Shun ISHIZAKI

President, PACLING (Pacific Association for Computational LINGuistics), Prof. of Keio University, Japan
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