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Abstract 

 

 

Project Code:  TRG4580108 

 

Project Title: Generate and Repair Machine Translation 

 

Investigator: Kanlaya Naruedomkul, Faculty of Science, Mahidol University 

 

E-mail Address: scknr@mahidol.ac.th 

 

Project: Period: 1 December 2002 – 30 November 2004 

 

A new version of Generate and Repair Machine Translation (GRMT) is proposed to make 

it more suitable for developing bi-directional translation system.  Each processing module in 

GRMT including Analysis Lite Machine Translation (ALMT), Translation Candidate Evaluation 

(TCE) and Repair and Iterate (RI) was revised. 

 

The Word segmentation, which segments the input phrase/sentence into units that can 

be translated into other languages, is augmented to ALMT.  The word segmentation module 

is activated only if the input string is in the language that has no explicit word boundary 

delimiters e.g., Thai, Chinese and Japanese. The sets of English and Thai constraints were 

revised so that the constraints can be applied via ALMT whether they are SL or TL.  The 

classifier relation was re-designed for better selecting the appropriate classifier for each 

noun. A “not- head schema” is added to TCE to analyze a phrases/sentences containing 

negation.  The system is able to analyze a string, with a quantity specified by a number, and 

to recognize its value by using information automatically generated by the “number lexical 

rule” when the system is activated.  A bi-lingual dictionary is generated from the built-in SL 

and TL dictionaries once the translation is requested.  Only the information of the words in 

the input string is generated for a better performance in a larger system. 
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The English-Thai MT prototype has been implemented to illustrate the performance of 

GRMT.  The prototype has been developed and run under SWI-Prolog 5.4.  The grammars 

were developed based on Head-Driven Phrase Structure Grammar and implemented on 

Attribute Logic Engine.  The user interface was developed by using XPCE. This English-Thai 

MT system was evaluated and it performs in the way we intended.  ALMT generated a large 

number of acceptable translations (grammatically correct, correct word usage and convey 

the original meaning) without repair.  For some translations which require repairing, they are 

repaired by TCE and RI using the current HPSG based grammars and lexicons developed 

in this project.  

Keywords: machine translation, Generate and Repair Machine Translation, Head-Driven 

Phrase Structure Grammar 
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4. Field of Research  Natural Language Processing 

5. Project Grant  480,000 Baht 

6. Project Duration  2 years (1 December 2002 - 30 November 2004) 

 

7. Objectives 

 

Our primary goals are to continue the research on GRMT approach to improve its efficiency in order 

to develop bi-directional translation and to enhance multilingual translation capabilities.  Our goals also 

are to encourage others to adopt our approach as a usable tool and to produce bilingual and multilingual 

MT system prototypes. 

 

8. Why Machine translation? 

 

Country to country exchanges in trade, technologies, politics, telecommunications, etc. and 

continues to grow rapidly. Language plays a significant role in the communication process between 

nations. In order to understand what is communicated, it is necessary to understand the language used 

in the communication process, its nuances and subtleties. Hence, machine translation (MT) assumes 

importance in order to facilitate this communication process from one language into another. When 

exchanges become more globalized, the requirement for machine translation (or machine aided 

translation) increases.   

 

In multilingual countries the need for translation exists apart from increasingly globalized 

communications, e.g., in Canada (French-English), Switzerland (German, Italian, French, Swiss), India 

(32 official languages), etc. Translation enables people to express themselves in the way in which they 

wish to express themselves and to obtain the type of information they desire. Choice of language for 

communication and other aspects is important in order for people to retain and enhance distinctive 

cultures and distinctive ways of thinking. Language loss should matter to everyone. 

 

The advance in computer technologies and the explosive growth of the World Wide Web have 

brought people closer together.  Multlingual text has reached nearly to everyone with a computer.  

Information is readily accessible in growing numbers of languages. Machine translation has been 

integrated into man-machine communication systems which include electronic mail, information retrieval 

and the internet.  The demand for machine translation systems has, therefore, undoubtedly increased. 
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For over a half century, MT research has drawn attention from people in different fields: cognitive 

psychology, linguistics, philosophy, cultural studies, computer science, computational linguistics. Several 

paradigms have developed including Generate and Repair Machine Translation (GRMT) [Naruedomkul 

and Cercone 2000].  GRMT is a constraint-based approach to MT that focuses on accurate translation 

output.  GRMT is designed to be highly modular and extendible which enables it to have a great potential 

for a multilingual MT system.  GRMT is applied in developing the English-Thai translation system.  The 

developed English-Thai translation system generates acceptable translations (grammatically correct, 

correct word usage and convey the original meaning) for the sentences in the test corpus, some with 

repair and some without repair.  However, a few translation sentences face with the problems of adding 

linking words and classifiers in Thai. 

 

It is for these reasons that we decide to further study GRMT approach to improve the translation 

process, to strengthen its efficiency and make it attractive to a multilingual MT system. 

 

Successful results from this research should prove beneficial to machine translation studies currently 

underway around the world.  GRMT’s application should minimize the language barrier in communication 

between anyone who speaks different languages. 

 

9. Research Methodologies 

 

 To fulfill our objectives, the study is divided into 4 phases.  However, sponsorship is initially 

requested to carry out the first and the second phases of the project. 

 

Phase 1 -- Revise and improve the efficiency and performance of GRMT 

 

9.1 Revise each processing module in GRMT including Analysis Lite Machine Translation, 

Translation Candidate Evaluation and Repair and Iterate. 

9.2 Study on constraints used in word treatment and word addition modules for source and target 

languages respectively.  For example, to find out when and which connecting word, plurality 

indicator or classifier (in Thai) is required, when and which preposition (in English) is required. 

9.3 Explore semantic representation of some language structures, e.g., structure containing logical 

connection or negation. 

9.4 Re-design the knowledge-bases e.g., dictionaries, grammars and lexicons to satisfy 

requirements for larger systems. 
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9.5 Evaluate GRMT by examining the developed English-Thai MT prototype.  This prototype will be 

developed and run under SWI-Prolog.  The grammars will be developed based on Head-Driven 

Phrase Structure Grammar [Pollard and Sag 1987; Pollard and Sag 1994] and implemented on 

Attribute Logic Engine [Carpenter and Penn 1999].  The user interface will be developed by 

using XPCE. 

 

Timing 

It is expected to take 12 months to complete this phase. 

 

Phase 2 -- Develop a bi-directional translation system based on GRMT approach 

 

9.6 Design and develop all necessary knowledge-bases required in a bi-directional translation 

system including: 

� sets of constraints which are specific to resolve the syntactic differences between the 

source and the target languages. 

� a SL dictionary to be used together with a set of constraints to refine the scope of the 

translation choices. 

� a bilingual dictionary to be used in relating SL and TL. 

9.7 Classify words into appropriate categories. 

9.8 Develop a semantic relationship between words based on word classification to be used in 

selecting an appropriate translation for each input word. 

9.9 Develop the ordering rules.  These rules are based on the syntactic structure difference 

between the SL and TL. 

9.10 Design and developing the parsers for SL and TL.  The grammars used are developed based 

on Head-Driven Phrase Structure Grammar, and implemented on Attribute Logic Engine. 

9.11 Develop an English � Thai MT prototype.  This prototype will be developed and run under SWI-

Prolog. The user interface will be developed by using XPCE. 

9.12 Test and evaluate. 

 
Timing 

It is expected to take 12 months to complete this phase. 
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10. Plan of Activities and Expected Output 

 

 Activity 1 2 3 4 5 6 7 8 9 10 11 12 

 9.1             

 9.2             

Phase 1 9.3             

 9.4               

 9.5             

Month 
Phase 

 Activity 13 14 15 16 17 18 19 20 21 22 23 24 

 9.6             

 9.7             

 9.8             

Phase 2 9.9             

 9.10             

 9.11             

 9.12             

Phase 
Month 
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Phase 1 -- Revise and improve the efficiency and performance of GRMT 

 

� Revise each processing module in GRMT including Analysis Lite Machine Translation, Translation 

Candidate Evaluation and Repair and Iterate. 

 

1. GRMT: The 3-step translation process 

 

GRMT comprises three modules as shown in Figure 1: Analysis Lite Machine Translation (ALMT), 

Translation Candidate Evaluation (TCE) and Repair and Iterate (RI).  ALMT generates the translation 

which we call translation candidate (TC), next TCE verifies the TC to see whether it retains the meaning of 

the original sentence.  If the TC does retain the original meaning, the TC is then redeemed as the 

translation.  If the TC does not retain the original meaning, the TC will then be repaired by RI.  Basically, 

the translation process generates the translation candidate and then repairs it when necessary.  

 

TC

Semantic
 comparison

TC Analyzer

SL Analyzer

ALMT TCE

Repair
&Iterate

RI

Word
Selection

SL-Word
Treatment

Word
Segmentation

TL-Word
Treatment

Word
Ordering

SL TL

not accept

accept

 
Figure 1 GRMT architecture 

 

1.1. Analysis Lite Machine Translation 

 

Analysis Lite Machine Translation (ALMT) was re-designed to generate an appropriate translation 

candidate from the source language.  ALMT performs generation in five phases: word segmentation, 

SL_word treatment, word selection, TL_word treatment and word ordering. 

 

Word segmentation segments the input (string) sentence into units that can be translated into other 

languages.  The word segmentation module is activated only if the input string is in the language that has 

no explicit word boundary delimiters e.g., Thai, Chinese and Japanese.  Inappropriate segmentations 

can lead to a wrong translation result. In this research, we have developed the Thai Word Segmentation 

algorithm which we call Thai Word Segmentation for Accurate Translation (TSAT).  TSAT performs the 

segmentation in two phases: Word boundary tagging and Word boundary selection.   Word boundary 
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tagging is to find all possible word boundaries while word boundary selection is to find the most 

appropriate word boundary.  

 

SL_word Treatment is composed of two steps: source language constraints application and dictionary 

look-up. The SL constraints are applied to narrow the scope of possible TL words that correspond to 

each SL word.  Dictionary look-up maps all corresponding words in the TL to each SL word.   

 

SL constraints are characteristics of the SL which differ from those of the TL.  Some constraints, e.g., 

plurality, continuous tense, passive voice, adjective and negation are considered in the English �Thai 

translation system.  

 

Word selection selects the most appropriate word if there is more than one possible meaning.  The 

selection process is performed by considering the semantic relationship between words.  This semantic 

relationship is based on the Word Association number (WordAsso).  WordAsso number is assigned to a 

word class.  We classify words according to their meaning and usage.  The first meaning appearing on 

the list of meanings of each word is selected in the case where the semantic relationship fails.  

  

TL_word treatment adds (back) any syntactic information which was removed previously in the SL_word 

treatment module into the string in the form of the TL to maintain the meaning of the original sentence.  

This process is performed by applying the TL constraints.  Syntactic differences between the TL and 

correct SL constructs are guided by application of TL constraints.   

 

Word ordering rearranges all selected words in the TL grammatical order to complete the sentence in the 

TL by consulting the ordering rules. These ordering rules are generated from the syntactic level 

differences between languages.  The structure of the SL which is similar to that of the TL remains the 

same, only the sentence fragments that are different will be rearranged into the grammatical order of the 

TL.   

 

1.2. Translation Candidate Evaluation 

 

Translation Candidate Evaluation (TCE) verifies the accuracy and correctness of the TC in terms of 

both syntax and semantics.  TCE performs the verification in two phases: SL-TL Analyzer and semantic 

comparison. 
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SL-TL Analyzer performs the evaluation in two steps: Parsing and Semantic Extraction.  Parsing parses 

both the TC and the SL in parallel to examine their syntax and semantics.  Semantic Extraction extracts 

semantic information of each parse.  Only their semantic results are considered since there are syntactic 

level differences between languages.   

 

In our English �Thai translation system, we have developed grammars for English and Thai based on 

Head-Driven Phrase Structure Grammar [Pollard and Sag 1994]. The grammars we developed have been 

implemented using the Attribute Logic Engine (ALE) version 3.2 Beta.  ALE is an integrated phrase 

structure parsing and definite clause logic programming system in which the terms are typed feature 

structures [Carpenter and Penn 1999]. 

 

Semantic Comparison cross-examines the meaning of the TC with that of the SL once semantic 

information of the SL and the TC are extracted successfully. If their semantic results are the same, that TC 

will be deemed an acceptable translation.  Otherwise, TCE will report the differences to the next phase, 

RI, for further corrections.   

 

1.3. Repair and Iterate 

 

Repair and Iterate (RI) uses the information provided by TCE to repair the TC if the semantics of the 

TC is different from that of the SL.   TCE identifies the different parts and RI determines whether that part 

should be removed and/or replaced.  The differences might result from the word selection or word 

ordering process.  Therefore, during the repair process, RI may request a re-segmentation, re-selection 

or re-ordering process if necessary.   

 

In the case that the different part is removed and/or replaced, the transitional TC will be put through 

the word ordering module to have its syntax revised. Once the revision is completed, the repaired TC is 

returned to TCE for re-evaluation. 
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� Study on constraints used in word treatment and word addition modules for source and target 

languages respectively.  For example, to find out when and which connecting word, plurality 

indicator or classifier (in Thai) is required, when and which preposition (in English) is required. 

 

Constraint Application in English � Thai Translation 

 

The set of constraints in Table 1 are applied via ALMT to simplify the structure of the English input 

sentence and to refine the scope of translation choices of each input (English) word.  The second column 

shows the input/output of the constraint application process. 

 
Table 1: Some SL (English) Constraints 

 

SL-Constraints Descriptions Examples 
Plurality noun_(e)s � noun + plural The books … �The book+ plural 
Continuous tense V to be + V-ing � ing + V I am swimming � I + ing + swim 
Passive voice be + V3 � passive + V He was arrested � He + passive +  

arrest 
Adjective  V to be + adj � adj I am glad � I + glad 
Negative V to do + not + V � not + V He does not eat � He + not + eat 

 

The set of constraints in Table 2 are applied via ALMT to complete the syntax of the translation 

language.  Again, the second column shows the input/output of the constraint application process. 

 

Table 2: Some TL (Thai) Constraints 

 

SL-Constraints Descriptions Examples 
Continuous tense V + ing �  �%���& + V ]�	+ ing + �0��	+%� �  ]�	 + �%���& + �0��	+%� 
Passive voice passive + V � V�� + V ��� + passive + ��$ � ��� + V�� + ��$ 

 

When translating from English into Thai, GRMT begins the process by applying the SL (English) 

constraint.  Some inflections which are removed from the input string, their corresponding features will be 

added to preserve their semantics.  For example, once “-ing” is removed from the word “swimming”, the 

feature “-ing” will be added to preserve their “continuous tense”.  The SL Constraint output is put through 

the Word Selection Module and all the selected words are forwarded to the TL-word treatment module. In 

the TL-word treatment module, the morphological and syntactic characteristics of the SL which are 

removed in the SL constraint application step will be replaced with the appropriate corresponding words 

by applying the TL (Thai) constraint application.  For example, the features “-ing” is replaced by the word 

“�%���&”. The feature “�%���&” indicates that the event is being carried on at the moment.   
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In the case that the SL (English) contains words expressing a quantity of countable nouns, e.g., 

“many”, “some” or numbers, classifiers are required in its translation. In Thai, a classifier indicates the unit 

of a noun, each countable noun relates to a specific classifier.  Therefore, the classifier relation was 

designed in the form of WordAsso numbers to be used to select the appropriate classifier for each noun 

in TL-word treatment module. 

 

A noun and its classifier were stipulated by the Thai Royal Institute.  To date, there are approximately 

3000 different classifiers [The Thai Royal Institute 1995].  From our studies, we classified the classifiers 

into classes as shown in Table 3.  With this classification together with the specification of the Thai Royal 

Institute, we then developed the relation between nouns and their classifiers, some examples are 

illustrated in Figure 2. The noun with the WordAsso number in the first argument is compatible with a 

classifier with a WordAsso number shown in the second argument. 

 

Table 3 A small fraction of classifier classes 

 

Class Sample Word 
2-4-2 Classifier  

2-4-2-1 Classifier of object  
2-4-2-1-1 Classifier of living thing  

2-4-2-1-1-1 Classifier of human �	 
2-4-2-1-1-2 Classifier of animal ��� 
2-4-2-1-1-3 Classifier of plant  ��	 

2-4-2-1-2 Classifier of non-living thing  
2-4-2-1-2-1 Classifier of tool '�	 
2-4-2-1-2-2 Classifier of room #�'& 
2-4-2-1-2-3 Classifier of external body part �� #�� �?' 
2-4-2-1-2-5 Classifier of root vegie #�� 

2-4-2-2 Classifier of collection H	�� ,!��=� 
2-4-2-2-1 Classifier of human ���0� 
2-4-2-2-2 Classifier of animal ��& 

2-4-2-3 Classifier of time period day ��	 hour H�����& 
2-4-2-5 Classifier of frequency �!�+& 

 

Example 1 illustrates how to select the appropriate classifiers for the words woman, cat and hen.  

The selected words in Thai corresponding to the words woman, cat and hen in this example are shown in 

the second column of Table 4.  The indefinite determiners a and an in this expression, corresponding to 

the word #	K�& in Thai, indicate the need for classifiers for the words ���#��&, <�� and /�0 respectively. The 

word ���#��& belongs to the class Female (1-1-1-1-1-2), a subclass of Human (1-1-1-1). A noun which 
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belongs to the class 1-1-1-1 is compatible with a classifier with the WordAsso number 2-4-2-1-1-1 based 

on the classifier relation illustrated in Figure 2.  Therefore, the classifier �	 with 2-4-2-1-1-1 in Table 3 is 

selected for the word ���#��&. 

 

 
clf_rel(‘1-1-1-1’,[[wasso(‘�	’,[‘2-4-2-1-1-1’])]]). 
clf_rel(‘1-1-1-2’,[[wasso(‘���’,[‘2-4-2-1-1-2’])]]). 
clf_rel(‘1-1-2-1-6-1’,[[wasso(‘<#0&’,[‘2-4-2-1-2-2’])]]). 
clf_rel(‘2-4-3-1-2’,[[wasso(‘��	’,[‘2-4-2-3’])]]). 
clf_rel(‘1-1-2-1-1-2-2’,[[wasso(‘#��&’,[‘2-4-2-1-2-10’])]]). 

 

 

 

 

 

Figure 2 Examples of classifier relations. 

 

Table 4. The selected words in Thai for the words woman, cat and hen 

 

Example 1: An old woman lived in the cottage, with a fat black cat and a plump brown hen. 

 

English Selected Word in Thai WordAsso Class Classifier 
woman ���#��& 1-1-1-1-1-2 Female �	 
cottage �!��0'� 1-1-2-1-1-2-2 Housing #��& 
cat <�� 1-1-1-2-1-1 Mammal ��� 
hen /�0 1-1-1-2-1-2-2. Fowl ��� 

 

 

The words <�� (cat) and /�0 (hen) belong to the classes mammal (1-1-1-2-1-1) and fowl (1-1-1-2-1-2-

2) respectively.  Both classes are subclasses of animal (1-1-1-2).  Since a noun with the WordAsso 

number 1-1-1-2 relates to a classifier with 2-4-2-1-1-2 according to the classifier relation shown in Figure 

2, the classifier ���  with 2-4-2-1-1-2 is selected for the words <�� (cat) and /�0 (hen).  

 

The definite determiner the corresponding to the word 	�+	 in Thai indicates the need for a classifier 

for the word �!��0'� (cottage). The word �!��0'� belongs to the class Housing (1-1-2-1-1-2-2) which is 

compatible with a classifier with the WordAsso number 2-4-2-1-2-10 based on the classifier relation 

illustrated in Figure 2.  Therefore, the classifier #��& with the WordAsso 2-4-2-1-2-10 is selected for the 

word �!��0'�. 

 

Further researches on connecting words and prepositions are still required before we are able to 

make any conclusion. 
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� Explore semantic representation of some language structures, e.g., structure containing logical 

connection or negation. 

 

To analyze the phrases/sentences containing negation, the “not- head schema” (Figure 3) is 

required.  This schema combines negation “/�0 (not)” and verb.  

              

Figure 3 not- head schema 

 

 
              PHON     X                   PHON   X      �    (X1, X2, X3, X) 

              CATE       HEAD adj                                    CATE HEAD adj 

 MOD (NP) MOD (NP, pl) 

               

 CONT number CONT number 

                               UTHOUSAND no UTHOUSAND X1 

                                UHUNDRED no UHUNDRED X2  

                                UTEN     no UTEN X3 

                                UNIT     X UNIT X 

 
 

Figure 4 Number lexical rule (X, X1, X2, X3 � {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}) 

 

 The lexicon used in analyzing English and Thai phrases/sentences in TCE module contains English 

and Thai words together with their syntax and semantic information.   To make the system to be able to 
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parse a string with a quantity specified by a number (e.g., 5 ducks, 50 ducks) and to distinguish one 

number from others (e.g., distinguish 5 from 50), the syntax and semantic information of each number is 

required.  However, storing all numbers and their information in TCE lexicon is space consuming.   

Therefore, only ten digit number 0, 1, … , 9 are included in the lexicon.  The system will generate 

numbers from 10-9999 by the “number lexical rule” (Figure 4) when the system is activated. 

 

The semantic representation of the structure containing logical connection “and” and “or” is under 

study still. 
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� Re-design the knowledge-bases e.g., dictionaries, grammars and lexicons to satisfy requirements for 

larger systems. 

 

In the previous version of GRMT, four types of lexicons: SL dictionary, bi-lingual dictionary, TL 

dictionary and TCE lexicon were built for the system.  The SL dictionary contains English word entries and 

their syntactic categories.  Bilingual dictionary contains English word entries and all of their possible 

corresponding words in target language together with their word association number [Naruedomkul and 

Cercone, 1999].  Word association number is assigned to a word class.  Words are classified according 

to their meaning and usage. TL dictionary contains Thai word entries and their syntactic categories. TCE 

lexicon contains both syntactic and semantic information of the word entries in terms of feature structure.  

The SL, TL and bilingual dictionaries are represented in Prolog.  TCE lexicon is encoded using the 

Attribute Logic Engine (ALE) version 3.2 beta.  ALE is an integrated phrase structure parsing and definite 

clause logic programming system in which the terms are typed feature structures [Carpenter and Penn 

1999]. 

 

In a current version of GRMT, SL dictionary, TL dictionary and TCE lexicon were built for the system. 

A bi-lingual dictionary will be generated once the system is activated.  For a better performance in a 

larger system, only the information of the words in the input string is generated.  For example, to translate 

the input string in Example 1, a bi-lingual containing 16 words (an, old, woman, live, in the, cottage, with, 

a, fat, black, cat, and, plump, brown, hen) is generated to be used in the translation process. 
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� Evaluate GRMT by examining the developed English-Thai MT prototype.  This prototype will be 

developed and run under SWI-Prolog.  The grammars will be developed based on Head-Driven 

Phrase Structure Grammar [Pollard and Sag 1987], [Pollard and Sag 1994] and implemented on 

Attribute Logic Engine [Carpenter and Penn 1999].  The user interface will be developed by using 

XPCE. 

 

The English-Thai MT prototype has been developed and run under SWI-Prolog.  The grammars 

were developed based on Head-Driven Phrase Structure Grammar [Pollard and Sag 1987], [Pollard and 

Sag 1994] and implemented on Attribute Logic Engine [Carpenter and Penn 1999].  The user interface 

was developed by using XPCE. 

 

This English-Thai MT system was evaluated and it performs in the way we intended.  ALMT 

generated a number of acceptable translations (grammatically correct, correct word usage and convey 

the original meaning) without repair.  TCE and RI improved a few sentences using the current our HPSG 

based grammars and lexicons.  
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Phase 2 -- Develop a bi-directional translation system based on GRMT approach 

 

� Design and develop all necessary knowledge-bases required in a bi-directional English-Thai 

translation system including: 

1. Sets of constraints which are specific to resolve the syntactic differences between English and 

Thai. 

2. English and Thai dictionaries to be used together with a set of constraints to refine the scope of 

the translation choices and to complete the syntax of translation. 

3. TCE lexicon for the parser in the evaluation process. 

 

� Classify words in the developed dictionaries into appropriate categories for being used in word 

selection and classifier selection processes. 

 

� Develop a semantic relationship between words based on word classification to be used in selecting 

an appropriate translation for each input word. 

 

� Develop the ordering rules.  These rules are based on the syntactic structure difference between the 

English and Thai. 

 

� Design and developing the parsers for SL and TL.  The grammars used are developed based on 

Head-Driven Phrase Structure Grammar, and implemented on Attribute Logic Engine. 

 

� Develop an English � Thai MT prototype.  This prototype is developed and run under SWI-Prolog 

5.4. The user interface is developed by using XPCE. 

 

� Test and evaluate. 
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Discussion 

 

The central theme of this research is to rework on GRMT approach to improve its efficiency in order 

to develop bi-directional translation.  GRMT has endured remarkably well, including the translation 

process and translation’s accuracy ensuring.   

 

GRMT comprises three modules: Analysis Lite Machine Translation (ALMT), Translation Candidate 

Evaluation (TCE), and Repair and Iterate (RI).  The first phase, ALMT, generates translation candidates 

for the source language without performing any sophisticated analysis. This process ensures that the 

translation candidate can be generated quickly and simply. Next, TCE, the second phase analyzes the 

generated TC to determine accuracy of the translation. Then, RI, the third phase repairs the generated 

TC until repair is no longer necessary.  The TCE and RI stages ensure the accuracy of the translation 

result.  

 

We revised some parts of GRMT to support the need of bi-directional translation.  In the previous 

version, there are four phases in ALMT: SL_word treatment, word selection, TL_word treatment and word 

ordering.  In this version, the Word segmentation, which segments the input phrase/sentence into units 

that can be translated into other languages, is augmented.  The word segmentation module is activated 

only if the input string is in the language that has no explicit word boundary delimiters e.g., Thai, Chinese 

and Japanese. 

 

The sets of English and Thai constraints were revised so that it can be applied via ALMT to simplify 

the structure of the input sentence and to refine the scope of translation choices of each input word when 

English is a source language. The same set of constraints can also be applied to complete the syntax of 

the translation language when English is a target language (TL).  The set of Thai constraints was revised 

for the same purpose as well.  Another significant part of completing the syntax of TL is to select the most 

appropriate classifier for each noun when TL is Thai and its SL contains words expressing a quantity of 

countable nouns.  Therefore, the classifier relation was re-worked to provide a better selection. 

 

Translation Candidate Evaluation (TCE) was revised to provide more coverage. A “not- head 

schema” is added to analyze the phrases/sentences containing negation.  The syntax and semantic 

information of each number is required for parsing a string with a quantity specified by a number and to 

distinguish one number from others. 
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To reduce the storage space, the TCE lexicon includes only ten digit number 0, 1, … , 9.  The 

numbers from 10- 9999 will be automatically generated by the “number lexical rule” when the system is 

activated.  A bi-lingual dictionary will be generated from the built-in SL and TL dictionaries once the 

system is activated.  Only the information of the words in the input string is generated, for a better 

performance in a larger system. 

 

We have proved the idea of GRMT by constructing the English-Thai MT system. The English-Thai MT 

system translates isolated sentences (sentence by sentence). This English-Thai translation system has 

been developed and run under SWI-Prolog 5.4.  The English and Thai grammars have been developed 

based on the Head-Driven Phrase Structure Grammar formalism [Pollard and Sag 1987; Pollard and Sag 

1994] and implemented on the Attribute Logic Engine (ALE) [Carpenter and Penn 1999]. The user 

interface was developed by using XPCE. 

 

This English-Thai MT system was evaluated and it performs in the way we intended.  ALMT 

generated a number of acceptable translations (grammatically correct, correct word usage and convey 

the original meaning) without repair.  TCE and RI improved a few sentences using the current our HPSG 

based grammars and lexicons.  

 

I believe the results of this research will contribute to current attempts to develop accurate and 

reliable bi-directional machine translation systems and to produce quality translations from one language 

to another.  This accurate and reliable translation methodology should enhance the effectiveness of 

communication among people.  Nevertheless, I hope to have shown that pursuing further research in this 

direction is a worthwhile aim, and one likely to result in commercial machine translation systems in the not 

too distant future. 
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Related Activities 

 

June 24, 2003 I was invited to give a presentation on “Machine Translation” for the Ph.D. 

students at the Institute for Innovation and Development of Learning Process., 

Mahidol University (see Appendix D). 

 

December 18, 2003 Prof. Nick Cercone, Dr. Booncharoen Sirinaovakul and I set up the seminar on 

Machine Translation during 15-16 March 2004. 

 

September 15, 2004 I was invited to be a local organizing committee of MT SUMMIT X which will be 

held at Phuket, Thailand in September 2005 (see Appendix E). 

 

September 15, 2004 I was invited to be a conference committee of PACLING'05 which will be held in 

Tokyo, Japan in August 2005 (see Appendix F). 

 

Research Achievements  

 

1. An improved GRMT approach. 

2. English-Thai MT system prototype (see Appendix A for User’s guide).  

3. Two research papers:   

3.1. Nuntadilok, J. Naruedomkul, K. and N. Cercone. (2003) Thai Word Segmentation For Accurate 

Translation In Proceedings of the Conference Pacific Association for Computational linguistics 

(PACLING’03), Halifax, Nova Scotia, Canada, p 97-107 (see appendix B). 

3.2. Pluempitiwiriyawej, C., Naruedomkul, K. And N. Cercone. (2003) Towards Mulex – A Multilingual 

Lexical Database System For Machine Translation In Proceedings Of The Conference Pacific 

Association For Computational Linguistics (Pacling’03), Halifax, Nova Scotia, Canada, p 181-189 

(see appendix C). 

4. One journal paper (submitted). 

 

Expected Benefits 

 

� The research result should prove beneficial to researches in MT. 

� It could be used for Artificial Intelligence course. 

� GRMT’s applications should minimize the language barrier in communication between anyone 

who speaks different languages. 

� With further study, it could lead to the machine translation system for a commercial use. 
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Appendix A 

GRMT User’s Guide 

 

1. How to run GRMT 

� Double click on “GRMT.exe” icon             to activate the translation program as illustrated in Figure 

A1. 

 

 

1

3

2

4

5

 

Figure A1 GRMT 

 

# Item Description 

1 Source Language panel Panel for input phrase/sentence (Source Language: SL).  

2 Target Language panel Display a translation output (Target Language: TL).  

3 Parse panel Display both parses of input and output. 

4 Repair panel Display corrected TL (if any). 

5 Activity Buttons  Button to control the activity. 

 

2. How to translate? 

� Type English/Thai input in           . 1
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� Click     to translate from English into Thai. Click     to translate from Thai into 

English. 

� The translation will be displayed in          . 

 

2

3. How to verify? 

 

� Once the translation output appears in          , click    to verify TL. 2

� The verification result will be displayed in            . 

 

3

4. How to repair? 

� If the verification result shows any incorrect part, click    to repair the translation. 

� The repaired translation will be displayed in          . 

 

4

5. How to auto-repair? 

� Once the translation output appears in          , click   to directly go to the repair 

process without displaying the verification result. 

2

� The repaired translation will be displayed in          . 

 

 

 

 

 

 

 

 

 

 

 

 

4
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6. Input Example 

 

6.1 Translate “A mother duck hatches an egg”. 

� Type “A mother duck hatches an egg”.  

� Click    . 

� Click    , the translation result is illustrated in Figure A2. 

 

 
 

Figure A2 Translate and verify the input sentence: “A mother duck hatches an egg”. 

  

6.2 Verify the translation pairs in Figure A3.  (To demonstrate the repair ability of GRMT, we replaced 

the word “!�&” in the translation string in          with the word “�!��0'�” to make GRMT generate an 

incorrect translation.)  

2

� Click    . 

� Click    , the translation result is illustrated in Figure A4. 

 

6.3 Repair the translation pairs in Figure A3.   

� Click    , the translation result is shown in Figure A5. 
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Figure A3 Translation of “A mother duck hatches an egg”. 

 

 

 
 

Figure A4 Translation of “A mother duck hatches an egg”, its verification and repaired translation. 
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Figure A5  Translation of “A mother duck hatches an egg” and its repaired translation. 
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Appendix B 
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Appendix C 
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Appendix D 
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Appendix E 
 

From: virach@tcllab.org 

Sent: 15 ������� 2547 13:01 

To: ak@ku.ac.th; athavisak@yahoo.com; boon@cpe.eng.kmutt.ac.th; boonserm@cp.eng.chula.ac.th; cccpt@ mucc. 

mahidol.ac.th; kittipat.y@bu.ac. th; kosin.cha@kmutt.ac.th; krit.kosawat@nectec.or.th; Nisachon.T@Chula.ac.th; 

nuantip.tan@kmutt.ac.th; nuttanart@cpe.eng.kmutt.ac.th; pattarachai@it.kmitl.ac.th; prasarn@ce.kmitl.ac.th; ranat 

@th.ibm.com; rdk@parthenon.cs.tu.ac.th; scknr@mucc.mahidol.ac.th; surapan@siamguru.com;  

thepchai@nectec.or.th; wanasanan@eng.cmu.ac.th; wanchai.r@Chula.ac.th; Watit.B@Chula.ac.th; wirote.A@Chula.ac.th

 

Subject: invitation for MT Summit X local committee (resend) 

 

Dear Colleagues, 

 

I resend the following invitation in case that you did not go over it yet. Please let me know your convenience in accepting to 

be a local organizing committee. 

 

Regards, 

 

Virach 

----------------------------------------- 

��	�� 
����
�
��������� 

 

���� The Asia-Pacific Association for Machine Translation (AAMT) ������� �������
������	������
��������!"#����$��%�&� 

'���
�*	"'�+� (National Institute of Information and Communications Technology) ���$������/��6�<����&�=�>���� (Thai 

Computational Linguistics Laboratory), �
��=�
������	#���?�
�#����=����#�E���&#�=�$��%�&� ����������
������	����%�&������

G� /�����'��%���%����%��������%�&� $��H�# MT SUMMIT X J���$�������
	" 12-16 ������� 2548 � /��$���6
��?& 

���'��%���%����%��������%�&� MT SUMMIT �'O����'��%���%����%������	"���������'� 6�<������#�E���&#�= QY"���#������Y����

��/�����E����#��='���#�&���Z 
	"��	"��H�#�������� ����'� ���'�������� ���'�����&=J%� &�#�/�������
	"��	"��H�#� /��HY[�
��Z 

2 '\ ��� ���[��	[�'O����[�
	" 10 ��� �'O����[����
	"/�/��HY[�
	"'���
�]
� 

����
�/��J���H#��	���%�*
���QY"��'O��
�
	"�	�����
� �����%	"��%�* ���'��������=��	"��H�#���� �����/�����E������������'�6�<�

�����#�E���&#�= �����'O� Program Committee �E!"#����E�/�����������
������������
	"
���������E!"#�>����#J����'��%��
	"/�

/��HY[� &�#�/������������'��%����E��G=���/�����'��%����%������������J$��E��$�����"�HY[����� 

 

/Y���	�����E!"#E�/����&#���� ���H#H#����#�����
�
	"
��������������/�����'��%����%���� MT SUMMIT X 

  

H#������������!# 

����% �������[>�����% 

$������/��6�<����&�=�>���� 

Chair of Local Organizing Committee 
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Appendix F 

From: Ishizaki Shun [ishizaki@sfc.keio.ac.jp] 

Sent: 23 ������� 2547 8:55 

To: scknr@mucc.mahidol.ac.th 

Subject: PACLING 2005 Conference Committee 

 

Dear Prof. Kanlaya Naruedomkul 

 

I would like to invite you to participate as a member of the conference committee of PACLING'05 which will be held in 

Tokyo, Japan, in August 24-27 in 2005. I am sure that your contribution from the overseas will be significant for the success 

of PACLING'05.  

 

Let me say a few words about PACLING. 

PACLING (Pacific Association for Computational LINGuistics) has grown out of the very successful Japan-Australia joint 

symposia on natural language processing held in November 1989 in Melbourne, Australia and in October in Iizuka, Japan 

in 1991. 

 

The first three meetings of the retitled PACLING, a name designed to express the wider membership, took place in 

Vancouver, Canada in 1993, in Brisbane, Australia in 1995, in Tokyo, Japan in 1997, in?Waterloo, Canada in 1999, in Kita-

kyushu, Japan in 2001 and in Halifax,?Canada in 2003. 

 

PACLING'05 will be a low-profile, high-quality, workshop-oriented meeting whose aim is to promote friendly scientific 

relations among Pacific Rim countries, with emphasis on interdisciplinary scientific exchange demonstrating openness 

towards good research falling outside current dominant "schools of thought," and on technological transfer within the 

Pacific region. The conference represents a unique forum for scientific and technological exchange, being smaller than 

ACL, COLING, or Applied NLP, and also more regional with extensive representation from the Pacific. 

 

Typically between 36-48 papers are presented at PACLING and there is time for discussion and taking in the sights. We 

will have a call for papers and a web site up and running soon. 

 

We have about 20 Japanese members for the conference committee. We are expecting of your participation in the 

conference and waiting for your positive reply to this email. 

 

Best Wishes 

 

Shun ISHIZAKI 

President, PACLING (Pacific Association for Computational LINGuistics), Prof. of Keio University, Japan 
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