L

\\
=
i

ol
v
§

o
W
L

swanddaatvanysol

o U A Y a aan J
iﬂ‘Nﬂ]‘i ummmm‘mawmmmimaqaﬁﬂmzaﬁﬂm% oy E)‘L!‘UIE) Naf1IaNI

Y 5 v b
AreuANMazNamansluanavedlessularizvinalvaiaziszggalui

] 4 a 4 4
Tag é%')ﬁlﬁWﬁﬁiﬁﬂiﬂ AT.FUNIY NOYAYINTYNWIA

1A 2554



oy uavi TRG5280015

swaIdeaiTuanysol

o v A 3 a aaa d
Iﬂi\‘lfﬂ‘i l!‘]J‘]J"l]1@0\‘]7]1\‘]1/‘!@'3?1!‘]5\‘1111!ﬁi}ﬁﬁi?ﬂﬁ%!ﬁﬂﬂ?% oy E)‘H‘lii?) Naf1IaNI

Y 5 v b
AreuANMazNamansluanavedlessularzvinalvaiaziszygalui

ARRLY dafia
] 4 a

4 4 a a J
é}‘]ﬂﬂﬁ1ﬁ§li'ﬁ]ﬁﬁl AT.FUNIY NOAYINTYNWIA ﬂ?ﬂ’J“]ﬂLﬂﬁ AUSINYIATNT

winanedoma Tulagnszreundisuys

atiuayu Tagd 1ninUNeINUATIALUNITINY

< Y . to o <
(anuiulusrenuiiluvesdive ane. uag ana. lusuiludeunudieans'lyl)



paanssudszmea

A o { 4 4 @
AU veuNTEAMD1156NUTNYT MAAT19130 AT quall WIsHUBIT LAZ Prof,
. A Yo = o [ = ) 3 v o dy
Dr. Bernd Michael Rode Wiﬁﬂ'lﬂﬁﬂ‘]&l”l'ﬂﬂﬂﬁ\‘]ﬂﬂ!ﬂ”l 50 uUM I UM N Tﬂﬁ\iﬂ'ﬁu
' o o v & '
llll@'lﬂ?ﬂﬁEﬂa\‘lllﬂ?ﬂﬂﬂﬁ'lﬁﬂ']ﬂf)']ﬂWiEWNﬁﬂﬁvnu
ya o Y 4 XY J A J A 4 o a =
HIVYUDUD LAY WFIYAITATIVITY AT.1IANU IFTNANIU 21915015291 IV NAN
a 4 4 a o Aq ¥ 1 A av Y- dyd [
AUSINYIANAAT JWIINTUNNIINGIRY ‘VIGlWﬂ'JTJJ3'31]1]@11!\‘]’]1!3ﬂﬂﬂ?ﬂiﬂiﬂﬁ\‘]ﬂWi‘HLﬂu@ﬂ%‘l
=
2

E
A YA v

o v o aw % g ' {
ﬂﬁ}"lflu HIVYUBUBUNIEAUTIUNNDINUAUUNYUNITIVY @qgﬂmmamumﬂuaﬂﬁ

Y Q

)

%

av A v Q) l
TrmsaiveyuanIdevesdiseiluedrsdiauon

q



swalasan1y: TRG5280015
4' o % a t:ll = ad anaan 6
ﬁa‘[ﬂ‘idﬂ'ﬁ: LLUU%’]RBGV]’NWQ’J@IL"NINLﬂq&ﬂi’)uiﬂ‘ﬂﬁﬂ'}ﬁ way E]‘WHIE NRIFIRAT

mauauuaznacaasluanavaslosaulanzamalnguazilszagaluii

]
L= o

TawnIy:  AToMIATNIT AT TUNIE NNAENTRNIA

MAITUAN amIneneaas &mﬁwmé’smﬂiﬂaﬁws:aawmﬁﬁﬁuﬁ
E-mail Address: chinapong.kri@kmutt.ac.th
szgzalasens: 23
UNAAEa:
Twaudswdl vnmsanwautianslassaisussnamanives V' HS HCI uaz HSO, 1w
W ﬁﬁmml@]mmm‘immwai‘m%ﬂuLaqaﬁnuﬂamaﬁmaué’uLLa:ﬂamamﬂmaqa
wazhuudnaswaiaidaluananamaaiatanauluswinyzg sudinislaneinuan
Tunannisnizansluuwsaiiuazianlneosaiuiusestuaaaidss 49617 lda1nnis
fWIEEAARDINUNAMINaaadluagn9d wananit mﬁﬂL'%mé'waﬂmaqaﬁﬁauﬁa
Qﬂazmmmmma%mﬂiﬂmhmim:mwammm 9 FRSURNUANINAMaasILaER
Tageszoznmiaasvessiazmelususoandsuazaailaasumsswian3ouiou
NUNANINARBY §arig L’Jmm'ﬁ'Umsl,ﬁ@ﬁuﬁzvlaimwugﬂl*’ﬁﬁ%m%'ua%mﬂmﬁmaﬁﬂs

asnwse lalasianluudazszuy

° o 3+ - - ° v A
anan: V. HS HCI HSO, LLUUQWQ@GWR?WL?GINL@Q@


mailto:chinapong.kri@kmutt.ac.th

Project Code: TRG5280015

Project Title: Ab initio quantum mechanical/molecular mechanics molecular dynamics
simulations of some large and highly charged metal ions in aqueous
solution

Investigator: Assistant Professor Dr. Chinapong Kritayakornupong

E-mail Address: chinapong.kri@kmutt.ac.th
Project period: 2 years
Abstract:

The hybrid ab initio quantum mechanical/molecular mechanical (QM/MM) and ab initio
quantum mechanical charge field (QMCF) molecular dynamics simulations were
performed to study structure and dynamics of the V3+, HS', HCI, and HSO, . Hydration
structures were determined in terms of radial distribution functions and coordination
numbers, which are in good agreement with the experiments. In addition, tilt- and 6-
angle distributions were also elucidated for describing the geometrical arrangement of
water molecules around the solute species. For the dynamical information, the mobility
of ligands in the solvation shell for each system was estimated by means of the mean
residence times. The vibrational spectra were analyzed to compare with the
experimental IR results. Finally, the hydrogen bond life times were determined to

characterize a very different stability of H-bonds in each system.
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Abstract: A hybrid ab initio QM/MM molecular dynamics simulation at the Hartree-Fock level has been per-
formed to investigate structural and dynamical parameters of the V>" ion in dilute aqueous solution. A distorted
octahedral structure with the average V3*.0 distance of 1.99 A is evaluated from the QM/MM simulation, which is
in good agreement with the X-ray data. Several structural parameters such as angular distribution functions, 6- and
tilt-angle distributions have been determined to obtain the full description of the hydration structure of the hydrated
V3T, The Jahn-Teller distortions of the V> ion are pronounced in the QM/MM simulation. The mean residence
time of 14.5 ps is estimated for the ligand exchange processes in the second hydration shell.

© 2009 Wiley Periodicals, Inc.

J Comput Chem 30: 2777-2783, 2009

Key words: vanadium; Jahn-Teller effects; hydration structure; water exchange process; aqueous solution; QM/MM

simulation; molecular dynamics simulation

Introduction

The aqua vanadium plays an essential role in chemical reactions
and biological systems!* since its complex has been used in the
treatment of diabetes and cancer.>* Because of the complexity
of the V** jon in aqueous solution, it has been an interesting
area for both experimental and theoretical studies.”'® In solution
the hexahydrated V>* is easily oxidized.'” The oxygen-17 and
proton magnetic resonance absorption were employed to investi-
gate the coordination number and the water exchange processes
in the hydration shell of vanadium(IIl) ion in aqueous solution.
The six coordination number was observed with the water
exchange between the first hydration shell and the bulk ((t3)25°c
= 6.0 X 10~%).7 Crystal structures of the caesium alums® and
the alkali—metal vanadium sulfate f-alums’ were evaluated using
the X-ray diffraction technique, providing the V>"-O distances
of 1.992 and 1.991 A, respectively. The all-horizontal D3, struc-
ture of the [V(H,0)s]>" complex in the [V(H,0)c][HsO,](CF;.
SOs), structure was characterized using X-ray and neutron dif-
fraction techniques, showing the V**-O bond distances reported
in the range of 1.988-2.003 and 1.978-2.013 A, respectively.®
These observations are in contrast to 7), symmetry with the aver-
age V>*-0 bond distance of 2.063 A predicted by ab initio SCF
calculation.’ Using the B3LYP/6-31+G*(5d,7f) level of
theory,'® the C; symmetrical arrangement represents potential
energy minima for V** aqua ion. Several spectroscopic techni-

ques'' %% were applied to evaluate the hydration structure and

spectroscopic data of the V2" jon in f-alums and salts. The dis-
torted octahedral of the [V(HzO)f,]3+ ion was analyzed by low-
temperature electronic spectra of NH,V(H,0)s(SO,)-6H,0."" An
electronic Raman method reveals the trigonal field splitting of
the °T, ¢ ground term of hexa-vanadium(IIl) ion in the range of
f-alums.'? High-field multifrequency electron paramagnetic res-
onance (HF-EPR) spectroscopy has confirmed that the structure
of the [V(HZO)f,]3+ complex is close to T, symmetry.16
Recently, numerous crystal structures of the [V(H20)6]3Jr com-
plex in different salts were investigated by X-ray and neutron
diffraction methods,'” showing that a variation of the V**-O
bond distances is in the range from 1.987 to 2.004 A. Subse-
quently, dynamical Jahn-Teller coupling in axially distorted
vanadium(III) complex was also experimentally measured.'®

The hydration structure and dynamical data of ions in dilute
aqueous solutions have been successfully evaluated by molecular
dynamics (MD) simulation techniques.?’"?* To describe the
interactions between ion and water in the system, the approxi-
mation of pairwise additivity is generally applied. With the
neglect of nonadditive terms (3, 4, ... , N-body) in pairwise
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Table 1. Final Optimized Parameters of the Analytical Pair Potential Functions and Three-Body

Correction Function.”

Pair A (kcal mol™h)

B (kcal mol™h)

C (kcal mol™h) D (kcal mol ™)

V3T.0  —18424.3945464 A 334213216790 A° —120720.9792811 A'' 116488.5501479 A'?

V3*tH 1397.2693937 A*  —3096.6101911 A’
A (ATH
—0.0706336

3-body A, (kcal/mol A%
0-V3*"-0 0.1936787

1760.4081494 A°
As (ATH
0.5315865

“Charges on O and H, taken from the CF2 water—water interaction potential, are —0.6598 and

0.3299, respectively.

additive approximation, the overestimations of hydration number
especially for transition metal ions have been reported in several
cases.”>>> For highly charged metal ions, the inclusion of the
three-body corrections is a basic requirement to determine the
reliable structural data.”*® However, the inclusion of many-
body contributions is demanded to provide an accurate descrip-
tion of dynamical properties for the hydrated metal ions.”’ ' To
include the complicated many-body effects within the hydration
shell of ions, the hybrid quantum mechanical/molecular mechan-
ical (QM/MM) methods have been introduced®=>* and lately
applied to investigate structural and dynamical properties of var-
jous ions in solutions.>*?’"33¢ This technique describes the
region of the main interest such as the ion’s first hydration shell,
by quantum mechanics, while the rest of the system consisting
of solvent molecules is treated by ab initio constructed two-
plus-three body potentials.

The objective of the present work was to determine structural
and dynamical properties of V** in dilute aqueous solution by
performing the classical and the QM/MM molecular dynamics
simulations at the Hartree-Fock level. Several structural proper-
ties were evaluated in terms of radial distribution functions,
coordination numbers, angular distributions, 0-angle distribu-
tions, and tilt angle distributions. In addition the mean ligand
residence times were estimated for ligand exchange processes
between the second hydration shell and the bulk of V37,

Methods

In the QM/MM MD simulation, the interactions within the MM
region and between QM and MM regions are described by 2-
and 3-body potential functions. The 2-body potential for the
V3"-H,0 interaction was newly constructed from ab initio quan-
tum mechanical calculations at the unrestricted Hartree-Fock
(UHF) level. The SBKJC VDZ ECP basis set,>’ omitting func-
tions with the exponent below 0.5, was applied for V** to sup-
press the gas phase charge-transfer effect at larger V2"-H,0 dis-
tance, and Dunning’s DZP basis set®®* was used for O and H
atoms of water. The similar methodology has been successfully
applied in the previous ionic solutions.>** However, a methodi-
cal test was also performed for the [V(H20)6]3 * cluster using
different levels of theory with the identical basis sets as in the
potential construction to ensure that our selected method is reli-
able. The average V>'-O distance of 1.98 A evaluated by the
HF method is in good agreement with the experimental data.®®
This value is slightly longer than that observed from the MP2
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method by 0.01 A, whereas a shorter distance of 1.91 A was
obtained from the B3LYP method. The HF method gives the av-
erage binding energy of —129 kcal/mol, which is slightly lower
than that elucidated from the MP2 method by 1 kcal/mol. On
the other hand, the corresponding value of —134 kcal/mol was
calculated from the B3LYP method. These results prove that the
Hartree-Fock method is a suitable level of theory for studying
the hydrated V>* as a compromise between computational effort
and accuracy of the results. More than 3300 unrestricted Har-
tree-Fock interaction energy points covering distances up to 12 A
and all angular orientations of the water were calculated by the
TURBOMOLE 5.9 program*'™* and fitted to an analytical form
by a least square error minimization using the Levenberg-
Marquardt algorithm to the following analytical formula:

AE 0 Bo + Co + Do qoqys+
2d 705 o rll riz Fyss
v*_0o Vit —_o V-0 V*_0 V-0

2
Ay By Cu qHqy3
+> ( to O

VI, Vi, N, I3+ g,

where A, B, C, and D are fitting parameters, r is the distance
between V> and the ith atom of H,O, and ¢ is the atomic net
charges. The partial charges of —0.65966 and 0.32983 were
applied for oxygen and hydrogen, respectively, according to the
BJH-CF2 water model.***> The experimental gas-phalse46 geom-
etry of H,O was fixed with the O—H distance of 0.9601 A and
the H—O—H angle of 104.47° during the energy calculations.
The final optimized parameters are summarized in Table 1.

For a construction of 3-body potential function, 40,131 inter-
action points of the H,O-V**-H,O hypersurface were generated
in the configuration space around V>*. The resulting three-body
corrections were fitted to the following functional form:

AE3pq = Ale_AZ(rv—“fal +"v3+702)g(*A31A0|702)
X (reL — v o, )2("CL - rV‘H’*Oz)z? (2)

where Ay, A,, and A3 denote the fitting parameters, Iy o, and
Iysi_p, are the vanadium-oxygen distances for water molecules
one and two, respectively. rp,_p, represents the distance
between the two oxygen atoms of the two water molecules. The
cutoff limit rcp. of 6.0 A is set, indicating that beyond such dis-
tance the three-body contributions become negligible. The fitting
parameters of the three-body correction function for H,0-V**-
H,O are also shown in Table 1.
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Table 2. Characteristic Values of the Radial Distribution Functions, g,(r) for V3" in Water.*

Solute Ton/Water M1 Fm1 n M2 Fm2 ny Method Reference
V3t 1/499 1.98 2.28 8.0 4.03 5.10 ~20 2-body MD This work
V3t 1/499 2.00 2.31 6.0 4.52 5.10 12.8 3-body MD This work
V3t 1/499 1.99/1.96/2.03 2.15 6.0 4.56 5.17 12.3 QM/MM MD This work

rmis 'vizs and o, oo are the distances in A, where 8up(r) has the first and second maxima and the first and second
minima, respectively. n; and n, are coordination numbers of the first and second hydration shells, respectively.

All classical molecular dynamic simulations have been per-
formed in a canonical NVT-ensemble. A cubic periodic box
with a side length of 24.7 A containing one V37 plus 499 water
molecules was utilized. The temperature of the system was
maintained at 298.16 K using the Berendsen algorithm.*’ The
density of the simulation box was fixed at 0.997 g cm™ >, corre-
sponding to the experimental value of pure water at 298.16 K.
For the treatment of long-range electrostatic potentials and
forces, the reaction field*® was applied. Cutoff distances were
set to 5 and 3 A for non-Coulombic O—H and H—H interac-
tions, respectively. For Coulombic interactions, a radial cutoff
limit was set to half the box length. The intermolecular potential
between H,O molecules was described by the CF2 model**
while the intramolecular potential of H,O developed by Bopp
et al. was used.*’ Since the BJH-CF2 water model**** allows
the explicit hydrogen movements, consequently the time step of
0.2 fs was chosen for the simulation.

In the QM/MM MD simulation, an ab initio quantum me-
chanical calculation was performed in each simulation step to
provide the quantum mechanical forces inside the QM region.
The total forces acting on each particle in the system was com-
puted according to eq. (3)

Fip = F35 + (Fgﬁ - Fg;;) « Spu(r) 3)
where Fypy, is the forces of the whole system determined from
the potential function, Fgﬁ is ab initio quantum mechanical
forces inside the QM region, and Fg&’l is the forces in the QM
region evaluated from the potential function. r is the distance
between the ion and the center of mass of the water molecule.
For the water migrations between QM and MM regions, a
smooth change of forces at the boundary has to be ensured by
utilizing a smoothing function® §,,,:

Su(r) =1, ) for r<nr
2 2\*(,2.9,2 1.2
S(r) = )(S_ﬂt; ) for m<r<r )
0 1
Su(r) =0, for r > ro,

where r; and ry are the distances characterizing the transition
region, with a shell thickness of 0.2 A.

A classical pair potentials molecular dynamics simulation
was performed first, starting from a random configuration, fol-
lowed by the inclusion of the 3-body corrections. The 3-body
corrected simulation started from the equilibrium configuration
of the pair potential simulation, then the system was re-equili-
brated for 20 ps and a further 200 ps was used for the evalua-
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tions. Subsequently, the QM/MM molecular dynamics simulation
was performed at the unrestricted Hartree-Fock (UHF) level
using the identical basis sets as in the construction of the 2- and
the 3-body correction functions. The value of 8.0 A was chosen
for the diameter of the QM region, including the first hydration
shell and a small part of the second hydration shell of the V>*
ion determined from the three-body corrected simulation. The
smoothing function® was thus applied between r; = 3.8 A
and o = 4.0 A 4 ps was needed for re-equilibration, and a fur-
ther 20 ps was processed to measure structural and dynamical
properties.

Results and Discussion

Structural Properties

To describe the hydration structure of V3" in aqueous solution,
several structural parameters such as radial distribution functions
(RDF), coordination numbers, and angular distributions were
evaluated. Table 2 shows structural data elucidated from differ-
ent types of molecular dynamics simulation. As expected, a clas-
sical simulation using pair potential functions gives an overesti-
mated coordination number of 8. Figure 1 presents V3*-0 and
V?*-H RDFs and their corresponding integration numbers
obtained from the QM/MM and 3-body corrected molecular
dynamics simulations. Two distinct hydration shells are clearly
observed from two well-defined peaks in the V>'-O RDF
obtained from both simulations. The first V3*-O RDF peak
reaches zero at ~4 A, indicating that no water exchange proc-
esses occur between the first and second hydration shells. The
QM/MM simulation shows a sharp first V>7-O peak at 1.99 A
(with two weak shoulders at 1.96 and 2.03 A), corresponding to
an average coordination number of 6. The results of the QM/
MM simulation are in good agreement with the experimental
values in solid state.®” The first shell distance of V3" is slightly
shorter than that evaluated for Ti>" (with a mean distance of
2.08 A obtained from 1-shell QM/MM simulation),’® whereas it
is slightly larger than the value of 1.92 A determined for
Cr**.? For 3-body corrected simulation, a less pronounced first
V370 peak is located at 1.99 A, giving 6-coordinated complex
for the first hydration shell. The lower intensity and broader
shape of the first V>-O peak observed in the 3-body corrected
simulation indicate a higher mobility of the ligand compared to
the QM/MM simulation. For the second hydration shell, the
maximum probability of the V>*-O interaction was situated at
4.52 and 4.56 A for the 3-body corrected and the QM/MM sim-
ulations, respectively. The V>"-H RDF peak evaluated by the
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Figure 1. V>7-0 and V*>"-H radial distribution functions and their
integrations obtained from (a) the QM/MM MD and (b) the three-
body corrected MD simulations.

QM/MM simulation is centered at 2.72 A for the first hydration
shell, whereas the three-body corrected simulation reveals such
peak at the larger distance of 2.83 A. The splitting of the sec-
ond-shell V**-H peak was exhibited in the 3-body corrected
simulation, but it vanishes in the case of QM/MM simulation.
The second-shell V>"-H peaks are located at 5.10 and 5.21 A
determined from the QM/MM and three-body corrected simula-
tions, respectively. These results indicate that a classical simula-
tion with ab initio generated 2 + 3-body potentials is insuffi-
cient for evaluating hydration structure of this highly charged
metal ion in aqueous solution. A QM/MM simulation gives an
accurate description for structural properties.

Figure 2 shows the probability distribution of coordination
numbers of the hydrated V" ion for the first and second hydra-
tion shells, obtained from the QM/MM and the 3-body corrected
simulations. An exact coordination number of 6 for the first
hydration shell were evaluated from both simulations. Different
results in the coordination numbers between the QM/MM and
the 3-body corrected simulations were pronounced in the second
solvation shell. The three-body corrected simulation favors a
coordination number of 13 (followed by 12 and 14 with 37 and
16% occurrence, respectively). The QM/MM simulation gives

Journal of Computational Chemistry

the coordination number ranging from 10 to 15 with 12 present-
ing the most dominant. This proves that one water molecule in
the first hydration shell is bound to two second-shell ligands.

Figure 3 displays the O-V>"-O angular distributions for the
first hydration shell, calculated up to the first minimum of the
V3*.0 RDFs. Two O-V>"-O peaks with the maximum values at
90 and 176° were derived from the QM/MM simulation. The
three-body corrected simulation gives the similar values of 89
and 175°. These reflect the structure of a distorted octahedron
obtained from both simulations.

The geometrical arrangement of water molecule around the
V37 jon is quite an interesting information to observe the influ-
enced quantum corrections in the hydration shell. Therefore, two
different angles were defined: angle 0 is the angle between the
vector pointing along the V—O axis and the dipole vector of the
water, and Tilt angle is the angle between the V—O axis and
the plane defined by the O—H vectors. Figure 4 illustrates the
angle 0 and the tilt distributions of water molecules in the first
hydration shell obtained from the QM/MM and the three-body

100
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40
20 +
U. i 1 i 1 i

Coordination Number

100 S
b) I first shell
FZ7 second shell
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40
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G i i i i

0 2 4 6 8 0 12 14 16 18 20
Coordination Number

Figure 2. The first and second shell coordination number distribu-
tions of the hydrated V3" obtained from (a) the QM/MM MD and
(b) the three-body corrected MD simulations.
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Figure 3. Distributions of the O-V>*-O angles for the first hydra-

tion shell, obtained from the QM/MM MD and the three-body cor-
rected MD simulations.

corrected simulations. The maximum value of 174° for the
distribution of the angle 6 was elucidated from both simulations.
However, ligands with the quantum mechanical treatment are
more rigid than those in the case of 3-body corrections. The less
flexibility of the solvated ligands in the QM/MM simulation was
also detected by a narrower peak showing with its maximum at
+1° reaching zero at =15°. In contrast a rather broad peak rang-
ing from —25 to +25° with its maximum at —1° was estimated
from the three-body corrected simulation.
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Jahn-Teller Effects

The Jahn-Teller effects of hydrated V' are quite complex and
have been investigated in the solid phase using spectroscopic
techniques.'>!'*'%18:20 To our knowledge, no structural data has
been evaluated for the Jahn-Teller distortions of the V2" ion in
aqueous solution. The QM/MM simulation has proved to be a
suitable tool to study the dynamic aspects of Jahn-Teller distor-
tions of hydrated ions in the picosecond time range.’®*%30!
The Jahn-Teller distortion of the [V(H,0)s]>* complex is shown
in the first peak of V3.0 RDF obtained from the QM/MM sim-
ulation (see Fig. 1). This first peak shows the weak shoulders at
1.96 and 2.03 A, corresponding to the average V>7-O distances
of the “equatorial” and “axial” ligands, respectively. Figure 5
displays the fast V**-O bond-length changes in the first hydra-
tion shell during the simulation time of 20 ps. The QM/MM
simulation reveals the fast dynamics and irregularity of Jahn-
Teller distortions of the [V(H,O)s]>" complex, indicating three
different pairs of the opposite ligands (a—b, c—d, and e—f, see
Fig. 5). The variation of the V>"-O distances is in the range of
1.9-2.1 A, which is almost the same as that determined for Ti>*
(1.9-2.2 A)*° In addition, the QM/MM molecular dynamics
simulations reveal the real time picture of the Jahn-Teller distor-
tions. The long-time distortion of ~7 ps, which is the time for
the average ion-ligand distance reaching both “equatorial” and
axial values, was estimated in the case of V>*. Such value is
slightly shorter than that evaluated for Ti**(8.5 ps).*® These
indicate the longer of Jahn-Teller inversion times for the tri-
valent transition metal ions compared to those for the divalent

transition metal ions. (1-4 ps for Cr*", 3-5.5 ps for Cu’>*, and
2-3 ps for Ag?"), 365031
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Figure 4. Angular V3*-H,0 configuration for the first hydration shell, a) 0 angle and b) Tilt angle dis-
tributions, obtained from the QM/MM MD and the three-body corrected MD simulations.
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Figure 5. The distances of V**-O in the first hydration shell
obtained from the QM/MM MD simulation.

Ligand Exchange Processes

In order to investigate the mobility of ligands in the hydration
shells, the mean residence times (MRT) were calculated using
the ‘direct method.”* In this method, a direct accounting for a
ligand remaining inside/outside the hydration shell for * = 0
and 0.5 ps is calculated. As expected, no water exchange proc-
esses between the first and second hydration shells were
observed, while numerous water exchange processes were
detected in the second hydration shell as shown in Figure 6.
Therefore, only the MRT values for the second hydration shell
were examined and summarized in Table 3. The QM/MM simu-
lation gives the MRT values of 1.0 ps for #* = 0 and 14.5 ps
for r* = 0.5 ps, corresponding to 243 and 17 exchange proc-
esses in the second hydration shell, respectively. The MRT value
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Figure 6. Distributions of the V>*-O distances during the QM/MM
simulation showing numerous exchange processes between the sec-
ond hydration shell and the bulk.
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Table 3. Mean Ligand Residence Times and Sustainability of Migration
Processes to and from the Second Hydration Shell of V™.

t* = 0ps t* = 0.5 ps
Solute fsim NO o N %o Sex 1/Sex
v 200 243 1.0 17 145 007 14.3
Bulk® 100 269 0.2 24 1.7 0.09 11.2

*Values obtained from a QM/MM MD simulation of pure water.”!

of 14.5 ps obtained from V3% is much shorter than the value of
37 ps evaluated for Ti*" (with 2-shell QM/MM simulation
applied), showing more frequent ligand exchange processes.
Since the MRT values estimated with 7% = 2.0 ps of Cr’* and
Fe*™ are 22.4 and 39.7 ps, respectively,’® the corresponding
value of 27.3 ps was also elucidated for V>*. The results show
that the ligand exchange processes in the case of V>* are con-
siderably slower than those of Cr’*, but they are faster than
those observed in the case of Fe*". In addition, the sustainability
of the exchange processes (S.x) is determined by comparing the
number of all transitions through a shell boundary (N?) to the
number of the exchange events lasting at least 0.5 ps (N%°). The
inverse of the sustainability coefficient indicates the average
number of attempts leading to a successful exchange event in
the hydration shell of the ion. The QM/MM simulation gives the
values of 0.07 and 14.3 for S.x and 1/S., respectively.

Conclusions

The hydration structure and dynamics data of the V3" jon in
dilute aqueous solution were investigated using a classical and
the QM/MM molecular dynamics simulation. An exact coordina-
tion number of 6 for the first hydration shell were obtained from
both simulation techniques. The 3-body corrected simulation
exhibits a correct coordination number for the first hydration
shell, but it fails to reproduce the Jahn-Teller effect of the
hydrated V. The QM/MM simulation is a powerful tool to
obtain an accurate description of structural and dynamical data
for the hydrated V>*. The structural properties obtained from
the QM/MM simulation are in good agreement with the experi-
mental techniques. The less flexibility of the solvated ligands
was observed in the case of QM/MM simulation compared to
the 3-body corrected simulation. The Jahn-Teller distortions of
the [V(HZO)@]yr complex were observed in the QM/MM simula-
tion with the inversion time of ~7 ps, indicating a slightly
shorter value than the corresponding one estimated for Ti**
Several ligand exchange reactions in the second hydration shell
yielded the mean residence time of 14.5 ps. To obtain a more
accurate description of dynamics of the Jahn-Teller effect of
V37, the inclusion of the second hydration shell into the QM
region is needed. However, such 2-shell ab initio QM/MM mo-
lecular dynamics simulation is extremely time-demanding for
long simulation times, which at least 10 ps is required for the
evaluation.
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The hydration structure of the bisulfide (HS™) ion in dilute aqueous solution was characterized by means of
an ab initio quantum mechanical charge field (QMCF) molecular dynamics simulation at the Hartree—Fock
level employing Dunning double-& plus polarization function (DZP) basis sets. An average H—S bond distance
of 1.35 A resulted from the simulation and a hydration shell located at 2.42 A Sys-+++H,, and 3.97 A HS~
distances, respectively. At the sulfur site, the average coordination number is 5.9 + 1.1, while the value for
the hydrogen site is 9.2 4+ 1.6. The calculated Hys-—Shs- stretching frequency of 2752 cm™* obtained from
the QMCF MD simulation is in good agreement with that reported from the Raman spectrum (2570 cm™2)
only if ascaling factor of 0.89 is applied. The stability of the nondissociated HS™ structure is reflected by the
force constants of 436.1 and 4.5 N/m determined for the Hys-—Shs- and Hys-+ <+ O,, bonds, respectively. A
weak structure-making effect of the hydrated HS™ ion results from the mean residence times of 1.5 and 2.1
ps of coordinated water molecules at the sulfur and hydrogen sites of the HS™ ion, respectively.

1. Introduction

The chemistry of sulfide ionsis an interesting area, not only
in the fundamental chemistry and el ectrochemistry of numerous
salts but also in atmospheric pollution as a constituent of the
sulfur cycle,? petroleum hydrodesulfurization processes, as well
as paper and pulp industries. In agueous solution, bisulfide (HS™)
ion can be abtained from the dissolved hydrogen sulfide (H,S)
with a suggested pK; value of 7.01,> while the subsequent
dissociation of the bisulfide leads to the sulfide (S*7) ion,
characterized by large experimental values of pK; in the wide
range 12.5—1854 1 For example, Stephens and Cobble®
presented avalue of 13.78, Licht et al .8 reported avalue of 17.1,
and Migdisov et al.® selected a value of 17.4 at 25 °C. All of
these indicate that HS™ exists as a major species in agueous
H,S solution, while minor activities of S*~ only occur in
extremely high ionic strength solutions.® In general, HS™ acts
as a Lewis base, whereas H,S can behave as a Lewis base or
acid. Due to the dominance of bisulfide ion in agueous solution,
several experiments confirmed that the bisulfide ion acts as the
initial species to form metal hydrosulfide in the precipitation
of metal sulfide from solution, which is of great environmental
interest.*>*® To our knowledge, no structural analysis of the HS™
ion in aqueous solution has been performed by experimental
techniques, only the H—S vibrational frequency of 2570 cm™*
was determined by Raman spectroscopy.” For theoretical
investigations, there have been a few calculations aimed at the
structure and stability of [H,S(H.0)]n clusters,***8 which are
not directly relevant for the solvated HS™ ion.

Recently, the quantum mechanical charge field (QMCF)
molecular dynamics simulation approach has been devel oped,®
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presenting a suitable tool to investigate composite and asym-
metrical ions in agueous solution,°~23 since the first and second
hydration layers are included in the quantum mechanical
treatment. In our previous publications??? structural and
dynamical properties of aqueous HF and HCI solutions were
successfully studied using this technique. Therefore, it was of
great interest to characterize the hydration structure as well as
the dynamical behavior of the analogous HS™ compound with
its extremely weak acid behavior in agueous solution by
employing the QM CF MD methodology.

In the present work, an ab initio quantum mechanical charge
field molecular dynamics simulation at the Hartree—Fock level
was performed for a system consisting of one HS™ ion plus
498 water molecules. To characterize the hydration structure
of the hydrated HS™ ion, numerous structural parameters such
as radial distribution functions, coordination numbers, angular
distributions, 0 angle, and tilt angle distributions were deter-
mined. The vibrationa frequency of the H—S bond was
determined to compare it with the experimental value, while
the Hys-+++O,, vibrational mode was calculate to describe the
hydrogen bond strength between solute and water molecules.
Subsequently, dynamics of ligand exchange processes between
hydration shell of the HS™ ion and bulk were analyzed on the
basis of the mean residence times.

2. QMCF MD Simulation

The quantum mechanical charge field (QMCF) molecular
dynamics simulation'®?* is a technique based on a partitioning
scheme similar to conventional QM/MM MD methods, %
which divides the system into two parts (QM and MM regions)
where different levels of theory are appropriately applied. In
the QM CF technique, the QM region using the ab initio quantum
mechanical calculation is extended to include the second
hydration shell and also splits into two subregions, which are

10.1021/jp104856q © 2010 American Chemical Society
Published on Web 09/21/2010
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the core region containing the solute and the first solvation shell
and the solvation layer containing only solvent molecules. In
addition, the QM CF technique describes the Coloumbic interac-
tions of the solute with bulk solvent molecules by quantum
chemically evaluated partial charges of the atoms in the QM
region and the point charges of the atoms in the MM region.
The charges of the MM particles also enter as a perturbation
term into the core Hamiltonian:

Hee = Hye + V; D
M
, q
Vi= 2o @

where q; are the partial charges of each atom in the MM region
as defined in the used water model BJH-CF2,2%%° | e., —0.65966
and +0.32983 for oxygen and hydrogen, respectively. Conse-
quently, the forces acting on each particle in the different regions
are defined as

R
— QM J |
Fre=F 4 > 2 —— (3)
i=1 rij
N
layer __ QM i M BJHNC
i= ii i=

U]

M N;+N; qQM . qMM No
MM __ BJH | /| BJHNC
AM= 2R+ X S+ 2R
i=1 i=1 rij i=1
i=]

©®)

where F, ¥ and FMM are the forces acting on particle j
situated in the core region, the solvation layer, and the MM
region, respectively. M is the number of atoms in the MM
region. In each simulation step, the ab initio quantum mechanical
forces in core and layer regions (F™ and F|¥®) are evaluated
in conjunction with the Coulombic forces obtained from all
particlesin the MM region. The non-Coulombic forces between
the core particles and the MM particles are neglected, justified
by the distance between the core and the MM region of at |east
3 A, while the QM forces in the layer (F}¥*) are supplemented
by the non-Coulombic forces of particles in the MM region
according to the BJH-CF2 water model.?82° Consequently, the
forces in the MM region (FMM) are determined by the BJH-
CF2 water model?®?° augmented by the Coulombic forces
exerted by all particles in the core region (N;) and the layer
region (N,), and the non-Coulombic forces (FF*"™) generated
by the particles in the layer region (Ny).

During the QMCF MD simulation, the migration of solvent
molecules between the QM and MM region can occur fre-
quently. To ensure a continuous transition of forces at the
boundary, the forces acting on each particle in the system can
be defined as

FjSmooth — FJMM + (Fjlayer _ FJMM).Sﬂ(r) (6)

where FMMand F/»® are the forces acting on the particle j in
the MM region and located in the solvation layer, respectively,

Kritayakornupong et a.

r is the distance of the water molecule from the sulfur atom of
the HS™ ion, and S, is a smoothing function,®

SN =1
5.(1) = (rg = r9%rg” + 2" = 3r,%)

(ro2 - r12)3
Sw(r) =0

for r=1r4

for ry<r=r,

for r>r,

()

where ry is the inner border of the smoothing region and rg is
the radius of the QM region. Further details of the method are
presented in refs 19 and 24.

The QMCF MD simulation of the bisulfide ion in aqueous
solution was performed ina24.7 A x 24.7 A x 24.7 A periodic
boundary cubic box, consisting of one HS™ ion plus 498 water
molecules. The canonical NVT ensemble was controlled by the
Berendsen temperature-scaling algorithm?! using a relaxation
time of 100 fsto keep the temperature at 298.15 K. The density
of the simulation was fixed at 0.997 g cm™3, corresponding to
the experimental value of pure water at this temperature. The
time step of the predictor-corrector algorithm was set to 0.2 fs,
enabling an explicit description of hydrogen movements. The
flexible BJH-CF2 water model?®? for the MM region aso
enables explicit hydrogen movements, thus ensuring a smooth
transition of water molecules between QM and MM region.
Cutoff distances of 5 and 3 A were used for non-Coulombic
O—H and H—H interactions, respectively. Theradia cutoff limit
for Coulombic interactions was set to half the box length and
the reaction field®® was applied to correct for long-range
Coulombic interactions. The radius of the core region was
chosen as 3.0 A with the layer region ranging from 3.0 to 5.7
A in which the smoothing function® was applied between rq
(5.7 A) and r; (55 A). The TURBOMOLE 5.9 program3~3
was employed to evaluate the forces in the QM region calculated
at the restricted Hartree—Fock (RHF) level. Dunning double-¢
plus polarization function (DZP) basis sets* % were applied
for sulfur, oxygen, and hydrogen atoms. A methodical test was
performed for a comparison of the geometric parameters obtain
from the HF method optimization of [HS(H,0),]~ (n = 0—6)
clusters with and without diffuse functions of the DZP basis
set. It was found that the average H—S distances determined
by the HF/DZP+ method are dlightly shorter by ~0.002 A than
those evaluated from the HF/DZP method. In addition, theH—S
distance in the [HS(H,0).] ~ cluster is 1.3333 A calculated from
the HF/DZP method, which is in good agreement with that
evaluated from the MP2/6-31-+G(d,p) method (1.33 A).2® These
prove that the diffuse functions can be neglected. The initia
configuration was taken from the simulation of the HF molecule.
After equilibration of 6 ps, a 10 ps run was used for sampling.
To ensure that true equilibrium had been established, the
sampling trajectory was separately evaluated for the first and
second 5 ps. The simulation protocol applied in this work is
similar to that utilized in previous simulations of aqueous HF
and HCI solutions.???

Similar to the HF and HCI molecules, the HS™ ion has the
C.., symmetry, indicating that vibrational motion of the HS™
ion is both infrared- and Raman-active. Velocity autocorrelation
functions (VACFs) were evaluated to gain access to the
vibrational spectrum of the HS™ ion in agueous solution. The
velocity of the hydrogen atom was projected onto a unit vector
parallel to the corresponding S—H bond (U;), while the
vibrational mode v is the projection of the hydrogen velocity
onto the unit vector U;. The vibrational frequencies of the normal
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Figure 1. (&) Hps*+-Oy and (b) Sys-++H, RDFs and their corre-
sponding integration numbers.

mode and the intermolecular Hys-++-O,, interactions were
caculated by their Fourier transformations of the velocity
autocorrelation functions (VACFS). The normalized VACF, C(t),
is defined by

Ne N
2, Y vt + Y
J

Nt N
NN 2 2 Uj(ti) Uj(ti)
i

C) = (78)

where N is the number of particles, N; is the number of time
origins t;, and v; denotes a certain velocity component of the
particle j. The power spectrum of C(t) was determined using a
correlation length of 2.0 ps.

3. Results and Discussion

3.1. Structural Properties. To describe the structural prop-
erties of the HS™ ion in agueous solution, several hydration
parameters such as radia distribution functions (RDF), coor-
dination numbers, and angular distributions were determined.
An averaged H—S bond distance of 1.35 A was evaluated for
HS™ inwater. Figure 1 illustrates the radial distribution functions
for both atoms of the HS™ ion and their neighboring water
mol ecul es together with the corresponding integration numbers.
Thefirst broad Hys-+++ O,, peak corresponding to the hydration
shell is pesking ~4 A, covering a wide range of 2.1—4.6 A.
Weak intermediate peaks at 3.2 and 3.6 A correspond to water
molecules near the H of the HS™ ion. As the mean Hyg-++-O,,
distance ~4 A is much larger than the Hyee-+O, and
Hug* - Oydistances of 1.62 and 1.84 A observed in agueous
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Figure 2. Coordination number distributions of (a) H (up to 4.5 A)
and (b) S (up to 4.0 A) atoms in the first hydration shell of the HS™
ion.

HF and HCI solutions, respectively,?? the extremely weak
acidity of the H atom and thus its inability to form stable
hydrogen bonds is clearly recognized. As visible in Figure 1a,
the minimum between the first shell and bulk is far from the
baseline, indicating frequent water exchanges and a very weak
separation of the hydration shell from bulk. Figure 1b presents
the Sys-+++H,, RDF and the corresponding integration. The first
sharp Sys+++H,, peak is centered at 2.42 A, reflecting that the
water molecules in the first hydration shell bind much more
strongly to the sulfur site than to the hydrogen site. According
to Figure 1b, a second Sys-+++ Hy, peak within the range 3.2—4.0
A with its maximum at ~3.7 A can be assigned to the distance
between sulfur atom and the second hydrogen atom of coordi-
nated water molecules in the hydration shell.

The hydration shell coordination number distribution deter-
mined from the Huys-+++ O, interactions of the HS™ ion in
agueous solution is shown in Figure 2a. A variation between 5
and 12, with 9 being the most dominant species is obtained
from the simulation. As shown in Figure 2b, the coordination
number distribution of the Sys----O, interactions covers a
narrower range of 4—10 with an average value of 59 + 1.1.
These results confirm the assumption of a very weak water
coordination at the hydrogen site of the HS™ ion. To see whether
atrue equilibrium has been established, the first and the second
half of the sampling trgjectory were analyzed separately and
listed in Table 1. The results prove that there is only a minor
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TABLE 1. Coordination Numbers for the Hydration Shell
of the HS™ lon Evaluated for Sulfur and Hydrogen Sites,
and in a Molecular Manner

simulation time (ps) CND-S CND-H CND-HS™
0-5 594+11 93+16 102+16
5-10 58410 90+15 99415
0-10 594+11 92+16  100+17

difference between both parts, which also gives a confidence
limit for the overall results.

To further detail the hydrogen bond interactions of the HS™
ion in aqueous solution, the angular distribution functions of
the Oy *Huys—Sus- and Hys-—Shs—+--Hy, angles in the first
hydration shell were examined as depicted in Figure 3. Both of
these extend over amost the whole range from 0° to 180°, with
a clear preference of nonlinear, amost rectangular H bonds.
Thisresultisin strong contrast to the cases of O,,+++H—X bonds
of HF (170°)% and HCI (161°).%2 The Hys—Sus***Hy angle
peaking at ~100° is smaller but not so different from the
Huyr—Fuees*Hy and Hypyg—Clyg e Hw angl% of 116° and
1120_21,22

3.2. Dynamical Properties. On the basis of the velocity
autocorrelation functions (VACFs) and their Fourier transforma:
tions, the vibrational frequencies of the normal mode Hys—
Sis- and the intermolecular Hys -+ O, interactions were
analyzed. The power spectra of the Hys-+-- Oy, and Hys—Syis-
vibrationa modes of the hydrated ion obtained from the
simulation are presented in Figure 4. As shown in Figure 4a,
the maximum frequency of the Hys-+++O,, vibrational mode in
the first hydration shell is centered at 285 cm™, with two
shoulder peaks at 204 and 383 cm™2, corresponding to the force
constants of 4.5, 2.3, and 8.2 N/m, respectively. The calculated
force constant of 4.5 N/m obtained from the Hys++-Oy
frequency is dlightly weaker than the value of 5.9 N/m
determined from the Hyg*++ O, interaction.?* However, it is
much stronger than that of 1.6 N/m evaluated from the
experimental O,—H,,*** O, stretching frequency of 170 cm™*
in pure water.* Thisindicates a preference of the nondissociated
structure of the HS™ ion, which was aso observed in the case
of HF.2* The intramolecular Hys—Shs- stretching mode ob-
tained from the QM CF MD simulation is centered at 2752 cm™*
(a value of 2449 cm™ is obtained, if the intramolecular
frequency is scaled by the standard factor of 0.89%°“ for
Hartree—Fock results), which is in reasonable agreement with
the experimental evaluation by Raman spectroscopy (2570
cm™Y).” The deviation can be explained by the high concentration
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Figure 3. Distributions of (a) Oy***Hus—Sus- angles and (b)
Hus—Sus++-Hy angles, obtained from the QMCF MD simulation.
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TABLE 21 Mean Ligand Residence Times and
Sustainability of Migration Processes to and from the First
Hydration Shell of Sulfur and Hydrogen atoms of the
Bisulfide ion

t* = 0ps t* = 05 ps
solute tsm N 0 [\ %% Rex
Sis 10.0 190 0.3 40 15 4.8
Hes 100 900 0.1 43 21 200
bulk® 10.0 131 0.2 20 1.3 6.5

aValues obtained from a QMCF MD simulation of pure water.*

of perchlorate solution employed in the Raman study’ and/or
the inaccuracy of the Hartree—Fock method and the relatively
small basis set. The force constant of 436.1 N/m for the
Hus-—Shs- bond confirms the stability of the HS™ ion in water.

Additional information about the solution dynamics was
obtained in terms of the mean residence times (MRTS),
corresponding to ligand exchange processesin the first hydration
shell of the HS™ ion and determined by the “direct” method*
for both sulfur and hydrogen sites of the HS™ ion. The number
of ligand exchange processes, the mean residence times, and
the number of attempts needed for a sustainable ligand migrating
from the hydration shell as revealed by the use of both time
parameters t* 0.0 and 0.5 ps are listed in Table 2. As shown in
Table 2, only 43 ligand exchange processes lasted longer than
0.5 ps at the hydrogen site of the HS™ ion during the simulation
time of 10 ps, while 900 exchange attempts were recorded for
t* = 0.0 ps. The calculated MRT values for the hydrogen site
are 0.1 ps and 2.1 for t* = 0.0 and 0.5 ps, respectively. The
MRT value of 2.1 ps is considerably larger than that of pure
water determined from a QMCF simulation (1.3 ps)* and HCI
(0.8 ps),? but it is dlightly smaller than that of HF (2.5 ps).?*
At the sulfur site, the MRT values of 0.3 and 1.5 ps for t* =
0.0 and 0.5 ps were obtained, corresponding to 190 and 40
exchange processes, respectively. As the result, the mean
residence time for the water ligands located around the sulfur
atom is shorter than that evaluated for the fluorine (2.1 ps) and
chlorine (2.1 ps) sites of HF and HCI, respectively,?>?? sug-
gesting weak hydrogen bond interactions at the sulfur site of
the HS™ ion. For the evaluation of hydrogen bond, the distances
of 4.0 and 45 A for hydrogen and oxygen atoms of water
molecules and angle of >120° were applied to define hydrogen
bonds between HS™ and water molecules. Hydrogen bond life
times estimated for the Sys—Hps*** Oy and Hys—Shs - Hy
hydrogen bonds are 0.23 and 0.26 ps, respectively. The average



Structure and Dynamics of the Bisulfide HS™ lon

lifetime of the Sys-——Hps-+++ Oy, hydrogen bond is much smaller
than that determined by experimental investigation of pure water
(0.55 ps),* and a QMCF MD simulation (0.33 ps).* The value
of 0.26 ps of the Hys-—Sys-+++ Hy, hydrogen bond is also smaller
than the corresponding values of 0.36 and 0.31 ps for HF and
HCI. These results reflect once more a very weak hydrogen bond
between the HS™ ion and its neighboring water molecules in
the hydration shell. According to the MRT values and the
hydrogen bond lifetimes obtained from the QMCF MD simula-
tion, the HS™ ion in aqueous solution behaves as weak structure-
making species.

4, Conclusion

A detailed description on hydration structure and dynamics
of the HS™ ion in aqueous solution could be obtained using a
QMCF MD simulation. The Hys-—Sys- vibrational frequency
predicted from the QMCF MD simulation is in reasonable
agreement with the experiment, while very weak hydrogen
bonding between the bisulfide ion and its neighboring water
molecules was recognized. These data confirm the preference
of nondissociated HS™ in agueous solution. As expected, ligand
exchange processes in the hydration shell occur frequently at
both sites of the HS™ ion.
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Abstract: An ab initio quantum mechanical charge field (QMCF) molecular dynamics simulation has been per-
formed to study the structural and dynamical properties of a dilute aqueous HCI solution. The solute molecule HCl
and its surrounding water molecules were treated at Hartree-Fock level in conjunction with Dunning double-{ plus
polarization function basis sets. The simulation predicts an average H—CI bond distance of 1.28 A, which is in
good agreement with the experimental value. The Hycy+-O,, and Clycy--H,, distances of 1.84 and 3.51 A were found
for the first hydration shell. At the hydrogen site of HCI, a single water molecule is the most preferred coordination,
whereas an average coordination number of 12 water molecules of the full first shell was observed for the chloride
site. The hydrogen bonding at the hydrogen site of HCI is weakened by proton transfer reactions and an associated
lability of ligand binding. Two proton transfer processes were observed in the QMCF MD simulation, demonstrating
acid dissociation of HCl. A weak structure-making/breaking effect of HCI in water is recognized from the mean
residence times of 2.1 and 0.8 ps for ligands in the neighborhood of Cl and H sites of HCI, respectively.

© 2009 Wiley Periodicals, Inc.  J Comput Chem 31: 1785-1792, 2010

Key words: hydrogen chloride; hydration structure; dynamical properties; hydrogen bond; acid dissociation; proton

transfer; simulation; QMCF

Introduction

It is well known that hydrogen bond formation and proton trans-
fer of hydrogen halides in aqueous solution play an important
role in a wide range of chemical and biological processes.’
Hydrogen chloride is a strong acid with pK, = —7, indicating a
dissociated form of hydrogen chloride in dilute aqueous solution.
There are very few experiments related to the hydration structure
of HCI in aqueous solution.>® Matrix isolation spectroscopy of
HCI(H,0),, complexes was performed, showing the nondissoci-
ated structure of HCl with n < 3, whereas proton transfer is
achieved from the complex with n = 4.> X-ray and neutron dif-
fraction techniques were applied to evaluate the structure of the
aqueous HCI acid solution at 20°C and it was found that four
water molecules were required to solvate each hydronium and
Cl™ ions in solution.> Concentrated HCI solutions were also
studied using spectroscopic and diffraction techniques, suggest-
ing a pentagonal ring structures of HCI(H,O)s and (HCl),(H,O)¢

in solution.* Ragout-jet Fourier transform infrared spectroscopy
was used to evaluate the proton vibrational dynamics in (HCI),,—
(H;0),, clusters, reporting that HCl complexes with three or
more water molecules could not be assigned in the IR spec-
trum.> Recently, X-ray absorption of aqueous HCI solution was
investigated. It was found that the addition of HCI to liquid
water leads to a decrease in intensity of the X-ray absorption
spectrum.® In addition, neutron diffraction of a highly concen-
trated HCI solution has been performed to determine the Eigen
or Zundel complexes, but its results are not comparable to the
species formation in dilute HCI solution.” Numerous theoretical
techniques have been applied to describe the characteristics of
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HCI in aqueous solution.*®%2> An MP2/6-31+G* calculation
in the continuum model of water confirmed the nondissociation
of monohydrated and dihydrated HCI complexes.® HCI on an ice
surface at 190 K was studied using molecular dynamics simula-
tions, indicating that ionic solvation processes are thermody-
namically feasible.”'” A calculation using BLYP level of
approximation with an extended basis set showed that the proton
transfer takes place without transition state in the case of
HCI(H,0),."" Using the MP2 method, a nondissociated HCI
complex was observed with a cyclic three-water cluster, indicat-
ing a red-shift in the HCI stretching frequency,'® whereas the
dissociated form appears to be possible when the HCI molecule
was surrounded by four water molecules.'> The MP2/
6-311++G(d,p) level of theory was applied to describe the non-
dissociated form of HCl with four water molecules.'® Upon
extension of the cluster size to five water molecules, proton
transferred type was shown to exist. The nondissociated form
was determined as the most stable structure for the HCI(H,O),
(n = 1 — 3) clusters evaluated by the B3LYP/D95+ +(d,p)
method.’ The HCI(H,0), cluster resulted as an intermediate
with both nondissociated and dissociated structures obtained
from both the B3LYP and the MP2 method.'®** Car-Parrinello
molecular dynamics (CPMD) simulations were performed to
evaluate the dissociation and vibrational dynamics of DCI in
D,0 molecules.'>'%?725 Concentrated HCI solutions (2.7 and
5.3 M) where complete dissociation has already been assumed
by the composition of the system (protons, Cl  ions, and water)
have also been studied by CPMD simulations,?® in which the
gradient-corrected BLYP functional has been used that usually
leads to too rigid H-bonds and thus to too slow dynamics. The
amount of solvent considered further does not provide sufficient
water molecules for a full hydration of ions. Monte Carlo simu-
lations were applied to investigate the mechanism of HCI ioniza-
tion in water.'”* Furthermore, the vibrational spectra of aque-
ous HCl were evaluated in both experimental and theoretical
studies.*>"'319725 The results obtained thereby showed that the
number of water molecules surrounding HCI and the accuracy of
approximation methods utilized play a significant role on charac-
teristics and stability of proton transferred and proton nontrans-
ferred HCl forms in aqueous solution. Summarizing all of these
results, therefore, our intentions were (i) To investigate HCI in
very dilute aqueous solution, providing the possibility of full
hydration (498 water molecules for one HCl molecule). (ii) To
utilize an ab initio HF method in an extended QM region with
the new quantum mechanical charge field (QMCF) methodology.
HF is known to lead to slightly too weak H-bonds, but proved
more suitable than DFT in many systems.?”?® (iii) To start with
undissociated HCl to see, whether dissociation would occur
readily.

To answer these questions, in this study, we have performed
an ab initio QMCF molecular dynamics simulation of HCI in
aqueous solution. The structure of aqueous HCI solution was
evaluated in terms of radial distribution functions, coordination
numbers, angular distributions, 6-angle, and tilt angle distribu-
tions. To describe the dynamical properties, the mean ligand res-
idence times for ligand exchange processes between hydration
shell of HCI and bulk and the vibrational frequency of H—Cl
were also determined.
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Core zone

Layer zone

Smoothing region

Figure 1. Definition of the quantum mechanical (QM) and molecu-
lar mechanical (MM) regions in the QMCF approach.

QMCF MD Simulation

The ab initio QMCF molecular dynamics technique® is similar
to conventional QM/MM MD methods®*? in which the system
is separated into two regions, namely QM and MM regions. In
the QMCF method, the QM region is enlarged to include the
second hydration shell and consists of two subregions, the
so-called “core region” (inner QM subregion) and the “layer
region” (outer QM subregion), as shown in Figure 1. By using
the QMCF method, no solute—solvent potentials are required,
and an improved handling of Coulombic interactions is intro-
duced. The calculated forces between the core region and the
MM region are the major difference between the QM/MM MD
and the QMCF MD simulation. In the QMCF MD simulation,
the forces acting on each particle in the different regions are
defined as

M QM _MM

q; C]
ere FQM J i 1
R "
M qQM qMM
Flayer FQM + J ! + FBJHnC (2)
Ni+N> q M

Z FBJH 4

t%/

Z FBJHnC (3)

i=1

where F7¢ is the quantum mechanical force acting on the parti-
cle j in the core region, F; 19er is the forces acting on particle
J located in the solvation layer F; MM represents the forces acting
on the particle j in the MM reglon and M is the number of
atoms in the MM region. In each simulation step, the forces in
the core and layer region (F§°*, Flayer) are calculated from the
ab initio quantum mechamcal treatment plus the Coulombic
forces obtained from all MM atoms, whereas the forces in the
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MM region (FJMM) are obtained from the BJH-CF2 water
model**** augmented by the Coulombic forces exerted by all
atoms in the core region (NV;) and the layer region (N,), and the
noncoulombic forces generated by the atoms in the layer region
(N,). Consequently, the QM forces in the layer (F}aye') are sup-
plemented by the noncoulombic forces of particles in the MM
region evaluated from the BJH-CF2 water model.**** The Cou-
lombic interactions are calculated with the point charges of the
atoms in the MM region and the quantum chemically evaluated
partial charges on the atoms in the QM region. The charges of
the particles in the MM region are incorporated via a perturba-
tion term into the core Hamiltonian:

Hcp = Hyp + V]
M
Vi= Z# 4)
j=1"Y

where ¢; are the partial charges of each MM atoms obtained by
Mulliken population analysis, which proved to be best compati-
ble with the BJH-CF2 water model. The oxygen and hydrogen
charges are —0.65996 and +0.32983, according to the charges
of the BJH-CF2 water model utilized in the MM region.***

In the QMCF MD simulation, solvent molecules can freely
migrate between the QM and MM region. A smoothing func-
tion™ is applied between the radii ry (5.7 A) and r; (5.5 A), cor-
responding to an interval of 0.2 A, to ensure a continuous transi-
tion of forces at the boundary. The forces acting on each particle
in the system can be defined as:

F/_Smooth _ F]MM + (F}ayar _ FJMM) . Sm(l‘) (5)

where FJMM represents the force acting on the particle j in the
MM region, Fj]-ayer is the force acting on the particle j located in
the solvation layer, r is the distance of the water molecule from
the chlorine atom of the solute molecule, and S, a smoothing
function.*®

Sm(r) =1, forr <r
2 2\2(2 2 22
S(r) = % forr, <r < ro (6)
[
Sm(r) =0, forr > ro,

where r; is the inner border of the smoothing region and ry is
the radius of the QM region. Further details of this method are
given in ref. 31.

This simulation protocol used in the present work is similar
to that applied in a previous simulation of aqueous HF solution®®
and has been successfully applied to investigate characteristics
of several composite chemical species in solution.”****° The
QMCF MD simulation was performed in a periodic boundary
cubic box with a side length of 24.65 A, containing one hydro-
gen chloride molecule plus 498 water molecules. Temperature
was controlled by the Berendsen temperature-scaling algorithm*’
with a relaxation time of 100 fs to maintain 298.15 K. The
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density of the simulation was fixed at 0.997 g/em?®, corre-
sponding to the experimental value of pure water. A predic-
tor—corrector algorithm was used to integrate the Newtonian
equations of motion with the chosen time step of 0.2 fs. The
flexible BJH-CF2 water model*** including an intramolecular
potential was used to elucidate the interactions between pairs
of water molecules in the MM region, as it allows explicit
hydrogen movements, and thus, also a smooth transition of
water molecules from the QM to the MM region and vice
versa. The reaction field*' was applied to correct for long-
range Coulombic interactions. Cutoff distances of 5 and 3 A
were used for noncoulombic O—H and H—H interactions,
respectively. The radial cutoff limit for Coulombic interactions
was set to half the box length. The values of 6.0 and 11.0 A
were chosen for the diameters of the core and the layer
region, respectively, and hence, the full first hydration shell
and a part of the second hydration shell are included in the
QM region, according to the radial distribution functions
(RDF) in the equilibrated state. The TURBOMOLE 5.9 pro-
gram was used to evaluate the forces in the QM region
calculated at the restricted Hartree-Fock level. Dunning dou-
ble-{ plus polarization function (DZP) basis sets™* were
applied for chlorine, oxygen, and hydrogen atoms. These basis
sets were chosen as a suitable compromise between accuracy
of the results and computational effort. Many test calculations
with the DZP basis sets comparing solvent clusters with one
to six water molecules by HF, B3LYP, MP2, and CSSD have
shown that the error by neglecting electron correlation is very
minor.*’° Moreover, the QM/MM simulation using the
B3LYP functional have revealed deviating descriptions such as
too rigid structures for solvates and H-bonded systems.’'™ In
addition, the influence of the basis set super position error
(BSSE) for HCI monohydrate was also determined at several
levels of theory. The lowest BSSE energy of 0.2 kcal/mol was
obtained from the HF method, whereas the values of 0.5, 0.9,
and 0.8 kcal/mol were evaluated from the B3LYP, MP2, and
CCSD methods, respectively. These indicate that the effects of
electron correlation and BSSE should have only a minor influ-
ence on quality of the QMCF simulation results. The QMCF
MD simulation was equilibrated for 2 ps and total of 10 ps
was performed for sampling. Simulation time had to be limited
to 50,000 steps of 0.2 fs (needed to appropriately describe
hydrogen movements) as these 10 ps already consume 5 months
of CPU time on a 4 AMD Opteron 2.8 GHz processors high
performance computer.

Velocity autocorrelation functions (VACFs) were used to
determine the dynamical properties of HCI in aqueous solution.
With C., symmetry of the HCl molecule, the vibrational
motion of the HCI molecule is both infrared active and Raman
active. The velocities of the hydrogen atom of HCI and the
oxygen atom of H,O were projected onto a unit vector parallel
to the corresponding CI—H bond (ﬁl) and Hycy+-O,, direction
(u2), respectively, thus the vibrational modes are the projections
of the hydrogen and oxygen velocities onto the unit vectors u
and u,, respectively. The vibrational frequencies of the normal
mode and the intermolecular Hycp---O,, interactions were calcu-
lated by their Fourier transformations of the VACFs. The nor-
malized VACF, C(¢), is defined by
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Figure 2. (a) Hycy-+-Oy, and (b) Clycy--Hy, RDFs and their corre-
sponding integration numbers.
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where N is the number of particles, N, is the number of time
origins #;, and v; denotes a certain velocity component of the
particle ;.

Results and Discussion

Structural Properties

The hydration structure of the HCI in aqueous solution was eval-
uated in terms of RDF, coordination numbers, and angular distri-
butions. In the QMCF MD simulation, The H—CI distance
varies in the range of 1.2-1.5 A, with an averaged value of
1.28 A, which is in good agreement with the experimental value
of 1.274 A+ Figure 2 shows the radial distribution functions
for each atom of HCI and its neighboring water molecules
together with their corresponding integration numbers evaluated

Journal of Computational Chemistry

from the QMCF MD simulation. The first peak in the Hycy---O,,
RDF characterizes the first hydration shell, located between 1.5
and 2.5 A with a maximum value of 1.84 A. This value is larger
than that determined in the case of an aqueous HF solution
(1.62 A).*® The second peak corresponding to the water ligands
near the CI atom in the first hydration shell is located at 4.30 A
The Clycp--Hy RDF and the corresponding integration are
depicted in Figure 2b. The first Clycy---Hy peak lies within the
range of 2.0-4.0 A, showing its maximum at 3.51 A with
additional peaks at 3.36, 3.62, and 3.93 A. The Clycr---H,, sec-
ond peak is situated at 4.40 A, covering distances of 4.0-4.7 A,
and corresponds to the second H atom of coordinated water
molecules.

The coordination number distributions of the first hydration
shell determined from the Hycy---Oy, and Clycy---O,, interactions
of the aqueous HCI solution are displayed in Figure 3. Accord-
ing to Figure 3a, a single water molecule bound to the H site of
the HCI molecule is the most dominant coordination with 74%

100
sl ¥ [N, CND |
80
70
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. 50
=
40
30
20
10
0 1 1 1 1 1 i 1 i 1 i
2 3 4 5 6 7 8 9 10
Coordination Number
40 40
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Coordination Number

Figure 3. Coordination number distributions of (a) H and (b) Cl
atoms in the first hydration shell of HCI, (c¢) Cl atom in immediate
first shell from 0.0 to 4.2 10\, and (d) Cl atom in extended first hydra-
tion shell from 4.2 to 4.8 A.

DOI 10.1002/jcc



Quantum Mechanical Charge Field Molecular Dynamics Simulation of HCI Solution 1789

6
a) ——Oy~H-Cl
4L
s 2t
z
g
T 0 t } ——t—t= f } t
= b) ——HCl-—H,,
2 10}
£
2
[=®}
05}
0.0 I L I 1 2 I 2 I 2 I 2 I 2 1 I 1 I
0 20 40 60 80 100 120 140 160 180

Angle (°)

Figure 4. Distributions of (a) Oy---Hyc—Clyc) angles and (b)
Hyc—Clyer+-Hy, angles, obtained from the QMCF MD simulation.

occurrence. The Clycy---O,, RDF displays two distinguished parts
of the first hydration shell, one representing an extended first
hydration shell located between 4.2 and 4.8 A. Therefore, the
coordination number distributions of the water molecules in the
substructure near the Cl atom were examined and depicted in
Figures 3b—-3d. As shown in Figure 3c, the coordination number
distribution integrated up to the distance of 4.2 A of the first
part of the Clycy--O, peak covers a wide range of 3-11, giving
an average value of 6.7. For the extended first hydration shell,
an average coordination number of 4.9 was found with a large
variation in the hydration numbers ranging from 1 to 11. These
findings indicate almost seven water molecules to be directly
bound to the ClI site of the HCI molecule, while in average five
water molecules are located in the extended first hydration shell.
This shows that the frequent ligand exchange processes must
occur at the Cl site, whereas the one water molecule bound to
the H atom seems to be more stably coordinated.

The hydrogen bond angle between HCl and water molecule
can be determined in terms of the angular distribution functions
of the Oy, --Hyc;—Clycy and Hyc—Clycy---Hy angles in the first
hydration shell. According to Figure 4a the O---Hyc—Clycy
angular distribution has its maximum at 161° with tailing until
100°, proving the preference for linear O,,---Hyc;—Clyc hydro-
gen bond arrangements. However, considerably less linearity of
this hydrogen bond in the case of HCl was observed in compari-
son with HF, where the O---Hyr—Fyr angular distribution is
situated at 170° with variation down to 100°.*® The presence of
nonlinear, weak, and flexible hydrogen bonds between water and
the Cl site of HCl is recognized from three dominant
Hpci—Clycr-+Hy, peaks at 12°, 60°, and 112°, respectively. The
low angle value of 12° reflects the arrangement of two hydrogen
bonds in the intermediate HCl monohydrate (Clycy---H,, and
Hucy-+-Ow).

To further characterize the flexibility and orientation of the
water molecules surrounding HCI in the first hydration shell,
angle 0 and tilt angle are introduced. The angle 0 is the angle
between the vector pointing along C;—O,, (C, is the center
of mass of the HCI molecule) and the dipole vector of water
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Figure 5. The 6 and tilt angular distributions of water ligands near
the HCI molecule.

molecule. The tilt angle is the angle between the Hyc—Clyc
axis and the plane defined by the O,—H,, vectors. Figure 5
presents the 0 and tilt angular distributions in the first hydration
shell of HCI. The broad peak of the angle 0 distribution obtained
from the QMCF MD simulation has its maximum at 76°, cover-
ing a wide range of 0-180°. A similar result was also observed
in the case of HF.*® However, the maximum value of 136° eval-
uated for HF is much larger than that determined from HCI. The
maximum value of the tilt angle for the first shell is located at
20°, and the distribution reaches 0 at =90°. Both angle distribu-
tions prove a very high flexibility of the first shell ligands’
orientation.

Dynamical Properties

The vibrational frequencies of the normal mode Hyc—Clyc
and the intermolecular Hgycj--O,, interactions were examined
using the VACFs and their Fourier transformations. Figure 6
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Figure 6. Power spectra of (a) Hycp-O, and (b) Hyc—Clyq
stretching modes in the first hydration shell.
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Figure 7. The Hycy--Clyc (solid line) and Hycy--O,, (dashed line)
distances as a function of time in the first hydration shell evaluated
for the proton transfer processes.

illustrates the power spectra of the Hycy---O,, and Hyc—Clycy
vibrational motions in the first hydration shell obtained from the
QMCF MD simulation. In Figure 6a, the maximum frequency of
the Hycy-+O,, vibrational mode in the first hydration shell is sit-
vated at 179 cm™ ', with two shoulder peaks at 277 and 390
cm ™!, The force constant of 1.8 N/m was calculated for this fre-
quency of the Hyc-O,, peak, which is much weaker than that
obtained for the Hyp---O,, interaction (5.9 N/m),*® but slightly
stronger than the value of 1.6 N/m retrieved from the experi-
mental O,,—H,,--O,, stretching (170 cm ™ 1).3° This demonstrates
that the acid dissociation of HCI is much more facilitated than
that of HF, since the Hycy--O, hydrogen bond interaction is
almost equally weak as the O,—H,--O,, interaction in pure
water. For the Hyc—Clyc stretching motion, the highest value
of this mode is centered at 3078 cm ™', with two shoulder peaks
at 2997 and 3192 cm ', The force constants evaluated for these
peaks are 547.1, 518.7, and 588.4 N/m, respectively. The
Hyc—Clyc stretching frequency calculated from the QMCF
simulation is in reasonable agreement with the experimental har-
monic vibrational frequency of 2990 cm ™ '.°"3® In addition, the

Table 1. The Energy Parameters for the HCI(H,0), Clusters Calculated
by Different Levels of Theory.

HCI(H,0),
undissociated

HCI(H,0),
dissociated

Method form (Hartree) form (Hartree) AE (kcal/mol)*
HF/DZP —764.2932329 —764.2869273 3.96
BLYP/DZP" - —766.5469201 -
B3LYP/DZP" - —766.6512601 -
MP2/DZP —765.2326384 —765.2291570 2.18
CCSD/DZP —765.2784585 —765.2715970 431

“The relative energies of the dissociated form with that of the undissoci-
ated form.
bOnly the dissociated forms were observed.
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Table 2. Mean Ligand Residence Times and Sustainability of Migration
Processes to and from the First Hydration Shell of Chlorine and
Hydrogen Atoms of the Hydrogen Chloride Molecule.

r* =0 ps * = 0.5 ps
Solute Lsim N 0 NO3 o Sex 1/8ex
Clyg 10.0 392 0.3 56 2.1 0.14 7.1
Hucr 10.0 80 0.1 9 0.8 0.11 9.1
Bulk® 10.0 269 0.2 24 1.7 0.09 11.2

*Values obtained from a QM/MM MD simulation of pure water.”?

gas-phase value of 3153 cm ! for the Hye—Clycr stretching
frequency was also evaluated from the HF/DZP method to con-
firm that this agreement is not a coincidence. The value of 547.1
N/m estimated for the force constant in the case of HCI is much
weaker than that observed for HF (819.1 N/m),*® proving less
stability of the nondissociated form of HCL. It was further found
that the ligand exchange processes in the H site of HCI causes
the shoulder peaks in the Hyc;—Clyc stretching mode.

To characterize the acid dissociation of HCI, the ionization
structure of this acid has been evaluated. Figure 7 shows distri-
butions of the Hycy:--Clyc and Hycye--O,, distances in the first
hydration shell, exhibiting the proton migration from the chlo-
rine atom of hydrogen chloride to oxygen of a neighboring
water. The first proton migration takes place around 4.9-5.0 ps
and the second one occurs during the simulation time of 7.5-7.6
ps. Another dissociation attempt observed at 5.5 ps is not com-
pleted, but almost successful. It is seen that the proton coming
from HCI bound to the neighboring water forming H;O" species
comes back to the Cl atom reforming the HCI molecule within
the femtosecond scale. Despite the short simulation time of 10
ps, three proton migration processes were observed, which
shows that dissociation can occur already on the picosecond
scale in very dilute solution. In the previous CPMD simula-

. 1 . . .
tion,'® corresponding to a higher concentration, a number of

(&)

...0 distance

(A) HHCL

.. O distance

Simulation time (ps)

Figure 8. (a) The Hycy---O,, and (b) the Clyc--O,, distances as a
function of time in the first hydration shell obtained from the
QMCF MD simulation.
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error sources can be identified, partly due to the early time it
has been performed, such as the use of DCI and D,O and the
functionals being used, for which several problems have been
identified in the meantime.”® As previous cluster calculations
(DFT and MP2)'%?2 have already shown that DFT overrates the
stability of the dissociated state, it seemed appropriate to per-
form new cluster calculations including HF, MP2, CCSD, and
the more modern B3LYP density functional, and the results,
shown in Table 1, clearly prove that DFT leads to an unjustified
preference for the dissociated state. It should be emphasized,
however, that the frequent attempts of proton transfer in our
simulation within a few picoseconds are a clear indication that
over a longer time period a number of them will be successful
thus creating a sufficient number of hydronium ions. For study
of full dissociation, i.e., separation of Cl and hydrated hydro-
nium ion, a longer simulation time would have been required
but on the basis of the results obtained for 10 ps one can easily
predict such a dissociation process to happen.

The dynamics of ligand exchange processes at each atom of
HCI were also determined by the mean residence times (MRTs)
using the “direct” method.®® The time parameters r* of 0.0 and
0.5 ps were used, reflecting to the minimum duration of a
ligand’s displacement from its original coordination shell to be
accounted. The number of ligand exchange processes, the
MRTs, and the sustainability of migration processes from the
first hydration shell are summarized in Table 2. The variations
of the Hycy--O, and Clycy---O,, distances obtained at * =
0.5 ps in the first hydration shell are presented in Figure 8. As
shown in Figure 8a, there are three exchange processes occur-
ring at the H atom of HCI, the first one taking place at 3.5 ps
and the second and the third one observed in the range of 6-7
and 7-8 ps, respectively. For the Cl site, several ligand exchange
processes were found during the simulation time of 10 ps, as
shown in Figure 8b. The calculated MRT values with respect to
r* = 0.0 and 0.5 ps for the first hydration shell located around
the Cl atom are 0.3 and 2.1 ps, which are the same as those esti-
mated for the F site of HF.*® The values of 0.1 and 0.8 ps for ¢*
= 0.0 ps and r* = 0.5 ps, respectively, were determined for the
H site of HCL. These values are smaller in comparison with the
aqueous HF solution (0.8 ps for #* = 0.0 ps and 2.5 ps for * =
0.5 ps),*® and also smaller than that obtained from QM/MM
(1.51 ps)> simulation of pure water. In the QMCF MD, hydro-
gen bond life times of 1.1 and 0.31 ps were evaluated for the
Clyci—HpucrOw  and  Hye—Clyer--Hy,  hydrogen  bonds,
respectively, suggesting a very different stability of these H-
bonds. The average lifetime of the Clyc—Hycr-+-O,, hydrogen
bond is higher than that observed in pure water by experiment®'
(0.55 ps), and a QM/MM MD simulation (0.33 ps),>* confirming
the stability of this H bond. The value of 0.31 ps obtained for
the Hyc—Clycr--Hy hydrogen bond is almost the same as the
value of 0.36 determined for the F site of the HF molecule. The
MRT values and the hydrogen bond lifetimes predicted from the
QMCF MD simulation reveal that HCI in aqueous solution is
simultaneously a weak structure-making and a weak structure
breaking species. The sustainability coefficients S., were com-
puted by comparing the number of all exchanges through the
border of the hydration shell (V%) to the number of exchanges

0
€x
processes lasting at least 0.5 ps (M%), resulting in 0.11 and
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0.14 for H and ClI sites of hydrogen chloride. The corresponding
1/Sex values are 9.1 and 7.1, suggesting that one lasting
exchange process in the neighborhood of H and Cl is achieved
by about nine and seven attempts to cross a shell boundary,
respectively.

Conclusions

We have performed a QMCF molecular dynamics simulation to
investigate the hydration structure and dynamics of the aqueous
HCI solution. The calculated H—CI bond distance and its vibra-
tional frequency are in good agreement with the experimental
observation. A relatively strong hydrogen bond at the H site of
hydrogen chloride was detected, whereas weak hydrogen bond-
ing dominates at the Cl site. The coordination number of ~7 is
prevailing in the first hydration shell, augmented by about five
water molecules of an extended first shell. The acid dissociation
of HCl is visible from the proton transfer events observed in the
QMCF MD simulation. The QMCF MD simulation shows sev-
eral ligand exchange processes in the first hydration shell, which
occur more frequently at the Cl site of the molecule.
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The ab initio quantum mechanical charge field molecular dynamics (QMCF MD) formalism was applied to
simulate the bisulfate ion, HSO,~, in aqueous solution. The averaged geometry of bisulfate ion supports the
separation of six normal modes of the O*—SO; unit with C;, symmetry from three modes of the OH group
in the evaluation of vibrational spectra obtained from the velocity autocorrelation functions (VACFs) with
subsequent normal coordinate analyses. The calculated frequencies are in good agreement with the observations
in Raman and IR experiments. The difference of the averaged coordination number obtained for the whole
molecule (8.0) and the summation over coordinating sites (10.9) indicates some water molecules to be located
in the overlapping volumes of individual hydration spheres. The averaged number of hydrogen bonds (H-
bonds) during the simulation period (5.8) indicates that some water molecules are situated in the molecular
hydration shell with an unsuitable orientation to form a hydrogen bond with the ion. The mean residence
time in the surroundings of the bisulfate ion classify it generally as a weak structure-making ion, but the
analysis of the individual sites reveals a more complex behavior of them, in particular a strong interaction
with a water molecule at the hydrogen site.

Introduction

Bisulfate ion is produced by the first deprotonation of sulfuric
acid, playing an important role to form hygroscopic aerosols in
the atmosphere.r™* The vibrational spectra of bisulfate ion were
investigated by in situ Fourier transform infrared (FTIR)
spectroscopy of molecular adsorption on the surface of Pt single
crystal electrodes,® producing anomalous peaks from the adsorp-
tion and desorption of submonolayers of strongly bound
hydrogen.®” The fundamental vibrational frequencies of HSO,~
ion were also assigned within the infrared spectra of concen-
trated solution in the spectral region of 600—1500 cm~1.8 The
Raman studies of aqueous NH4HSO, solutions over a broad
concentration and temperature range indicate that the bisulfate
ion is the dominant species above 250 °C and possesses Cs,
symmetry in dilute solutions.>!® The phase diagram for the
NH;HSO4/H,0 system presented a low-temperature crystalline
phase composed of NH,HSO, with eight water molecules.'
Although the properties of bisulfate ion have been investigated
in many experiments, most theoretical treatments were only
interested in the system of hydrated sulfuric acid.'>*7 This
motivated our interest to investigate the vibrational spectra and
the structural and dynamical properties for the HSO,~ ion and
its hydration shell in aqueous solution.

The specific investigation of an aqueous bisulfate system is
difficult by experiment, due to a mixture of sulfate and
hydronium ions produced by the second dissociation of sulfuric
acid. Computer simulations have become an alternative tool to
gain access to solvate microspecies properties needed for the
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interpretation of experimental observations and the chemical
behavior. The structural and dynamical properties of hydrated
bisulfate ion are of great significance for the detailed under-
standing of all chemical processes of this ion in aqueous
solution. However, the bisulfate ion is a composite structure
difficult to access by a conventional QM/MM method, because
of the complicated and asymmetric potential energy hypersurface
describing the interaction between the HSO,~ ion and water.
An ab initio quantum mechanical charge field molecular
dynamics (QMCF MD) formalism,*3® however, does not
require an analytical solute—solvent potential, and hence, this
method has already been successfully employed to investigate
the structural and dynamical properties of the hydrated sulfate, 2>
phosphate,??2® perchlorate,?*?* and bicarbonate?>?® anions. In
this work, the QMCF MD method was used to simulate the
hydrated HSO,~ ion in order to obtain its structure and some
dynamical properties, and also the vibrational spectra of all
normal modes evaluated by means of the velocity autocorrelation
functions (VACFs). The structural properties for each hydration
site and the overall molecular shell were obtained via radial
distribution functions (RDFs), coordination number distributions
(CNDs), and angular distribution functions (ADFs). The dynam-
ics were characterized by means of ligand mean residence times
(MRTSs). We also evaluated structural and dynamical properties
by means of the molecular approach equivalent to the “solvent-
accessible surface” referred to in previous work.?®

Methods

The ab initio quantum mechanical charge field molecular
dynamics (QMCF MD) formalism has been outlined in detail
elsewhere.’®® Due to the inclusion of an additional quantum
mechanically treated solvent layer zone located beyond the first
hydration shell of the solute species, the QMCF method does

© 2010 American Chemical Society
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not require the construction of potential functions between the
solute and water molecules; i.e., it avoids a time-consuming
and sometimes hardly manageable task necessary in the
conventional quantum mechanical/molecular mechanical mo-
lecular dynamics (QM/MM MD) formalism.?’—30 A further
advantage of the QMCF MD method is the inclusion of the
point charges of the atoms in the MM region with their changing
positions in the core Hamiltonian for the QM region via a
perturbation term

m MM

2 ()

=1 'ij

V' =

n
—

where n is the number of atoms in the QM region, m is the
number of atoms in the MM region, g™ is the partial charges
of these atoms according to the selected water model, and r;;
refers to the distance between a pair of particles in the QM (i)
and MM (j) regions. On the other hand, the dynamically
changing charges of QM particles, g™, determined by popula-
tion analysis contribute to the force on each atom j in the MM
region as Coulombic forces

n qQM . qMM
QM—MM __ i j
i - 21' Fij
i=

2

As the conventional QM/MM MD formalism, the QMCF MD
method allows the migration of water molecules between the
QM and MM region. For this process, one has to apply a
smoothing function®!

S(r) =
0 forr>rg,
2 2\2 2 2 2
re —r)(re + 2r — 3r
(For ()r(;ﬁ g on) forry, <r <rg (3)
off — lon
1 forr < ry

where r is the distance of a given solvent molecule from the
center of the simulation box, rq is the radius of the QM region,
and ro, is the inner border of the smoothing region. The
formalism is applied to all atoms of molecules located in the
smoothing region, ensuring a continuous transition and change
of forces for these molecules according to

th _ MM layer _ MM
Fjsmoo — Fj + (Fjayer Fj ) X S(r) (4)

where F¥" is the force acting on a particle j located in the
(outer QM) smoothing zone and FMM is the force acting on a
particle j in the MM region. In this context, it has to be
mentioned that energy is not rigorously conserved, but the
related error can be considered very minor due to the short
simulation time and the large size of the quantum mechanical
region.

The bisulfate solution consisted of one bisulfate ion and 496
water molecules in a cubic box of 24.67 A with the periodic
boundary condition. The density of the simulation box was 0.997
g cm~3, i.e., the experimental value of pure water at 298 K.
The simulation was performed in the NVT ensemble using a
general predictor-corrector algorithm with a time step of 0.2
fs. The system temperature was maintained at 298.16 K by the
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Berendsen temperature-scaling algorithm?? with a relaxation time
of 100 fs. The QM subregions, namely, the core and layer zone,
extended to 3.5 and 6.0 A, respectively. The quantum mechan-
ical calculation was performed by means of the Hartree—Fock
(HF) method with the Dunning double-& plus polarization
(DZP)%334 basis sets for hydrogen, sulfur, and oxygen atoms in
the QM region, i.e., the same theoretical level employed in our
previous study of the hydrated sulfate ion.?° The thickness of
the smoothing region was chosen as 0.2 A with the values of
Ion and ror @s 5.8 and 6.0 A, respectively, according to the radial
distribution function (RDF) obtained from the equilibrated
simulation. The selected water model applied to calculate the
interactions between pairs of water in the MM region was the
flexible BJH—CF2 model,®% with cutoff distances of 3.0 and
5.0 A for non-Coulombic interactions between H atoms and
between O and H atoms, respectively. The partial charges for
oxygen and hydrogen atoms in the water molecule according
to the BJH—CF2 model are —0.65966 and +0.32983. This water
model supports the fully flexible molecular geometries of water
molecules transiting between the QM and MM region. The
Coulombic interactions between the Mulliken charges on the
atoms within the QM region and the point charges of water
molecules according to the BJH—CF2 model are evaluated
providing an electrostatic description by a dynamically charging
field of point charges, which change according to the movements
of atoms inside the QM region and water molecules in the MM
region in the course of the simulation. This ensures the
continuous adaptation of the Coulombic interactions to all
polarization and charge-transfer effects within solute and
surrounding solvent layers.®° In addition, the reaction field
method combined with the shifted-force potential technique were
applied to account for long-range electrostatic potentials and
forces, with a spherical cutoff limit of 12.350 A. The system
was equilibrated with the QMCF MD method for 50 000 steps
(10 ps), and a further 50 000 steps (10 ps) were collected as
data sampling for analyzing the structural and dynamical
properties. On average, 24.8 water molecules were present in
the QM region.

The structural and dynamical properties for the hydration shell
of HSO,~ ion were not only evaluated for individual atoms but
also in a molecular manner. The molecular hydration shell of
bisulfate ion was constructed by the combination of all atomic
hydration spheres of the ion. The coordinating site for each water
molecule to the bisulfate ion was defined by searching for the
shortest distance between the oxygen atom of the water molecule
and each atom within the ion.?> The molecular radial distribution
functions (RDFs), molecular coordination number distributions
(CNDs), and molecular ligand mean residence times (MRTS)
for the hydration shell of bisulfate ion are thus presented in
this Article. All MRT values were evaluated by the direct
method,* counting the water exchange processes between
hydration shell and bulk. The most appropriate time span to
record a water displacement from its original coordination sphere
as an exchange process is 0.5 ps,®”*® which corresponds to the
average lifetime of a hydrogen bond in the solvent.*®

The dynamical properties of a fluid system related to
macroscopic transport coefficients can be evaluated from the
velocity autocorrelation functions (VACFs), and their Fourier
transformations can be interpreted as the vibrational spectra.
The vibrational spectra of bisulfate ion were obtained from the
VACFs using normal-coordinate analysis.*> The normalized
VACEF, C(t), is defined as
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where N is the number of particles, N; is the number of time
origins t;, and z; denotes a certain velocity component of the
particle j. A correlation length of 2.0 ps was used to obtain the
power spectra with 4000 averaged time origins.

Results and Discussion

Structural and Dynamical Properties of HSO,~ lon. Due
to the dynamic motion of all atoms within the system during
the simulation period, all structural parameters such as bonds,
angles, and dihedral angles within the bisulfate ion required to
construct the geometry of the ion were collected with their
statistical deviation listed in Table 1. The averaged geometry
of HSO,~ ion constructed from the structural parameters in
Table 1 is shown in Figure 1. The average S=O distances vary
within 0.070 A and are slightly shorter than those in the SO,2~
ion? by 0.02 A, while the single bond of S to O(4) is
significantly longer with 1.585 A. The average O—H distance
of 0.975 A for the HSO,~ ion is slightly longer than the distance
of the analogous bond in the HCO3™ ion% by ~0.02 A. The
bond and dihedral angles were collected in the form of angular
distribution functions (ADFs). The average bond angles around
the sulfur atom again indicate the similarity of terminal oxygens
and the unique property of O(4). In contrast to the strong
flexibility of the ZCO(3)H angle of the HCO;™ ion,® the
ZSO(4)H ADF shows a deviation of only 9°. Our selected
theoretical level, HF/DZP, for the QMCF MD simulation was
validated by comparing the structural parameters with those
obtained from various methods evaluated in the gas phase and
solution using the polarizable continuum model (PCM).*? The
hybrid B3LYP exchange-correlation functional coupling with
the tzvp+ basis set*® was employed to verify the interpretation
of the spectra of photoelectron spectroscopy for the HSO, ™ ion;*
thus, we also utilized this basis set coupling with the
Hartree—Fock (HF), B3LYP, and quadratic CI calculation
including single and double substitutions (QCISD) levels to
optimized the geometry of HSO,~ in both phases. The HF/DZP
level was also performed to investigate the effect of isotropic
and uniform field generated by the PCM to the geometry of
HSO,~ ion. All optimized geometries in gas and solution phase
were found to have C; symmetry. The effect of PCM on the
geometry of HSO,~ ion presents slightly longer bonds of
terminated oxygen and O(4)—H bond, and a slightly shorter
S—O(4) bond. The structural parameters obtained from the
QMCF MD simulation show a similar changing pattern to the
PCM model but presenting a slightly stronger effect of explicit
water molecules on the HSO,~ ion compared with the HF/DZP
results. Due to the fact that the structural parameters from the
QCISD/tzvp+ optimization are within the deviation of those
obtained from the QMCF MD simulation, this presents a
suitability of the HF/DZP level to investigate the structural and
dynamical properties of hydrated HSO,~ ion.

The dihedral angle measured between the plane defined by
the O(4)—S—0O(1) and the hydrogen atom is one of the
interesting structural characteristics, with a large deviation as
shown in Table 1. The distribution of this angle within the
simulation period is presented in Figure 2, showing a broad
band with a main peak situated at 60° and an average dihedral
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angle of 40°. This angle distribution represents the ease of
rotation for the hydrogen atom around the S—O(4) bond. This
result agrees with the experimental result of a free rotation of
OH group, treating the bisulfate ion with the Cs, symmetry.®10
We also utilized this approximation to separate three modes of
the OH group, namely, O—H stretching (v(OH)), S—O—H
bending (6(OH)), and S—O—H torsional (y(OH)), from nine
normal modes of the O*—SO; unit. The nine normal modes of
the O*—SO; unit in Cz, symmetry will span the following
representation:

I'(C,,) = 3a,(R, ir) + 3e(R, ir) (6)

In the Raman and infrared spectra under Cz, symmetry, the
spectra will be predicted as only six bands, three of them
becoming doubly degenerate modes. The power spectra of these
normal modes for the HSO,~ ion predicted by the QMCF MD
simulation are displayed in Figure 3, and the frequencies of
peaks for each mode are listed in Table 2. The v; and v3 modes
seemed to identify the characteristic of the O*—SO; unit in the
HSO,~ ion when it was investigated by Raman and IR
experiments.8~1 The calculated frequencies of these modes are
in good agreement with the experimental data, again showing
the reliability of QMCF MD simulation analyzing via VACFs
the vibration modes of the solute.?26:44%5 |t is interesting
that the peak at 593 cm~* & was only assigned as a characteristic
frequency of HSO,™ ion by Miller et al.*6 The peak of our
calculation for the 0 mode located at 603 cm™* corresponds to
the observed data,®#® and hence, we assigned this mode to the
characteristic frequency of HSO,~ ion found in the cesium
bromide region.*¢ We also classified the frequency at 1341 cm™
reported by Walrafen et al. as d,4, as the other two totally
symmetric (a;) modes at 1050 and 885 cm™* were identified as
the v, and v; modes, respectively.2 However, the peak of the
04 mode calculated by our VACF method at 635 cm™! agrees
with the assignment by Dawson et al. for this mode at 585
Cm—l.10

Our calculated spectra for the OH group present very broad
bands, as shown in Figure 3B. The power spectrum of the v(OH)
mode also presents the frequency band coinciding with the the
6(OH) mode, due to the different orientation of the O—H bond
for each time origin included in the evaluation of the »(OH)
mode producing the mixed modes. By our vector projection,
the frequency bands of the »(OH), 6(OH), and y(OH) modes
are found in the region of 2573—4039, 1075—1645, and
179—928 cm™', respectively. The v(OH) mode shows the
highest peak as a strong band at 3795 cm™! and a weak band in
the region 2573—3339 cm™ in agreement with the assignment
by the experiments.®*® The §(OH) mode again is identified as
characteristic of the OH group by the Raman and IR
investigations,® 1 and our calculated band with the peak at 1384
cm™t for this mode is in good agreement with that. The
projection of H’s velocities onto a unit vector perpendicular to
the S—O(4)—H plane for the y(OH) mode presents two bands
with peaks at 179 and 733 cm™ for a weak and a strong band,
respectively; this corresponds well with the assignment by
Walrafen et al.®

The self-diffusion coefficient (D) of bisulfate ion was
calculated from the center-of-mass VACF using the Green—Kubo
relation®’

D= %!Lrg [rewd )
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TABLE 1: Structural Parameters for the Geometry of HSO,~ lon Obtained from the Averaging of Their Distributions with

Their Variations

HF/DZP HF/tzvp+ B3LYP/tzvp+ QCISD/tzvp+
structural parameter QMCF MD gas PCM gas PCM gas* PCM gas PCM
S—0(1) (A) 1.453 + 0.062 1.441 1.444 1.446 1.449 1.483 1.485 1.477 1.479
S—0(2) (A) 1.455 + 0.064 1.432 1.440 1.436 1.445 1.473 1.480 1.467 1.475
S—0(@3) (A) 1.454 + 0.067 1.441 1.444 1.446 1.449 1.483 1.485 1.477 1.479
S—0(4) (A) 1.585 + 0.076 1.619 1.579 1.626 1.585 1.709 1.655 1.682 1.635
O(4)—H (A) 0.975 + 0.064 0.946 0.969 0.947 0.970 0.968 0.993 0.969 0.993
£0(1)SO(2) (deg) 113+ 7 115 114 115 114 116 114 116 114
£0(1)SO(3) (deg) 113+ 7 113 113 113 113 114 113 114 113
£0(1)SO(4) (deg) 106 £ 7 104 106 104 106 104 106 104 106
ZSO(4)H (deg) 113+ 9 108 112 107 110 104 108 104 108
0(3)SO(1)0(2) dihedral (deg) —131 47 -136  —132  —136  —132  —137 —133 —137 —133
0(4)SO(1)0(2) dihedral (deg) 114 +8 112 112 112 112 110 111 110 111
HO(4)SO(1) dihedral (deg) 40 £ 49 59 60 59 60 60 60 59 60

The calculated D value obtained from the QMCF MD simulation
is 1.584 x 107° cm? s7%, which is in good agreement with the
experimental value of 1.385 x 1075 cm? s~ 1% This again
presents the success of the QMCF MD formalism to acquire
the dynamical properties of hydrated composite solute.
Structural and Dynamical Properties of the Hydration
Shell. With the QM radius of 6.0 A, the average number of
solvent molecules inside this region was 24.8 + 6.3, during the
simulation period. The coordinating sites of bisulfate ion consist
of five atoms, namely, O(1) to O(4) and H, interacting with
water molecules, and thus producing the hydration shell around
this molecular solute. The structural property for each site was
first evaluated by means of the radial distribution functions

Figure 1. The averaged geometry of HSO,~ ion constructed from the
structural parameters of QMCF MD simulation presenting with the
labels.
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Figure 2. The distribution of H—0(4)—S—0(1) dihedral angle.

(RDFs) shown in Figure 4. The maximum and minimum
distances of the hydration shell for each coordinating site
obtained from the (site)—Oyater and (Site)—Hyaeer are listed in
Table 3. The shorter distances of a maximum and minimum
for each Os—Hyer RDF compared to each related Os—Oyyater
RDF correspond to the orientation of water molecules pointing
with hydrogen to the coordinating oxygens. Although the
geometry analysis in the previous section has shown that the
S—0 bonds for the terminal oxygens O(1) to O(3) are almost
identical, the hydration shells for each site present a different
structure reflected by some variations of maximal and minimal
distances in their RDFs. The RDFs of the hydration shell of
O(2) represent a slightly more compact structure than those of
the other two sites. With respect to the averaged geometry of
HSO,™ ion (see Figure 1), the O(2) site is far from the hydrogen
atom so that the water molecules can hydrate this site with less
perturbation from the hydrogen atom. The RDFs of O(4) atom
show a more flexible hydration shell than the terminal oxygens,
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Figure 3. Power spectra of (A) the O*—SOj; unit consisting of (a) vy,
(b) vy, (€) va, (d) d4, (€) Os, and (f) O modes and (B) three modes for
the OH group consisting of (a) » (OH), (b) 6 (OH), and (c) y (OH)
modes.



Bisulfate lon in Water

TABLE 2: Vibration Frequencies (cm™) of Highest Peak
for Each Normal Mode of HSO,~ lon Evaluated by the
VACFs of QMCF MD Simulation, Given as Values Scaled
by the Factor 0.902?* in Parentheses

vibration mode QMCF MD Raman and IR

vy symmetric SO3 1140 (1028) 1050,2 1052,° 1050°
stretch, a;

v, asymmetric SO; 1303 (1175) 1191, 1230°
stretch, e

vy S —(OH) 961 (867) 899, 898,° 885°
stretch, a;

d4 symmetric SO, 635 (573) 585,2 1341°
deformation, a;

ds asymmetric SOz 440 (397) 4222 417°
deformation, e

s SO, bending, e 603 (544) 593°

v (OH) 3795 (3423) 2900,* 3000¢

o (OH) 1384 (1248) 1340,2 1240,°

1175—1250,° 1800°
y(OH) 733 (661) 675—740°

2Raman data of 3.8 mol kg~* NH4HSO, solution at 25 °C.%°
b Raman data of 0.876 mol kg~* NH;HSO, solution at 22 °C.° ¢ IR
data of concentrated aqueous solutions of sulfuric acid in the region
290—4000 cm 18

indicated by the flat shape and lower maximum of the
O(4)—Huater RDF in the region assigned as hydration shell. The
RDFs of H atom indicate the direction of the oxygen atom of
water pointing to this site, and represent a well-defined structure
by a strong peak in the H—Oyer RDF.

The distances of the minima for each (site) —Oyyaer RDF were
employed to evaluate the coordination number distribution
(CND) for the sites, as shown in Figure 5. Their averaged
coordination numbers are also listed in Table 3 in the last
column. The O(2) atom located in the far position from the
hydrogen atom has the smallest coordination number among
the oxygens and a significantly large average CND of O(3),
again illustrating the different hydration structure for these
oxygen atoms. The reasons for small deviations of the coordina-
tion numbers of the three terminated oxygen atoms are to be
seen in slight deviations from the Cs, symmetry in the course
of the simulation and the short sampling time, which would
not cover sufficient orientations to include all possible configu-
rations. Hence, the difference of 0.3 water molecules cannot be
considered statistically significant. The actual effect of water
molecules to each oxygen site requires further details as the
average number of H-bonds, presented with the following
analysis. The minimum of the O(4)—Ouwaer RDF at 3.46 A
utilized to evaluate its CND also includes a part of the hydration
shell of hydrogen atom. This leads to an overcounting of the
coordination number for the composite molecular solute.?>?® To
clarify this problem, we again evaluated the RDF and CND for
the molecular structure employing the distances of minimum
for each (site)—Ouwaer RDF as the criterion to assign the
coordinating site for each water molecule shown in Figure 6.
The characteristic values of molecular hydration shell and its
averaged coordination number obtained from the molecular
surface—water RDFs and CND are also listed in Table 3 in the
last row.

The surface—O,yer RDF presents two peaks at 1.80 and 2.90
A in the region of 0.00—3.72 A, corresponding to the hydration
spheres of hydrogen and all oxygen atoms. The peak of
Os—Owater Within the molecular RDF is well-defined and stronger
than that in the individual Os—Oy,er RDFS, representing more
water molecules confined in the molecular hydration shell than
those in the individual hydration spheres. However, the total
average coordination number of 10.9 for all individual sites is
larger than the average coordination number of 8.0 for the
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Figure 4. RDF plots of (a) O(1)—water, (b) O(2)—water, (c)
O(3)—water, (d) O(4)—water, and (e) H—water; solid and dashed lines
refer to the RDFs for the O and H atoms of water, respectively.

TABLE 3: Characteristic Values of the Radial Distribution
Function ges(r) for Each Site of HSO,4~ lon in the Hydration
Shell Determined by the QMCF MD Simulation

r'min(ow)a r'max(Hw)a r'min(Hw)a n?

coordinating site  ryax(Ow)?

0(1) 2.86 3.56 1.92 272 24
0(2) 2.86 3.44 1.98 252 21
0(3) 2.92 3.88 1.98 268 35
0(4) 2.90 3.46 2.22 334 19
H 1.78 2.64 2.48 308 10
surface 1.80,2.90 242,372  2.10 372 80

8 rmax and rpin are the distances of the maximum and minimum of
gus(r) for the hydration shell in A, and n is the averaged
coordination number of the shell, respectively.

molecular hydration shell, showing an overcounting of ~3 water
molecules, due to the overlap of individual hydration spheres
as observed also in the hydration structures of sulfate®® and
bicarbonate? ions.
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The orientation of water molecules in the individual hydration
spheres was investigated by means of the angular distribution
function (ADF) of O,,—H,,---(site) angles, shown in Figure 7.
These ADFs show a similar pattern with two peaks located at
ca. 60 and 160°, corresponding to the two hydrogens of
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hydrating water molecules. The Hyaer atom pointing to the
terminal oxygen sites is represented by the large angles. The
ADF of O(4) displays a different orientation of hydrating water
molecules with a high probability of small angles and very low
probability of large angles, indicating that most of the Hyater
atoms do not point to this site.

According to the dynamical movements of all atoms within
the system, the number of H-bonds between the bisulfate ion
and the hydrating water molecules fluctuates during the simula-
tion period. Since the definition of H-bond has been expressed
in two different ways, namely, an energetic and a geometric
criterion,**° we utilized the structural criterion depending on
the cutoff parameters (distances R{$h and R and angle ¢©) in
analogy to water—dimethyl sulfoxide mixtures® and hydrated
bicarbonate ion.?® The cutoff distances R{% and R& for each
oxygen site were obtained from the corresponding (Os—Hater
and Os—Oyaer) RDFs, while the cutoff parameters for the
hydrogen site employed the distances of the first boundary in
the H—Oyater and O(4)—Owater RDFS, respectively. The angle
¢© was set to 30°.5! The number of H-bonds as a function of
time for each site is shown in Figure 8, presenting an average
number of H-bonds of 1.5 + 0.8, 1.5 £ 0.8, 1.6 +£ 0.8, 0.4 +
0.5, and 0.9 £ 0.3 for the O(1), O(2), O(3), O(4), and H sites,
respectively. The smaller average number of H-bonds compared
with the corresponding average coordination number for each
hydration site indicates that some water molecules located in
the hydration shell actually coordinate with the bisulfate ion,
while others have an unsuitable orientation to form an H-bond.
The slight difference of the average number of H-bonds for the
0O(1), O(2), and O(3) again presents the identical characteristics
of these sites, corresponding to the C;, symmetry. This
difference for the O(4) site (ca. 1.5 molecules) clarifies the
inclusion of extra water molecules from the hydration shell of
the H site, and proves a weak interaction with water molecules
at this site. The average number of H-bonds (5.8) compared
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Figure 8. Number of hydrogen bonds between (a) O(1), (b) O(2), (c)

0(3), (d) O(4), and (e) H atom of HSO4~ ion and water molecules
within the hydration shell during 10 ps of the QMCF MD simulation.

with the average coordination number (8.0) for the molecular
ion shows that ~2 water molecules are located in the molecular
hydration shell without forming H-bonds to the bisulfate ion,
however.

The dynamical properties of water molecules hydrating the
bisulfate ion were investigated by the ligand mean residence
time (MRT) evaluated by the direct method,*” from the average
number of water molecules in the hydration shell during the
simulation and from the number of exchange events for two
time parameters t* = 0.0, defined as the minimum duration of
a ligand displacement from its original shell to account for an
exchange process. t* was set to 0.5 ps in accordance with the
average lifetime of a hydrogen bond,*® whereas t* = 0.0 counts
all exchange attempts. All MRT values for individual oxygen
and hydrogen sites were summarized in Table 4. The total
number of water molecules counted for individual exchange
processes of all oxygens and hydrogen were 90 and 37, being
larger than those counted for the molecular hydration shell (33
and 19). The total number of attempted and lasting exchange
processes of individual atoms evaluated at t* = 0.0 ps (576
events) and t* = 0.5 ps (73 events), respectively, are also higher
than the 410 and 39 events counted by the molecular approach,
which avoids counting water molecules within the intersection
of individual hydration spheres. The difference in exchange
processes (73 and 39, respectively) shows that half of the
exchange events are actually migrations of water molecules
between the coordinating sites of HSO,~ ion, similar to the
HCO;~ system.?> The number of processes needed for one
successful water exchange, Rey, for the terminal oxygen atoms
indicates a weak interaction with the water molecules in their
vicinity compared to the hydrogen site. The peculiar value of
Rex for the O(4) site stems from the partial inclusion of the
hydration sphere of the hydrogen site. The standard relaxation
time used in the direct method with t* = 0.5 ps leads to the
MRT of water ligands at the coordination sites, while the
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TABLE 4: Mean Ligand Residence Time r in ps, Number
of Accounted Ligand Exchange Events N, and Total Number
of Processes Needed for One Successful Water Exchange Rex
Obtained from the QMCF Simulation

t* = 0.0 ps t* = 0.5 ps
Ng/ Nge/
Nianv 10 psb f[[))'oc Nianv 10 pr TI%SC Rexd

O(1) 17 118 0.20 10 19 1.27 6.2
0@ 19 131 017 8 21 104 6.2
0(3) 25 160 0.22 12 24 1.47 6.7
0O(4) 22 110 0.17 5 7 2.72 15.7
H 7 57 0.17 2 2 4.95 28.5
surface 33 410 0.19 19 39 2.02 10.5
H,0¢ 269%7  0.2,%7 0.33% 2437 1.7%7 1.51% 11.2%7

H,0f 13152 0.2, 0.55% 202 1.3% 6.5

@ Number of ligands involved in the MRT evaluation according
to the value of t*. ® Number of accounted exchange events per 10
ps lasting at least 0.0 and 0.5 ps, respectively. ¢ Mean residence
time determined by the direct method®” in ps. ¢ Average number of
processes needed for one successful ligand exchange. ¢ Values
obtained from a QM/MM-MD simulation of pure water3 in ps.
fValues obtained from a QMCF MD simulation of pure water® in

ps.
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Figure 9. Distance plot of the molecular anion sites and oxygen atom
of water as a function of time during the QMCF MD simulation period.

hydrogen bond lifetimes can be estimated with t* = 0.0 ps.25%7
The corresponding value obtained from the simulation of the
pure water system based on the QM/MM MD formalism is 0.33
ps; the t* = 0.0 values account for each hydrogen bond making/
breaking process.®® Both mean residence times and hydrogen
bond lifetimes for the individual sites and the molecular ion as
a whole prove HSO,~ as a weak structure-making ion. This
effect is not evenly distribution to all sites of the ion but most
pronounced near the hydrogen site, as shown in Figure 9. This
plot presents the distances of all water molecules within the
molecular hydration shell measured from each coordinating site.
After an exchange of water molecules binding to the hydrogen
site at 1.0 ps, the water molecule retained the interaction with
this site until the end of sampling time. Structure breaking/
making is commonly regarded as a property related to the
dynamics of the water molecules in the surrounding of a solute.
If it was defined only as a structural effect, any kind of solute
would break some H bonds of the solvent and hence its structure.
However, in a dynamical sense, structure making means the
formation of a layer of solvent molecules around the solute with
lower mobility, while structure breaking would mean that the
surrounding solvent molecules are more mobile than the solvent
molecules in the bulk. Although the Berendsen temperature-
scaling algorithm®2 requires in principle a long simulation period
to sufficiently describe the phase space, a large number of
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successful simulations published indicate that our simulation
time of 10 ps is adequate to reproduce well the properties of
hydrated ions, and thus also of the bisulfate ion. Comparing
results for exchange dynamics and H-bond life times for
simulations of pure water®® and experimental results®® the HF
method seems to be a good compromise between accuracy and
affordable computational effort to estimate dynamical effects
as well. Although HF and the methodical problems associated
with the thermostatisation probably lead to slightly underesti-
mated values, the associated errors are probably within a 10 —
20% range.

As HSO, ion is still a fairly strong acid in water, a
dissociation process could be expected to be observable.
However, this is a function not only of the thermodynamics
but also of the kinetics, and even in the case of a much stronger
acid, namely, HCI, despite a number of attempted proton
transfers within 10 ps of simulation, no full proton transfer could
be observed.®> There is no doubt that, over a much longer
simulation time, such a process would occur, however.

Conclusion

Our QMCF MD simulation results for hydrated bisulfate ion
are well compatible with the Raman and IR experiments,
assuming Cs, symmetry.®® The vector projection of each
vibration mode coupling with the VACF calculations gives the
vibrational frequencies in good agreement with the experimental
observations, especially of the characteristic modes.8~*° These
results again indicate the success and reliability of our approach
to investigate the properties of composite hydrated anions.?0~2
The HSO,4~ ion is characterized as a weakly structure-making
ion in agueous solution, slightly weaker than the sulfate ion.?
The hydrogen site forms a significant hydration structure
characterized by a strong H-bond with one water. This stronger
interaction of the hydrogen site of the HSO,~ ion compared to
that of the HCO3™ ion reflected by the mean residence times of
water ligands at the hydrogen site of 4.95 for the HSO,~ and
0.82 for HCO;~ % clearly demonstrates the higher acidity of
HSO,~. The water molecules hydrating the bisulfate ion have
a high mobility, reflected by rapidly changing binding sites and
orientations while forming and breaking H-bonds with the ion.
To describe these effects by classical or conventional QM/MM
molecular dynamics would be a most difficult task, as it would
have required the construction of analytical interaction potential
functions taking into account all the asymmetry of the interaction
between solute and solvent, which in the case of bisulfate would
be difficult and subject to many possible error sources and
inaccuracies.
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