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Implementation of Fuzzy C-Means Clustering
Algorithm in Fingerprint-based Localization in
Wireless Sensor Networks

Panarat Cherntanomwong, Dwi Joko Suroso, Pitikhate Sooraksa, and Jun-ichi Takada

Abstract—The emerging technologies of wireless nodes lead
the development of the small, relatively inexpensive, and smart
sensor nodes to support the research in Wireless Sensor Net-
works (WSNs) applications. The power of the system will be
proportional to the amount of deployed sensor nodes. Clustering
technique can be one of the promising methods to reduce the
power consumption in nodes. Fuzzy C-Means (FCM) is known
as one of the clustering algorithm that can handle the uncertainty
data and its robust application for the complicated data. In
this paper, indoor localization system using fingerprint-based
techique is studied and developed. Fingerprint-based technique
is a localization technique that allows us to have the database
of information stored inside the system. This leads to higher
accuracy compared to other techniques. The implementation of
the FCM as clustering algorithm in the database of fingerprint
helps the faster calculation. Accuracy of FCM to cluster the target
node and sensor nodes are the main concern. The accuracy of
the system will be shown as the estimated target location error
as the result of pattern matching algorithm calculation. From the
indoor experiment results, the FCM can cluster the target node in
an appropriate cluster successfully. From here, we can conclude
that the FCM can be implemented as supporting algorithm in
the fingerprint-based indoor localization system.

Index Terms—wireless sensor network, fuzzy c-means, finger-
print technique, nearest neighbor.

I. INTRODUCTION

NDOOR localization has many advantages as one of the

applications in wireless sensor networks (WSNs). Localiza-
tion usually refers to the process of dynamically determining
the location(s) of one or more target node(s). WSN is defined
as the network of many sensor nodes which deploy in the area
of interest, inside or near, respectively [1]. In order to observe
the parameter in the area, sometimes this networks consist of
many sensor nodes, a hundred or a thousand sensor nodes. As
known, increasing the number of sensor nodes affects to the
power consumption of the network itself. In recent days, many
researchers try to apply many techniques to reduce the power
consumption through various scenarios [2].

This paper proposes a solution to the problems using clus-
tering data technique. The Fuzzy C-Means (FCM) algorithm
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is applied. By applying the FCM method, a partition of the
feature vectors into different regions can be performed. This
FCM implementation has purpose to cluster the target node
or unknown node that has to be estimated its location with
the others sensor nodes in the area of interest. The indoor
localization technique has many types, i.e., scene analysis
and range based. Scene analysis technique is represented as
fingerprint-based technique. For range based technique, there
are a lot of techniques which have been published by many
researchers, to name a few, Time of Arrival (ToA), Time
Difference of Arrival (TDoA), Angle of Arrival (AoA), Min-
Max Algorithm, Maximum Likelihood Algorithm, etc [3]-[6].

In this paper fingerprint-based technique is utilized. This
localization technique applies two-phase processes. The first
phase is called the offline phase. In this first phase, the
signal information obtained from known nodes, referred as
fingerprint, are recorded in the database. The second phase
is called the online phase. In this phase, the current signal
information obtained from unknown node is compared to
signal information in the database (in this case, received signal
strength indicator (RSSI) is used as the signal information).
Using the clustering method, the improvement of accuracy
can be achieved while the RSSI values in the database are
clustered into vectors that have similarity among others. The
clustering technique is also well-known technique with the
spatial advantages related to scalability and efficient commu-
nication [2]. As the IEEE 802.15.4 wireless communication
standard, ZigBee has many beneficial factors to be deployed as
sensor nodes since its durability and low power consumption.
Furthermore, ZigBee provides the parameters which can be
used as the parameter of localization technique, i.e., RSSI and
link quality indicator (LQI). Therefore, ZigBee is used as the
reference sensor nodes and the target node in this paper.

For the experiment, RSSI value is recorded from 4 reference
nodes in 5m x b5m area of interest. The size of grid in area
of interest for fingerprint database is 1m x 1m. So, we have
36 fingerprint location and each fingerprint location is located
at the known location. For constructing database, the packet
of RSSI is sent from the fingerprint location to the reference
nodes. After that, the reference nodes will resend the packet
to the fingerprint location as RSSI values in dB which are
recorded in the database. After all of 36 fingerprint locations
are recorded, the next process is to compare the RSSI values
of the target node with those in figerprint database using
pattern matching algorithm. In this paper, the nearest neighbor
algorithm is used as the pattern matching algorithm to estimate
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the position of the target node based on the minimum error
between the target node and fingerprint database.

This paper is organized as follows. Section 2 explains the
description of the algorithm model. Section 3 describes the
experiment system and setup. Section 4 shows the results and
gives discussion. Finally, the conclusion is given in Section 5.

II. ALGORITHM MODEL
A. Location Fingerprint Techniques

The fundamental concept of location fingerprint tehnique is
briefly explained in this subsection. As mentioned in introduc-
tion, by using fingerprint technique, the location of the target
node can be estimated by comparing its spatial signature or
signal information (in our case is RSSI) with those which are
previously recorded as database.

Location fingerprinting is the location sensing technique
which involves a two-phase process. For the first phase, during
the offline calibration phase the received signals at selected
locations are recorded as database. Then, for the second phase,
pattern matching algorithms are used to infer a target’s location
by comparing the current observed signal features to the
pre-recorded values in the database [4]. The key points of
this technique are the selection of the spatial signature and
the method in constructing database. The commonly used of
pattern matching algorithm as shown in Figure 1 [7].

FINGERPRINT DATABASE
EKnown Location Fingerprint Information
Location 1 Information 1
Location 2 Information 2

Information M-1
Information M

J

Location M-1
Location M

Estimated
Received Terminal
Signal i e Location
-1 attern Matching
— Receiver _ Al —
Fig. 1. Location fingerprint localization

For example, let the number of reference nodes as
N, number of fingerprint locations as M and D,, as
fingerprint information (RSSI values for N nodes) at position
F,.(m =1,2,...,M) and r represents RSSI values from each
node. Hence, the fingerprint technique can be expressed as

D,, = [T(l,m): T(2,m)s -+-+s T(N,m)} 2

For the common framework of the fingerprint techniques
considered in this research, the measured RSSI signal obtained
by ZigBee with the Xbee 24 — Z B model as reference nodes
with N =4 and N = 6. The reference nodes are employed to
justify the target (transmitter) location.

Given that [1(1 ), 7(2,m) -+, T(N,m)] 18 @ set of M with fin-
gerprint information vector that has four-to-one and six-to-one

mapping to a set of the fingerprint information (RSSI values)
and the location index is expressed by m(m = 1,2,....M).
The location which has the smallest error with the current
transmitter signal or provides the best match is represented as
the estimated location.

B. Clustering

Clustering analysis is a generic term for statistical
procedures designed to identify groups of observations that
have similar attributes or characteristics. The purpose of
clustering analysis is to cluster observed data in such a way
that the entities within a cluster are more similar to each other
than to those in other clusters [8]. In other words, clustering
is the process of grouping a data set in a method that the
similarity between data inside a cluster is maximized, on the
other hand, the similarity between data of different clusters is
minimized [9].

In this paper FCM as one of the clustering method is
deployed. FCM has many benefits to be applied in the system
which has multi channel data, in our case is RSSI values
data. Like briefly explained before, number of fingerprint
locations as M and D,, as fingerprint information (RSSI
values for N nodes) at position F,,(m = 1,2,...,M) and
r represents RSSI values from each node. With M = 36
and number of reference node is N = 4 and N = 6 nodes.
The FCM will be deployed to minimize the partition of
RSSI data set. The further explanation will be explain in this
subsubsection about FCM and its implementation in this work.

1) Fuzzy C-Means: Fuzzy C-Means (FCM) is a method
for data clustering which allows one piece of data belongs
to two or more clusters (groups). FCM is unsupervised
learning algorithm which can be applied to several problems
involving feature analysis, clustering and classifier design in
fields such as astronomy, chemistry, geology, image analysis,
target recognition, image segmentation, medical diagnosis and
shape analysis. The advantages of the FCM are its ability
of uncertainty data modeling, its fairly robust behavior, its
straight forward implementation, and its applicability to multi-
channel data [10].

The FCM algorithm minimizes the objective function for the
partition of the data set, P=[D1, D2, D3, ....,D,,]” and center

of clusters, V=[v1, Va2, V3, ...., V;]T given by:
c M
To(U,V) =3 " ul, D — ve? (3)
c=1m=1

where J,, is the objective function, M is the rows in the matrix
in the vector P, C is the number of clusters (1 < C < M),
Uc,m is the element of partition matrix U of size (C' x M)
containing the membership function, v. is the center of
the C cluster, and w is a weighting factor that controls
fuzziness of the membership function. The matrix U is
constrained to contain elements in the range of [0,1] such
that Z%:l Ue,m = 1 for each u.,, (1 < C < M). The norm
|D;,, — v.|| is the Euclidean distance between the sample D,,,
and the clusters center v, [11].



JOURNAL OF XXXX XXXXX, VOL. X, NO. X, MONTH YEAR

2) Implementation of Fuzzy C-Means: In this paper, FCM
algorithm is used to cluster the 36 sensor nodes and 1 target
node as test object for identifying the target location. In this
paper, the data set, P is formed as 36 x 4 matrix for 4 reference
nodes. FCM clustering technique can be summarized by the
following steps [10]:

1) Step 1: Initialization (Iteration 0) Scan the RSSIs data
row by row to construct the vector P containing all the
certain levels in the data set. Randomly initialize the
centers of the classes vector V(O), from the iteration ¢ =
1 to the end of algorithm.

2) Step 2: Calculate the membership matrix U of ele-
ment Ue .

3) Step 3: Calculate the vector v

4) Step 4: Convergence test: if |[V®) — V=D > ¢, then
increment the iteration ¢, and return to the Step 2,
otherwise, stop the algorithm. € is a chosen positive
threshold.

C. Pattern Matching Algorithm

In the fingerprint-based technique, pattern matching is used
to obtain the location of target node, it compares the current
radio signal information with those stored in database. Like
described in the previous subsubsection, the signal strength
samples at corresponding locations are stored in a database.
For common fingerprint technique, all of recorded signal
information in the database are compared with the current
signal information. In this research, the clustering is used to
group the similar fingerprint in one cluster. It will be benefit if
we have many fingerprints since the clustering will minimize
the matching process only in one cluster otherwise in all of
fingerprints.

In this research, the nearest neighbour algorithm (NNA) is
applied. Using normalization equation or euclidean distance
(between RSSI information in current signal (target) with those
in the database. Technically speaking, when the target node is
in the fingerprint area, it collects the RSSIs from all sensor
nodes as [12]

dy = [T(1,0)T(2,8)5 s T(N )] “)

In our simulation, after the FCM clusters the fingerprint
information and target information, both in RSSI values from
reference nodes, the similarity between the targets information
with one of members in the cluster is verified by using norm
equation. For instance, let the group of fingerprint locations as
FCM clustering result as g. And g,, is the one of the member
of g, the member of cluster is vary from here, g, and d;
are two points in Euclidean N — space, then the distance to
show the similarity, e (minimum error value) is obtained by
the equation [13]

N

Z(T(n,t) - r(n,gn))Q (5)

n=1

e =

in this equation, n refres to the number of reference nodes
index with N =4 and N = 6.

III. EXPERIMENT SYSTEM AND SETUP

1) Experiment System: Figure 2 shows the layout of ref-
erences nodes and fingerprint nodes placement in the system.
Fingerprint nodes, shown as the rectangular are assumed to
know their own position and reference nodes, shown as the
triangle symbols are located at the corners of the experiment
area. The database for fingerprint technique is obtained on 36
observed location in area of 5m X 5m. in the experiment, the
Ist sensor nodes is located in the left bottom of observer area.
The arrangement is left to right arrangement. For example, the
1st row is consist of sensor nodes number 1 to 6, in 2nd row
7 to 12 and continues until 6th row, senor node number 31 to
36.
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Fig. 2. Reference and sensor nodes placement for experiments

In the 5m x 5m area of interest, the coordinate of fingerprint
nodes are shown in the Table 1. In this table, you can see the
coordinate of the rectangular in Figure 2 as the number of
each fingerprint (1 to 36).

TABLE 1
THE COORDINATE OF FINGERPRINT NODES

No. Fingerprint | Coordinate (x,y) | No. Fingerprint | Coordinate (X, y)
1 (0,0 19 0,3)
2 (1,0) 20 (1,3)
3 (2,0) 21 (2,3)
4 (3,0 22 (3,3)
5 (4,0) 23 4.3)
6 (5,0) 24 (5.3)
7 (0,1) 25 0.4)
8 (1,1) 26 (1,4)
9 (2,1) 27 (2,4)
10 3,1) 28 (3.4)
11 4.1) 29 4.4)
12 (5.1) 30 (5.4)
13 0,2) 31 (0,5)
14 (1,2) 32 (1,5)
15 (2,2) 33 (2,5)
16 (3,2) 34 (3,5)
17 (4.2) 35 (4,5)
18 (5,2) 36 (5.5)
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2) Experiment Setup: In order to validate the performance
of FCM, the indoor experiment is conducted. In this manner,
4 sets position of target node are proposed: diagonal (left and
right), horizontal and vertical position.

« Diagonal Position Testing
The first experiment to obtain the validation of our
proposed method, the diagonal position testing is applied.
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Fig. 3. The 16-target node position for diagonal testing

Figure 3 shows the fingerprint nodes and the target node
at diagonal positions on the observed area for 4 and 6
reference nodes. The target node is stationary for each
experiment. The brown rectangular represents the nearest
fingerprint in location expectation, yellow rectangular
represents the target location in the same location of
fingerprint database. The target node is moved one by
one following the pattern diagonal line as shown in
Figure 3. For the left diagonal testing, the target node
is placed from (0 m, 0 m) and increase continuously on
0.33 m. For instance, target node for left bottom to right
up is moved from (0 m, O m) and it is continued until
reach at (5 m, 5 m). For the right to the left diagonal
position we moved target node from coordinate (5 m, O
m) to (0 m, 5 m).

o Horizontal and Vertical Position Testing
The second experiment to obtain the validation of our
proposed method, the horizontal and vertical position
testing are applied.
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Fig. 4. The 16-target node position for horizontal and vertical testing

Figure 4 shows the measurement setup for horizontal
and vertical of target node testing position. For the
horizontal and vertical position testing, we start placing
the target node from (0 m, 2.5 m) for the horizontal
position; with the increasing distance are 0.25 m and
0.5 m. For example, position number 1 is (0 m, 2.5 m),
number 2 (0.25 m, 2.5 m), number 3 (0.75 m, 2.5 m),
and number 4 (1 m, 2.5 m). The experiment continues
until (5 m, 2.5 m). For the vertical position, it is began
at (2.5 m, 0 m) and ended at (2.5 m, 5 m).

IV. RESULTS AND DISCUSSION

We conduct the experiment to analyze the accuracy of target
location estimation for the proposed method. The accuracy
of the proposed system with FCM algorithm is found by
comparing the estimated position with the training database.
All of these measurements were performed in the corridor at
Department of Computer Engineering, KMITL. The clustering
result will be explained both sets of 4 and 6 reference nodes,
respectively. The experiment in each position is done using
repeated five times measurement.

A. Custer Results

At the experiment setup, we can see the location of target
node in the observed area. We also see the expect cluster in
each target node position (1-16 position). For the experiments,
we use value ¢ on the FCM clustering algorithm is equal to
10 clusters or groups. As mentioned previously, the c value
must not exceed the number of sample, M in the vector P.
So, C=10 is acceptable since the number of sample is 37 (36
sensor nodes for database and 1 for target node). Numbers in
the bracket, (1)-(36) are the fingerprint database and (37) is
the target node.

1) The sets of four reference nodes: In this results, the
random position of 16 target positions are choosed to show
the FCM capability to cluster the target node in the fingerprint
database. The 4 schemes of target node position will be
presented: left diagonal, right diagonal, horizontal andvertical
position in 4-reference nodes.

o Cluster result for diagonal left

TABLE 11
CLUSTER RESULT FOR LEFT DIAGONAL POSITION

No. Target Position | Desired Cluster Actual Cluster

1 (1,37 (1,37

3 (1,2).(N,8),(37) (1,2),(N,(8),(37)

8 (15),337) (15),(37)

10 (22),(37) (22),(37)

14 (29),(30),(35),(36),(37) | (29),(30),(35),(36),(37)
16 (36),(37) (36),(37)

The chosen target position for left diagonal position
can be clustered successfully as the desired cluster in
second column of Table II. From the Table II we can
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observe that FCM can cluster the target node (37) in the
fingerprint database.

o Cluster result for diagonal right

Some of the chosen target position for rightt diagonal
position can be clustered successfully as the desired
cluster in second column of Table III. Unfortunately, in
the target position number 10, FCM cannot cluster the
target node as the desired cluster. This might be happen
as a result of bad database value and factors during
experiment [14].

TABLE VI

CLUSTER RESULT FOR LEFT DIAGONAL POSITION

No. Target Position | Desired Cluster Actual Cluster

1 1),(37) (1),(37)

3 1),(2).(1,(8),37) (1),(2),(7).(8),(37)

8 (15),(16),(21),(22),(37) | (21),(37)

10 (22),37) (16),(22),(23),37)

14 (29),(30),(35),(36),(37) | (29),(30),(35),(36),(37)
16 (36),(37) (36),(37)

TABLE III

CLUSTER RESULT FOR RIGHT DIAGONAL POSITION

cluster in second column of Table VII. Unfortunately, in
the target position number 10, FCM cannot cluster the
target node as the desired cluster. This might be happen

No. Target Position | Desired Cluster Actual Cluster as a result of bad database value and factors during
1 (6),37) (5),(6),(11),(12),(37) experiment. It is the same case in 4 reference nodes as
3 (5),6),(11),(12),(37) (5),(6),(11),(12),(37) shown in Table III, in the position testing number 10.
8 (15),(16),(21),(22),(37) | (15),(22),(28),(37)
10 (20),(37) (9),(15),(37) TABLE VII
m 251.26.6D.G.G37) | (25).61.G2.G37) CLUSTER RESULT FOR RIGHT DIAGONAL POSITION
16 31),37) 31),37) No. Target Position | Desired Cluster Actual Cluster
1 (6),37) (5),(6).(37)
o Cluster result for horizontal position 3 (5),(6),(11),(12),(37) (5),(6),(11),(12),(37)
8 (15),(16),(21),(22),(37) | (15),21).(37)
TABLE IV
CLUSTER RESULT FOR HORIZONTAL POSITION 10 20,37 @D.37)
14 (25),(26),(31),(32),(37) | (25),(31),(32),(37)
No. Target Position | Desired Cluster Actual Cluster 16 (31),(37) (31),(32),(37)
1 (13),(14),(19),(20),(37) | (13),(14),(19),(20),(37)
. (13),(14),19)20.37 | (13),04)(19)(20.G7) o Cluster result for horizontal position
8 (15),(16),(21),(22),(37) | (15),(37)
10 (15),(16),(21),(22),(37) | (15),(22),(37) TABLE VIII
14 (17),(18),(23),(24),(37) | (17),(23),(24),(37) CLUSTER RESULT FOR HORIZONTAL POSITION
16 (17),(18),23),2H,37) | (17),23),24)(37) No. Target Position | Desired Cluster Actual Cluster
. . 1 (13),(14),(19),(20),(37) | (14),(19),(20),(37)
o Cluster result for vertical position 3 (13).(19.19).20).37) | (13).(14).20)25).(37)
TABLE V 8 (15),(16),(21),(22),(37) | (16),(21),(22),(23),(37)
CLUSTER RESULT FOR VERTICAL POSITION 10 (15),(16),(21),(22),(37) | (16),(21),(22),(37)
No. Target Position | Desired Cluster Actual Cluster 14 a7).(18),23).24)37) | (17),(18),(24),37)
1 (3).@).9).(10).37) (3).9.37) 16 (17),(18),(23),(24),(37) | (17),(18),(24),(37)
3 (3),(4),(9),(10),(37) (4),(9),(10),(16),(37)
8 (15),(16),(21),(22),37) | (15),(22),(37) o Cluster result for vertical position
10 (15),(16),(21),(22),(37) | (15),(22),(37)
TABLE IX
14 27).28).33).34).67) | (27).(28)(34).37) CLUSTER RESULT FOR VERTICAL POSITION
16 (27),(28),(23),34),37) | (27),(28),(33),(34),(37)
No. Target Position | Desired Cluster Actual Cluster
For the Table IV and Table V give the good result since | ! 3)(4).09).(10),37) 3).0).(15).37)
FCM can cluster the target node in the desired cluster. | 3 3).®.9).(10),37) (3).9).(15),37)
Eventhough some of the positions only show the nearest | 8 (15),(16),21),22).37) | (16).(22),37)
fingerprint database compared with the rssi parameter of | 10 (15),(16),21),22).37) | 21.37)
the target node. 14 (27),28),(33),34),(37) | (28),(34),(37)
2) The sets of six reference nodes: In the six reference 16 (27).(28),23),34H),37) | (27),(28),33).34).(37)

nodes, the clustering result of FCM can be shown as table
for every position testing similar as for reference nodes.
o Cluster result for diagonal left
e Cluster result for diagonal right
Some of the chosen target position for rightt diagonal
position can be clustered successfully as the desired

For the Table VIII and Table IX give the good result since
FCM can cluster the target node in the desired cluster.
Eventhough some of the positions only show the nearest
fingerprint database compared with the rssi parameter of

the target node.
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B. Location Estimation Error

In this subsection, the comparison between the different
sets of reference node is analyzed. Figure 5 depicts the
left diagonal estimated location error between four and six
reference nodes.

Left Diagonal Estimated Location Error

12

Hstimated Loeation Hrror (m)

i 2 3 4 5 6 7 8 9 1011 12 13 14 15 16

Target Node Position
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Fig. 5. Left diagonal estimated location error for 4 and 6 reference nodes

Figure 6 depicts the right diagonal estimated location error
between four and six reference nodes.
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Fig. 6. Right diagonal estimated location error for 4 and 6 reference nodes
In Figure 5, the highest error occurred in the target position
number 11. With the error reached 1.03 m for the set of six
reference nodes. We can see that seven positions in the target
node position testing, the set of six reference nodes gives a
larger error than the set of four references nodes. The average
error for the set of four reference nodes is 0.512 m and 0.613
m for the set of six reference nodes. In this position testing, the
additional reference nodes does not give the better accuracy.
The different results occur in the right diagonal estimated
location error. We can see from Figure 6, most of the errors
in the system are reduced by the set of six references nodes.
For instance, the errors reduction are shown in the target node
number 1, 4, 8, 10,11 and 12. In the right diagonal position
testing, the average of the estimated location errors are 0.70
m for set of four references nodes and 0.64 m for the set of
six reference nodes.
Figure 7 depicts the horizontal estimated location error be-
tween four and six reference nodes.
Figure 8 depicts the vertical estimated location error between
four and six reference nodes.
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Fig. 7. Horizontal estimated location error for 4 and 6 reference nodes
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Fig. 8. Vertical estimated location error for 4 and 6 reference nodes

Figure 7 and Figure 8 depict the horizontal and vertical
estimated location error. In the horizontal and vertical position
testing, the estimated location error between the set of four
and six references nodes are relatively the same values in
average. The average error in horizontal position is 0.71 m
for four reference nodes and 0.72 m for six references nodes.
For vertical position, the average estimated location for the set
of four reference nodes is 0.67 m and 0.68 m for six reference
nodes. As note, the errors have the relatively same pattern; we
can see in Figure 5 and Figure 6, high errors occur in the target
position number 5, 8 and 11. Figure 7 and Figure 8, the highest
error occur in the target node number 5. If we see in section
III.C, most of the errors occurred in the middle part of the
observed area. The important thing we notice for this result,
we can reduce the error by fixing or improving the quality of
database in the middle part of observed area. Moreover, if we
can obtain the new data for all fingerprint database. As we
know, the accuracy of location fingerprint-based localization
technique depends on the quality of the fingerprint database
[15].

C. Applying k-Nearest Neighbor Algorithm

After we have seen the performance of FCM to group the
target node in the database which has the similarity, the k-
NN Algorithm is applied to observe the error in location
estimation. We randomly choose one data from the experiment
data for target node from indoor experiment, and apply the the
k-NN.
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in this subsection, we present the result of right diagonal
testing only, including 4 set and 6 set of referenc nodes. As
appeared before, the right diagonal testing has some errors in
the clusterd group by FCM. Here, we will see that whether
the k-NN Algorithm can reduce the estimated error or not. In
this case we choose k = 3.

TABLE X
k-NEAREST NEIGHBOR FOR 4 REFERENCE NODES

No. TP | FN k=1 | FN k=2 | FN k=3
1 (6) (12) (11
2 (6 () (12)
3 ) Q) (12
4 “ (&) (10)
5 4) (10) -
6 (5) - -
7 (16) (15) (22)
8 (21) 27) -
9 (21) 27) -
10 (21) 27) (16)
11 (26) (27) -
12 (19) (20) (26)
13 (26) (33) 27
14 (25) (31) (32)
15 (25) 31 (32)
16 (32) 31) (25)

For the Table X and Table XI, TP is abbreviation from
Target Position, FN is Fingerprint Node, FN k=1 is the the
nearest fingerprint node compared with the target node. FN
k=2 and FN k=3 are the second and third nearest FN. Three
of them are obtained from the clustered group from FCM
Algorithm.

For the 6 set of reference nodes, the k-NN Algorithm is
also applied. It is same in the case of 4 set of reference nodes,
the right diagonal testing position has error in some clustered
group. The FCM cannot cluster the target node as the desired
cluster that expected. Table XI shows the result of FN of the
6 set of reference nodes in the k~-NN Algorithm from result of
FCM clustering.

As commonly discussed in the k-NN Algorithm that the
result in k equals to 1,2,3,....n can reduce the error since it
uses its average error. In the Figure 9 and Figure 10, we can
see the error from the k-NN Algorithm for k=1, k=2, and k=3.

Figure 9 and Figure 10 depict the distribution error for 16
target position in right diagonal position. As discussed before,
the quality database of fingerprint is the main factor to achieve
the good accuracy. Here, the FCM algorithm cluster the target
data (current signal from signal of target position). In some
target locations for 4 reference nodes have no errors such as in
target location number 1, 7, 10 and 13. For 6 reference nodes,
the zero error is achieved in target location number 1, 7, 10
and 13. Table XII shows the average estimated error location
from 4 and 6 references node. Those positions are position in
exact or the same location with fingerprint node. As seen in
Figure 9 and Figure 10 the k=2 and k=3 can reduce the error
in some position of nearest position from fingerprint node.

TABLE XI
k-NEAREST NEIGHBOR FOR 6 REFERENCE NODES

No. TP | FN k=1 FN k=2 | FN k=3
1 (6) (5) -

2 (5) (11) (6)

3 (5) (6) -

4 17) (12) (18)
5 (10) 4) )

6 (10) 4) 17
7 1) - -

8 (15) (10) )

9 (21) - -

10 (15) (21) -

11 (26) (20) (27)
12 (27) (36) (20)
13 (20) (19) (14)
14 (32) (33) (25)
15 (32) (25) 31)
16 31) (32) -

Right Diagonal Estimated Error (4 Reference Nodes)
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Fig. 9. Right diagonal estimated location error for 4 reference nodes

But, in case of 4 reference nodes in target location number
1,4,5,6,7,8,9,10 an 11, the k=3 cannot reduce the error value.
It happens also in the case of 6 reference nodes, in the target
location number 8 and 13, the k=3 cannot reduce the estimated
error value.

Table XII shows the average estimated error for right
diagonal position for 4 and 6 reference nodes in thek-Nearest
Neighbor Algorithm for k=1, k=2, and k=3.

TABLE XII
AVERAGE ESTIMATED ERROR IN METER
Reference Nodes | k=l-means | k=2-means | k=3-means
4 0.76125 0.929375 1.205
6 0.76187 0.914375 0.838

From Table XII, the error value is increasing during the
additonal of k value. If we consider the experiment setup, we
will see the desired position is in between the target node
location. But, in the experiment, since it has many effects
such as environmentaly changing, the level of powered battery,
an indoor localization issues (wall, edge, material) those will
effect to he data itself. From here, we can see that choosing the
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Right Diagonal Estimated Error (6 Reference Nodes)
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Fig. 10. Right diagonal estimated location error for 6 reference nodes

nearest neighbor fingerprint data from FCM clustered group
at k=1 gives the best result.

V. CONCLUSION

This paper presents the new method for clustering data in
the fingerprint localization technique using FCM algorithm.
This technique is validated using 36 database locations finger-
print. The results show the average error reached less than 1
m, both for 4 and 6 reference nodes. The results for clustering
show that FCM can cluster the target node in the fingerprint
database. We also see some errors in the clustering result
for right diagonal position, both for 4 and 6 reference nodes.
The errors are caused by the not good enough RSSIs values
data for the database. The k-Nearest Neighbor Algorithm
is applied to see the reduction of value as the addition of
k value. From this result, we can get conclusion that new
proposed method can be applied in the localization system.
Furthermore, the system can be solution in issues such as high
power consumption and time-efficient WSN-based localization
system. In the future research, we will investigate also the
effect of battery component of transmitter and receiver will
be investigated and expecte to improve the quality of database
for fingerprint technique.
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Abstract— The recent research in localization technique has been
supported by the emerging of wireless sensor network (WSN)
technology. The issues of the estimated location accuracy have
becoming the main research topics in WSN-based localization
technique. In this paper, the application of WSN for localization
technique using IEEE 802.15.4 standard is proposed. As IEEE
802.15.4 standard, ZigBee is widely used because of its
advantages. It specially provides useful parameters for location
estimation, i.e. received signal strength indicator (RSSI) and link
quality indicator (LQI). In this paper, the simple but effective
localization system is proposed. Range-based and location
fingerprint-based are implemented. The different set of the
reference nodes is applied. The effectiveness of this method is
verified by data obtained from an indoor experiment in the Sm X
5m observed area. The error from estimated locations using both
techniques is analyzed. The estimated location results from
different amount of reference nodes are compared. The results
show that the error from the observed area is less than 1.2 m for
both localization techniques, respectively. The GUI is created to
help the experiments in the visualization and for showing the
estimated location. From this result, the simple but effective
system is really beneficial for the real application.

Keywords—Indoor Localization; Wireless Sensor Network;
ZigBee; Range-based; Location Fingerprint Technique

I INTRODUCTION

Radio localization using smart sensor nodes in WSNs has
become popular in recent years. It is supported by the
advancement of micro-mechanical systems and development
of digital electronics technology. Radio localization is realized
to be an important application for daily life and WSNs is
popularly selected to be used for a localization system.
ZigBee as IEEE 802.15.4 standard is widely used because of
its various advantages, i.e. cost-effective, low-power
consumption, security, robustness, reliability and supporting
low data rates. ZigBee provides useful parameters for location
estimation, i.e. RSST and LQI [1], [2].

Localization technique can be classified into several
categories based on the parameter that is used. Range-based
and location fingerprint technique are most common technique
in WSN applications. In this paper, an indoor scenario is
applied. In the indoor scenario, many issues such as diffraction
at edges, refraction by media with different propagation
velocity and reflection in metallic objects. These issues affect
to the localization system performance [3].
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In this paper, we implement the user-friendly GUI for
sending commands, receiving and calculating data based on
the initial algorithm. For the experiment, we use the range-
based and fingerprint-based techniques. The command data is
sent to the reference nodes then it will initialize the position of
reference nodes. Then, the reference nodes will transmit
parameter that will be received by the target node as received
power. The received signal power that is received by the target
node will be transferred to personal computer (PC) through
serial communication. The GUI for this experiment has the
serial communication connection to provide the
communication between PC and the target node. The GUI will
display the position estimation results and has ability to store
the experiment data result. The experiment is evaluated using
two different types of the target node, i.e., stationary and
moving target node.

The paper is organized as follow: Section 2 presents the
description of the algorithm model. The experiment setup is
explained in Section 3. Result and discussion are described in
Section 4. Finally, in Section 5, we conclude this paper with
plans for future work.

II.  DESCRIPTION OF ALGORITHM MODEL

A. RSSI Definition

RSSI in dBm is defined as ten times the logarithm of the
ratio of power (P) at the receiving end and the reference
power ( Pref). Power at the receiving end is inversely
proportional to the square of distance. The received signal
strength depends on the transmitted power and the distance
between the transmitter and the receiver. In the embedded
devices, the received signal strength is converted to RSSI. The
relationship between RSSI and distance can be determined as
equation [4].

RSSI[dBm] = A —[10 - n - log,o(d/dy)], @)
where n is the path loss exponent or the signal propagation
constant, d is the distance from transmitter in meter, d; is a

reference distance, typically 1 meter, and A is the received
signal strength at 1 meter distance, in dBm.

ICICS 2011



B. Range-based Localization

In this paper, the maximum likelihood algorithm is applied
as range-based localization. In Range-based, the node distance
is acquired through measurement of RSSI without additional
node hardware design. Fig. 1 depicts the illustration of
measurement system.
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Figure 1. The illustration of measurement system

(3]

Suppose  coordinate  of  reference  nodes  are
B1(x1,y1), B2(x4,¥5),... and Bn(x,,y,). And coordinate of
the unknown node is determined as O(x,y), the distance
between the unknown node and reference nodes are d, ..., d,, ,
respectively. A group of non-linear equation can be obtained
according to the following formula in a two-dimensional space
as shown [5]:

(c—x)? + (v —y)? = df
!(x —x,)% + (y —y2)? =dj )

W= x)? + (0 — ) = 2

When the last equation is subtracted from the other
equations in turn beginning from the first equation, hence

( x*—xp—20x; —x)x +y7
Vi =201 — )y = di —d3
: (3)

X2y — x5 —2(xp_q — X)X + V24
Vi = 2Vp-1 = Y)Yy = da_q — d},

Linear equation in equation (3) can be represented as

Xb=a
where
[ 201 — %) 2(y1 — ¥n)
X = : : ,
»Z(xn—l - xn) z(yn—l - Yn)
xf —xfh +yf —yi—di +d}
a= : ’
X7 1 = X3+ Yn1 —Ya—di +dn

b= [;]

The error of the node estimation location can be obtained by
applying the standard minimum mean square error as

b=X"X)"XTa. 4)

C. Location Fingerprint Technique

Location fingerprinting is a location sensing technique
which involves a two-phase process. First, during the off-line
calibration phase the received signals at selected locations are
recorded in a database. Then, the second phase, called the on-
line, pattern matching algorithms are used to infer a target’s
location by comparing the current observed signal features to
the pre-recorded values in the database. The key points of this
technique are the selection of the spatial signature and the
method in constructing database. The commonly used of
pattern matching algorithm as shown in Figure 1 [6], [7].

FINGERPRINT DATABASE

Fingerprint Information
Information 1
Information 2

Known Location
Location 1
Location 2

Location L-1 Information L-1

Location L Information L
ﬂ Estimated
Received Terminal
Signal N Location
. Pattern Matching
Receiver d Algorithm d

Figure 2. Location fingerprint technique

For simplicity, the fingerprint is defined as sets of
measured RSSIs from all sensor nodes. Hence, let the number
of sensor nodes that placed at fix locations as N, number of
fingerprint locations as M and D; as fingerprints at position
D;i(i=1,2,...,M) . Table I shows the illustration of
fingerprint database for the experiment.

TABLE L. FINGERPRINT DATABASE
Fingerprint Fingerprint Information
Location
Fy (1, 1) Dy = {rssiyp,rsSiyp, ...TSSiy p }
Fy(x2,¥2) D, = {rssiy,, 7SSy, - TSSiy )
Fy e ym) Dy = {TssillFM,rssileM, ....rssiN’FM}

When the target node is in the fingerprint area, it collects the
RSSIs from all sensor nodes as

T = {rssil_T, rSsiyr, ....rssiN_T}.

Euclidean distance is used to find the location of target node
by comparing it with the fingerprint database, D;. D; and T are



two points in Euclidean N-space, then the distance is obtained by
the equation

dist;(x,y) = \/Zﬁzl(rssin_r - rssin,Di)z. 5)

III. EXPERIMENT SYSTEM AND SETUP

A. Experiment System

The authors reported the localization system based on
ZigBee standard for the stationary target [8]. In this paper, we
improve the system which is able to estimate the location of
moving target. The ZigBee module, XBee-24ZB is used as
reference nodes and target node. The ZigBee provides the RSSI
parameter for experiments. The different amount of reference
nodes is deployed for the experiments. There are 4 and 6
reference nodes. Fig. 2 depicts the illustration for experiment
system. The 5m X 5m observed area is used as the experiments
location for both maximum likelihood as range-based and
location fingerprint techniques, respectively.
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Figure 2. The illustration of experiment system using 4 reference nodes
(left) and 6 reference nodes (right)

In this paper, the system estimate the location based on
RSSI in the observed area. The target node is a wireless device
which receives a packet from reference nodes, which each
measures the received power. After receiving a packet, the
target node measures RSSI and sends the results to the sink
node. In this research, we use personal computer (PC) as sink
node which graphical user interface (GUI) is already installed
inside. The GUI for the experiment is shown in Fig. 3. The
GUI is very useful for the users to see the location of the target
node in the real time.
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Figure 3. The GUI for The Experiment

As shown in Fig. 3, the GUI displays the appearance of the
observed area. The 4 reference nodes are shown as the antenna
signs which are located at the corners of the observed area.
The target node is represented as the small robot with the letter
that represents the location coordinate. Fig. 4 shows the
corridor where the experiments are conducted.

Figure 4. The indoor location for data collection

B. Experiment Setup

In order to verify the accuracy between range-based and
fingerprint-based localization, the location of the target node is
divided into two types, stationary and moving. Fig. 5 shows
the target position for experiments. The 16 locations
represented by a small circle along the diagonal line of the
target node are used for validating the range-based and
fingerprint-based localization techniques. Fig. 6 depicts the 36
database locations of sensor nodes as database information,
represented as circles for fingerprint technique experiments.

Node3(0m.5m) Node4(Sm.6m)  Node3(Om.5m) Noded(5m 5m)

., .
el ool
am am y
v 2 "2
Vo] e
.. P
am < im -
Ll J
- l',’
i B i Na;e! [Om.2.5m) Wl Node(5m 2.5m)
N
7 2
i o
v 0l B, i
n = im . Can
., -,
”
= o oY

2m am

1 4 1 4
Nodediom.om) '™ ™ Node2(sm.0m)  Nodet (om om) " ™ Mode2(sm.om)

Figure 5. The left diagonal position of the target node for the experiments
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Figure 6. The 36 database locations for the fingerprint technique



IV. EXPERIMENT RESULT AND DISCUSSION

The objective of this paper is to compare the accuracy
between the range-based and fingerprint-based localization
techniques for the stationary and moving target. The
effectiveness of the both techniques is verified by an indoor
experiment and the estimated location errors are analyzed. The
GUI is created to help the experiments in the visualization and
for showing the estimated location.

A. Estimated Location Error for Range-based Technique

1. Stationary Target Node

For the stationary target node, we start placing the target
node at (0 m, 0 m) and increase continuously on 0.33 m. For
instance, the target node location for the diagonal left bottom
to right up is change from (0 m, 0 m) and the experiment is
continued until reach at (5 m, 5 m). Fig. 7 shows the estimated
location error in meter of the range-based technique versus the
position of the target node. It depicts the results for the 4 and 6
reference nodes, respectively.
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Figure 7. The estimated location error of range-based technique

Fig. 7 shows that the most of the estimated location errors
is reduced as a function of the sets of reference nodes. The
highest error is occurred in the Ist of the target position. From
Fig. 7, we can see that the relatively high of the estimated
location errors are in the target position where near or exactly
in the position of the reference node. This result could be
caused by the issue of diffractions at edges.

2.  Moving Target Node

For the result of the moving target, we will show the result
in the GUI appearance. For both algorithms, we use automatic
robot which carries the target node and moves it alongside the
diagonal line. Fig. 8 and Fig. 9 show the results for both sets of
reference nodes for the maximum likelihood algorithm.
According to the result of Fig.7, the set of 6 reference nodes
gives the better result for estimating the location of target node.
The GUI shows the distribution of the target node, represented
as the small robot is spread along the diagonal line.

PO

Figure 8. Result of Moving Target for 4 Reference Nodes in GUI using

range-based technique
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Figure 9. Result of Moving Target for 6 Reference Nodes in GUI using
range-based technique

B. Estimated Location Error for Fingerprint Technique

1. Stationary Target Node

The fingerprint information for the experiment is a
collection of the RSSI data which is obtained by placing the
nodes in the 36 database locations as shown in Fig. 6. As
mentioned previously, the main idea of this technique is to
compare the target data with the database. Fig. 10 depicts
estimated location errors in meter of the fingerprint technique
versus the position of the target node.
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Figure 10. The estimated location error of fingerprint technique

Fig. 10 depicts that the estimated location errors in
fingerprint technique relatively smaller than the range-based
error. From Fig. 10, we can see that the highest error is
occurred in the 4th and Sth of target position. Technically
speaking, the sets of the reference node can significantly



reduce the estimated location error. As in range-based, the
fingerprint technique gives better result when there are 6 nodes
as the sets of the references nodes.

2. Moving Target Node

Fig. 11 and Fig. 12 show the result for both sets of
reference nodes for location fingerprint algorithms. According
to the result of Fig. 10, the set of 6 reference nodes gives the
better result for estimating the location of the target node. The
GUI shows the distribution of the target node, represented as
the small robot is spread along the diagonal line.
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Figure 11. Result of Moving Target for 4 Reference Nodes in GUI using
fingerprint-based technique
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C. The Average Error Between Range-based and Location
Fingerprint Techniques for the Stationary Target

The different amount of reference nodes is used as space
diversity, it affects to the accuracy of the localization system.
For the average estimated error, we only use the data from the
result of stationary target measurement. From Table 2, we can
see that the location fingerprint gives the better result for the
experiment in the left diagonal position testing.

As we can see, the error from both techniques is
acceptable, since the error is 1.31 m in the range based using 4
reference nodes and 1.12 m for using 6 reference nodes. For
the location fingerprint, the average estimated error reach 0.56
m for 4 reference nodes and 0.44 for 6 reference nodes. We
can see from Table 2, the additional amount of reference
nodes gives better result for both techniques, respectively.
From this result, we can get a conclusion that for the diagonal
position of the target node, fingerprint technique gives the
better accuracy.

TABLE IL THE AVERAGE ERROR TABLE FOR STATIONARY
TARGET
Localization Technique Estimated Location Error (m)
4 Nodes 6 Nodes
Maximum Likelihood 1.31 1.12
Location Fingerprint 0.56 0.44

V.  CONCLUSION

This paper proposes the method for comparing the range-
based and location fingerprint techniques in indoor scenario.
The target node is moved along the left diagonal position. The
results show the average error reached less than 1.2 m in the
range-based technique and less than 0.5 m in the location
fingerprint technique. From the result of the estimated locations
error, the location fingerprint technique gives the better
accuracy than the range-based localization. Since the target
node is moving, the error can be triggered by many factors,
such as the accuracy of RSSI measurement in the devices, also
the power and electromagnetic effects during the experiment.
The result of both stationary and moving targets, show that the
simple but effective system is obtained. The GUI for the
experiments shows the estimated location for both techniques
effectively in real time. This result gives the explanation that
the proposed method can be applied in the real application.
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