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Project Title: Development of Indexing for Permutation-based Privacy  
 Preservation Approach 
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The emerging of the internet-based services poses a privacy threat to the individuals.  
Data transformation to meet a privacy standard becomes a requirement for typical 
data processing for the services. (k, e)-anonymization is one of the most promising 
data perturbation-based transformation approaches, since it can provide high-accuracy 
aggregate query results. Our work focuses on 1) study the effect of the permutation-
based privacy-preservation processes on the indexes in term of the efficiency, 2) 
propose an efficient index structure for aggregation querying the permuted data. In 
order to achieve such goals, we begin with analyzing the dynamism on the indexes 
caused by the data updating. Specifically, we focus on the appending of data to the 
permuted dataset. We start with making the observation on the data appending 
theoretically. Subsequently, an algorithm based on the observation is proposed. In 
which the quadratic-complexity processing on some part of the dataset can be 
replaced by the linear-complexity processing. Eventually, two indexes, which can 
tolerate the data updating, are proposed to improve the efficiency of the data 
processing. The experiments have been conducted to validate our work. From the 
results, the proposed work composed of an algorithm and the indexes is highly 
efficient comparing with the non-incremental algorithm and an approximation 
algorithm, while the same results with re-applying the optimal non-incremental 
algorithm can be guaranteed. 
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ประสทิธภิาพ  2) การเสนอโครงสรา้งดชันีสาํหรบัการสอบถามแบบเชงิกลุ่มบนขอ้มลูทีÉแปลงแลว้  
เพืÉอทีÉจะบรรลุวตัถุประสงค์เหล่านีÊ  ผู้วจิยัได้วเิคราะห์การเปลีÉยนแปลงของดชันีซึÉงเกดิจากการ
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Chapter 1

Introduction

In the information-burst era as these days, the organizations who provide ser-
vices, or service provider, have more opportunity to collect the data from the in-
dividuals through their services. It is obvious that the collected data can be used
to improve the quality of service which will benefit both the service providers
and the individuals. An obvious evidence of the data utilization by services are
the sale promotion through location-based services by Starbucks[26, 55, 63].

However, the benefit of the data holding is not obtained for free, the service
providers are forced to preserve the privacy of the data both in term of the
legislation or the social enforcement. Not only the privacy breach can damage
the right of the individuals, but also the reputation of the service providers.
For example, Vodafone have been warned to face a penalty since there is a leak
of their customer information [46]. Or, in the medical domain, there was the
privacy violation complained by the customers of Walgreens [23].

Consequently, the privacy preservation becomes one of the most active re-
search areas. One of the first few privacy preservation approaches which have
been proposed, is k-anonymization [60]. Its fundamental is to hide an individ-
ual within a k-size group of identical information. Subsequently, the l-diversity,
which further protects the privacy by enforcing the minimum l-distinct sensitive
data in the group, has been proposed in [41]. Such two mentioned approaches
are based on the data transformation by generalization, i.e. changing a privacy
sensitive value into its more-generalized value e.g. from a postal code 50202 to
5020*. Furthermore, there are a few more e↵ective approaches based on such
work to preserve the privacy, for example, t-closeness [38] which extends the l-
diversity approach by preserving the distribution of the sensitive values in each

1
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Table 1.1: An example dataset
Postal Code Age Sex Salary

50200 35 Male 14,000
50210 36 Male 15,000
50230 40 Male 16,000
50300 41 Female 25,000
50310 43 Female 35,000
50330 47 Male 30,000
50300 53 Male 40,000
50310 54 Female 35,000
50330 58 Male 45,000

Table 1.2: The partitioned dataset
Postal Code Age Sex Salary

50200 35 Male 15,000
50210 36 Male 16,000
50230 40 Male 14,000
50300 41 Female 25,000
50310 43 Female 30,000
50330 47 Male 35,000
50300 53 Male 35,000
50310 54 Female 40,000
50330 58 Male 45,000

group.
One of the most important approaches for preserving the privacy is (k, e)-

anonymization [53, 54]. With this approach, the sensitive data are partitioned
into groups in which each group the probability to identify the individuals is not
exceeded the pre-specified thresholds, k and e. The k values use to control the
number of distinct sensitive data in a group, while the e values use to control the
range of the sensitive data. Subsequently, the sensitive data in each partition
are swapped, or permuted, to protect the privacy. Not only that the privacy can
be preserved e↵ectively, but also a high data utility can be obtained by applying
such approach. The utility in the (k, e)-anonymization is defined in term of the
accuracy of the aggregate query results. In [54], the authors reported that the
error from the aggregate query result is very low (1% error approximately), i.e.
the result is very close to the non-privacy preserved result.

An example dataset to illustrate the (k, e)-anonymization is shown in Table
1.1. In the table, a dataset is composed by three non-sensitive attributes, i.e.
postal code, age, and sex, of the individuals. The sensitive attribute is the
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monthly-salary in Thai Baht (THB). If the k and the e values are set at 3 and
2,000 respectively, an optimal solution with regard to the minimum-sum-error
objective (to be described in Chapter 2), is shown in Table 3.4.

From Table 3.4, the partition of the dataset is outlined, i.e. there are three
partitions. It can be seen that there is at least 3 distinct salary values in each
partition, as well as the range of the salary is at least 2,000 THB. The sensitive
data have been permuted already. If an aggregate query “find the summation
of the salary of the 40-48 years-old” is issued, the result from the permuted
dataset is 104,000-106,000 THB (A data tuple from the first partition, all of the
tuples from the second partition, and none from the last partition are involved
in the query answering). Meanwhile the same query executed on the original
dataset results in 106,000 THB which is very close to the result obtained from
the privacy preserved dataset.

The complexity of the algorithm generated the optimal solutions is O(n2)
where n is the number of data tuples in the given dataset [54]. Such algorithm
composes of two phases, i.e. partitioning the given dataset according to (k, e)-
anonymization, as well as permuting the sensitive values within each partition.
The partitioning phase, which costs O(n2), is our focus in this paper. Though,
such cost is not very high, the data to be processed might not be static. There
are some situations that the data to be transformed can be appended all the
time [57, 61]. For example, the Ministry of public health in Thailand requires
each hospital to submit the monthly medical records to the global repository.
Re-applying the O(n2)-algorithm might not be an e�cient way to approach the
problem in such environment.

In this work, the main objectives are as follows.

1. Study the e↵ect of the permutation-based privacy-preservation processes
on the indexes in term of the e�ciency.

2. Propose an e�cient index structure for aggregation querying the permuted
data.

In brief, we have achieved both of our objectives. That is, the changes by the
privacy-preservation processes cause the indexes change as well. This can cause
the e�ciency issue due to the index updating. Index dropping or re-creating
might not be appropriate since the cost can be high. The e�ciency issue comes
from the dynamism of the data which can be changed by the users. Thus,



4 CHAPTER 1. INTRODUCTION

we focus on the insertion of the data tuples to the permuted dataset. More
specifically, we address the incremental privacy preservation problem based on
the (k, e)-anonymization. We start with making the observation on the data
appending theoretically. Subsequently, an algorithm based on the observation
is proposed. In which the quadratic-complexity processing on some part of the
dataset can be replaced by the linear-complexity processing. Eventually, two
indexes are proposed to improve the e�ciency of the algorithm. The experiments
have been conducted to validate our work. From the results, the proposed
work composed of an algorithm and the indexes is highly e�cient comparing
with the non-incremental algorithm and an approximation algorithm, while the
same results with re-applying the optimal non-incremental algorithm can be
guaranteed.

The organization of this report is as follows. The related work is presented
in the next chapter. The basic notation for defining the problem as well as the
observations on the data increment are presented in Chapter 3. Subsequently,
the algorithm based on the observation is proposed in Chapter 4. The indexes
for further e�ciency improvement are proposed in Chapter 5. In Chapter 6, the
experiment results to evaluate our work are reported. Finally, Chapter 7 gives
the conclusion and outline of our future work.



Chapter 2

Related Work

In this chapter, we begin by briefly reviewing the works related to traditional
privacy preservation. Subsequently, many prominent current works for privacy
preservation are reviewed.

2.1 Traditional Privacy Preservation

First of all, the well-known database techniques such as security view manage-
ment [21] can be used to investigate individual privacy problems. It could be
easily done by creating di↵erent views for di↵erent privilege-level users.

It can also be addressed by access-control methods that have been proposed,
substantially, among the database security research community [9, 34]. Tradi-
tionally, the methods in commercial Database Management Systems (DBMSs)
are built on two authorization concepts: positive and negative authorizations.
The concept of positive authorizations, which are based on the System R au-
thorization model [25, 32], enforces all required accesses to be specified on any
object within the DBMS. When a DBMS user requests access to an object which
is already authorized, the user can access the object, otherwise the request will
be denied. On the contrary, negative authorizations require the denial access
on any object to be specified. Therefore, if a user requests access for an object
which is not specified as denied to the user, the access can be performed, oth-
erwise it will be denied. There are many works that propose the combination
of these two concepts, and approach the problem when there conflicts exists
between the authorization mechanisms [10, 11].

5
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Statistical security-control [22] is another approach for addressing individual
privacy preservation problems. Before data is released for any purpose, noise
values are added into the original data set to make the data set di↵erent from
the original data. While some specific statistical values, for instance, the mean
or variance, relied on the noise, added data must be maintained as close to the
values in the original data as possible.

2.2 Current Privacy-Preservation

Privacy-preserving is an emerging research area [17, 29, 64]. Such research
problems consider the privacy of the data to be processed by data processing
algorithms. In this section, we review works in the research domain.

Generally, the privacy to be preserved can be categorized into two types, the
privacy of the individual and the privacy of the patterns. A common scenario
for the problem in the domain context is: a data owner wants to share a data
set with a collaborator for a data processing; however, there exist sensitive indi-
vidual data (or patterns) that can be discovered in the data set. Nevertheless,
the data set needs to be shared. Therefore, an algorithm to modify the data set
to preserve the privacy may be applied. Meanwhile, the algorithm must also
preserve the statistical characteristics of the data set which is to be used by the
designate data processing. The characteristics can be referred to as the “usabil-
ity”, of the data set. The usability, in generally, is the information/knowledge
left in the modified data set, which can still be discovered.

The approaches to modify, or “transform”, the data set to achieve the goals
in privacy preservation can be categorized into three main groups as follows.

1. Data perturbation. The modification is achieved by changing the selected
value in the data set. For example, in the context of the transactional
database, it can be done by changing the value in the transaction from
0 to 1, or 1 to 0. There are a number of works in the context of the
association rules mining that address the problem by data perturbation
[4, 39, 58]

2. Data reduction. It can also be done by removing some records or trans-
actions completely from the data set. This can be considered as the data
set sampling [16].
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3. Data blocking. It is a modification that replaces some selected values with
a pre-specific “unknown” value [56].

2.2.1 Individual Privacy

In this section, the privacy and usability metrics related to the individual privacy
preservation problem in the context of PPDM are reviewed, following by some
important works.

In the PPDM context, there are many privacy metrics which represent the
privacy of the individuals. For example, the confidence interval is used in [3],
where a modified data value can be estimated with a confidence value c that
the value lies in the interval [x1, x2], then, the width of the interval (x2 � x1)
represents the privacy at a c confidence level or the di↵erential entropy of a
random variable in [2].

Among many of the privacy metrics, an important metric is the k value
in k -anonymity model [60]. The k -anonymity model are used in many works,
for instance, [1, 28, 35, 37, 43, 59, 66]. Generally, for a given data set, it is
k -anonymized data set i↵ every record in it can not be distinguished from k -1
other records by using pre-specified sensitive attributes; for example, the data
set in Figure 2.1 is 2-anonymized data set (adopted from [60]) on Ethnicity,
Birth, Gender and Postal Code attributes. When a data set is given, it will
be considered whether it is k -anonymized data set. If not, it will be modified
until it becomes k -anonymized. Usually, data perturbation and data blocking
are used to modify given data sets.

Aside from privacy preservation, algorithms that modify data sets must also
preserve the usability. When considering the usability, the problem becomes
more complicated, because, in one way, the sensitive data must not be dis-
closed, while it must be revealed enough to preserve the usability with regard
to a data mining purpose. In [43], the authors proved that achieving an optimal
anonymization is an NP-hard problem. An example for data usability represen-
tation is presented in [33], in which the usability is considered as the quality
of the classification results. A modified data set will lose its usability when a
record is totally deleted or its class label is not the majority class among same
attribute value records when the record is modified.

In [41], the authors propose another privacy metric, `-diversity, which im-
proves the k -anonymity model by preventing homogeneity and background knowl-
edge attacks. The homogeneity attack can occur when the k -anonymized data
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Table 2.1: An example of 2-anonymized data set.
No. Ethnicity Birth Gender Postal Code Health Problem
1 Black 1965 male 0214* short breath
2 Black 1965 male 0214* chest pain
3 Black 1965 female 0213* hypertension
4 Black 1965 female 0213* hypertension
5 Black 1964 female 0213* obesity
6 Black 1964 female 0213* chest pain
7 White 1964 male 0213* chest pain
8 White 1964 male 0213* obesity
9 White 1964 male 0213* short breath
10 White 1967 male 0213* chest pain
11 White 1967 male 0213* chest pain

Table 2.2: An example of 2-diversity data set.
No. Ethnicity Birth Gender Postal Code Health Problem
1 Black 1965 male 0214* short breath
2 Black 1965 male 0214* chest pain
3 Black 1964-5 female 0213* hypertension
4 Black 1964-5 female 0213* hypertension
5 Black 1964-5 female 0213* obesity
6 Black 1964-5 female 0213* chest pain
7 White 1964 male 0213* chest pain
8 White 1964 male 0213* obesity
9 White 1964-7 male 0213* short breath
10 White 1964-7 male 0213* chest pain
11 White 1964-7 male 0213* chest pain

set has too less diversity though it satisfies the k -anonymity standard. The
background knowledge attack is when some background knowledge can be used
to guess and narrow down the possibility of the sensitive attribute. For example,
the dataset in Table 2.1 does not satisfy the 2-diversity subjected to the second
partition. Such partition contains only one sensitive value. On the other hand,
the dataset in Table 2.2 is 2-diversity.

Another extension to the k -anonymity model is the (↵,k)-anonymity model
presented in [68]. This model can also handle the homogeneity attack using
the ↵ parameter. The model takes a “severe” sensitive value (pre-specified) as
an additional input. Addition to the k-condition, if the fraction between the
frequency of the sensitive value and the size of the equivalent class is not higher
than ↵, the dataset is said (↵,k)-anonymity. For example, if the dataset in Table
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Table 2.3: An example data set.
No. Job Birth Postal Code Health Problem
1 Lawyer 1965 02141 HIV
2 Artist 1965 02137 HIV
3 Teacher 1964 02132 hypertension
4 Teacher 1964 02131 hypertension
5 Artist 1965 02136 obesity
6 Lawyer 1964 02142 chest pain

Table 2.4: An example data set.
No. Job Birth Postal Code Health Problem
1 Lawyer 1965 0214* HIV
2 * 1965 0213* HIV
3 Teacher 1964 0213* hypertension
4 Teacher 1964 0213* hypertension
5 * 1965 0213* obesity
6 Lawyer 1964 0214* chest pain

2.3 is given. Suppose that the ↵ parameter is set at 1, and the k parameter
is set at 2. In addition, the HIV sensitive value is set as the “severe” sensitive
value. The dataset can be transformed to satisfy (↵, k) as in Table 2.4. It can
be seen that the first and the sixth data tuples form an equivalent class, as well
as the second and the fifth data tuples, and the third and the forth data tuples.
Thus, the k condition is satisfied. Also, the first equivalent class has 0.5 as its ↵
value (1 tuple with HIV sensitive value in the 2-sized class), as well as the third
class. While the second equivalent class has zero ↵ value. Thus, the dataset
also satisfies the ↵ condition.

In such paper, the authors presented a proof that achieving the optimal
(↵,k)-anonymity solution is also as NP-hard as for the standard k -anonymity.
The authors also argued that the background knowledge attack should be treated
separately and not be included in the model as the `-diversity model.

2.2.2 (k, e)-anonymization

(k, e)-anonymization was first proposed in [54]. As opposed to the generalization-
based approach, which the data values are transformed into a more general form
of them, the approach begins with data partitioning process subjected to the k

distinct values, and the e range. Then, the data within each partition are per-
muted to protect the privacy. The partitioning phase can help increasing the
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Table 2.5: An example dataset
Postal Code Age Sex Salary

50200 35 Male 14,000
50210 36 Male 15,000
50230 40 Male 16,000
50300 41 Female 25,000
50310 43 Female 35,000
50330 47 Male 30,000
50300 53 Male 40,000
50310 54 Female 35,000
50330 58 Male 45,000

Table 2.6: The partitioned dataset
Postal Code Age Sex Salary

50200 35 Male 15,000
50210 36 Male 16,000
50230 40 Male 14,000
50300 41 Female 25,000
50310 43 Female 30,000
50330 47 Male 35,000
50300 53 Male 35,000
50310 54 Female 40,000
50330 58 Male 45,000

utility obtained from the data, since the data transformation is proceeded in the
scope of the partition. Comparing with the t-closeness, the (k, e)-anonymization
rather aims at optimizing the range of the sensitive data. Also, the aggregate
query can be answered e↵ectively with less optimization constraints.

In order to illustrate the e↵ectiveness of the (k, e)-anonymization, consider
the dataset in Table 2.5. In the table, a dataset is composed by three non-
sensitive attributes, i.e. postal code, age, and sex, of the individuals. The
sensitive attribute is the monthly-salary in Thai Baht (THB).

If the k and the e values are set at 3 and 2,000 respectively, a possible
solution is shown in Table 2.6.

From Table 2.6, the partition of the dataset is outlined, i.e. there are three
partitions. It can be seen that there is at least 3 distinct salary values in each
partition, as well as the range of the salary is at least 2,000 THB. The sensitive
data have been permuted already. If an aggregate query “find the summation
of the salary of the 40-48 years-old” is issued, the result from the permuted
dataset is 104,000-106,000 THB (A data tuple from the first partition, all of the
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Table 2.7: An example dataset
Postal Code Age Sex Salary

50200 35 Male 11,000
50210 36 Male 12,000
50230 40 Male 13,000
50300 41 Female 15,000
50310 43 Female 15,000
50330 47 Male 16,000
50300 53 Male 16,000
50310 54 Female 18,000

Table 2.8: An example dataset
Postal code Age Sex Salary Partition ID

50200 35 Male 11,000 1
50210 36 Male 12,000 1
50230 40 Male 13,000 2
50300 41 Female 15,000 2
50310 43 Female 15,000 1
50330 47 Male 16,000 1, 2
50300 53 Male 16,000 1, 2
50310 54 Female 18,000 2

tuples from the second partition, and none from the last partition are involved
in the query answering). Meanwhile the same query executed on the original
dataset results in 106,000 THB which is very close to the result obtained from
the privacy preserved dataset.

In order to utilize the result datasets e↵ectively, the optimum constraints,
error, have to be defined. In [54], two error constraints can be defined in two
approaches i.e. summation-error and maximum-error. Both of them are to
be minimized when the datasets are transformed. The error is di↵erence be-
tween the minimum sensitive values and the maximum sensitive values in a
partition. Then, the summation-error is the addition of the errors in all the
partitions. Meanwhile the maximum error is straightforward, i.e. the maximum
error among all the partitions.

In Table 2.6, the optimal solution dataset subjected to minimize the summation-
error is shown. For the maximum-error, suppose that a dataset in Table 2.7 is
given, and the k value is set at 4, e value is set at 5000. An optimal solution
subjected to minimize the maximum-error is shown in Table 2.8. It can be seen
that there is overlapping in the solution.
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Table 2.9: The partitioned dataset
PID Hits Sum LB Sum UB Min LB Min UB Max LB Max UB
1 1 14,000 16,000 14,000 16,000 14,000 16,000
1 2 29,000 31,000 14,000 15,000 15,000 16,000
1 3 45,000 45,000 14,000 14,000 16,000 16,000
2 1 25,000 35,000 25,000 35,000 25,000 35,000
2 2 55,000 65,000 25,000 30,000 30,000 35,000
2 3 90,000 90,000 25,000 25,000 35,000 35,000
3 1 35,000 45,000 35,000 45,000 35,000 45,000
3 2 75,000 85,000 35,000 40,000 40,000 45,000
3 3 120,000 120,000 35,000 35,000 45,000 45,000

The complexity of the algorithm generated the optimal solutions for the
summation-error problem is O(n2) where n is the number of data tuples in the
given dataset [54]. Such algorithm composes of two phases, i.e. partitioning the
given dataset according to (k, e)-anonymization, as well as permuting the sen-
sitive values within each partition. The partitioning phase, which costs O(n2),
is our focus in this paper.

In order to improve the e�ciency of the aggregation query answering, the
authors in [54], proposed an auxiliary structure that stores the summation
lower/upper bounds, minimum lower/upper bounds, or the maximum lower/upper
bounds for each partition. Such structure can help answering after the number
of data tuples for the query is determined. For example, if the resulted dataset
in Table 2.6 is used to answer the aggregation queries, the auxiliary structure
in Table 2.9 can be built. Suppose that the query is to determine the minimum
salary of females, it can be seen that two data tuples from the second partition
and one data tuple from the third partition are involved in the answer. From
the number of hit data tuples in the structure, it can see that the lower bound
of the second partition with regard to the minimum is 25,000, while the upper
bound is 30,000. For the third partition, the lower bound is 35,000, and the
upper bound is 45,000. Thus, the answer is between 25,000 to 35,000 THB.

In [53], a 2-approximation algorithm for (k, e)-anonymization subjected to
minimize sum-of- error problem is proposed. If the dataset is already sorted on
the sensitive attribute, the algorithm requires only O(n) complexity (where n

is the number of data tuples). For the unsorted datasets, the complexity of the
algorithm is bounded by the sorting cost, i.e. O(n log n) . For the problem
of minimizing maximum-error, in the same work, the authors proposed a 2-
approximation algorithm with O(n log n) cost, as well as a dynamic algorithm
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that computes the optimal solution.

2.2.3 Incremental Privacy Preservation

For the incremental privacy preservation, a few studies have been reported
[13, 30, 52, 70]. Although the incremental algorithms without re-processing
the whole datasets have been proposed, these algorithms deal with the situa-
tions where multiple versions of the datasets are released. The di↵erent versions
may have di↵erent levels of anonymization e.g. di↵erent generalized or shu✏ing
values from di↵erent privacy parameters. Unlike our work, we deal with only
a single version of the dataset with a single level of privacy parameters (pre-
specified by the responsible agencies e.g. the Ministry of public health in Thai-
land as mentioned above). It may be released publicly multiple times, however,
joining them do not give the attacker any additional knowledge.

Additionally, an approach to preserve the privacy in data streams has been
proposed in [73]. The approach focuses on transaction streams where the data
of an individual may have been stored multiple times in a dataset. To deal with
the continuous nature of the data streams, the lists of equivalence classes are
kept and maintained for the incremental stream processing.

2.3 Sensitive Pattern Hiding

In the PPDM research domain, not only is the privacy problem of individuality
concerned, but also the privacy threat from sensitive patterns. We present the
first motivating example from [19] as follows: suppose that a large supermarket,
BigMart, negotiates on a business matter with a paper-production company,
called Dedtrees. Dedtrees o↵ers a reduced price on their product if BigMart
allows them to access the selling database. By using an association-rule mining
algorithm, suppose that Dedtrees finds that customers who buy skim milk also
buy Green paper. Then, Dedtrees starts the campaign “get 50 cents o↵ skim
milk with every purchase of a Dedtrees’s product”. This a↵ects the sales of
Green paper enormously. Finally, Dedtrees becomes a bigger company in the
paper market, and BigMart has lost the competitive edge.

In [27], the authors presented a motivating example when a rule (PostCode

= 5409) ^ (Age = 18 to 25) ^ (Gender = Male) ! HepBStatus =

Yes is discovered from a released data set; suppose that the postal code 5409
referred to an indigenous community or the national parliament. This rule can



14 CHAPTER 2. RELATED WORK

be considered as an o↵ense to the population in the area and should be hidden
before the data set can be shared or released. By empirical studying, the same
authors also presented an approach to justify which rule can be considered as
the sensitive rule.

Another example requiring sensitive patterns to be hidden is presented in
[6]. The motivating example was presented in the paper as follows: Consider
an association rule a1 ^ a2 ^ a3 ! a4 with 80 supporting records and 98.7%
confidence. From this information, we can derive the support of the antecedence
as: sup(a1, a2, a3) = sup(a1,a2,a3,a4)

conf(a1,a2,a3!a4)
= 80

0.987 = 81.05, where sup(x) is the
number of supporting records of the itemset x and conf(x ! y) is sup(x [ y)
divided by sup(x). We can infer that there is one individual record that has
the support of a1 ^ a2 ^ a3¬a4 which can be considered as a privacy violation
or a threat on anonymity. In this paper, the authors presented a method to
detect sensitive frequent itemsets which violate the anonymity. Another work
by the same authors proposed a method to prevent the disclosure of the sensitive
frequent itemsets [5].

From the above examples, the need to hide the sensitive patterns can be
seen. To hide such sensitive patterns in data sharing scenarios, data must be
modified until the interestingness of the sensitive patterns fall below the specific
threshold. This process of making the patterns disappear is referred as “pattern
hiding”.

When an optimal solution is required, the sensitive pattern hiding problem is
proven as an NP-hard problem [4]. The proof is shown by reducing the problem
to a HITTING SET problem, that is, given a set C of subsets of a finite set S,
find the smallest subset S0 of S such that every subset in C contains at least
one element in S0. In the problem reduction, (1) the condition that the sensitive
large itemsets must be hidden is inferred to in the condition that every subset
in C contains at least one element in S0, (2) the minimal side e↵ect is inferred
to in the smallest subset S0.

Because of the proof, there are many heuristic algorithms proposed to ad-
dress the problem in the context of the association rules hiding. In [65], the
authors presented many heuristic ways to modify the data set to address the
problem in the association rule mining context. The proposed modification is
achieved by data perturbation. The selected values in the data set will be per-
turbed to decrease the support and/or the confident values of the sensitive rules.
The rules will be hidden successfully if their support and/or confident values
are less than the specific thresholds. The authors proposed to hide sensitive
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association rules through the two following options, (1) decrease the confidence
of the rule, and (2) decrease the support of the rule. In the first option, the
authors presented the analysis of the association rules’s confidence formulation,
that is, |X[Y |⇥100

|X| for a rule |X ! Y |. Then, the authors suggested two ways
to decrease the confidence; first, perturb the item Y from 1 to 0 in the transac-
tions which partially support the rule X ! Y to decrease the numerator part
of formulation (|X [Y |). This will fix the value in denumerator part of the for-
mulation (|X|). The other way it can be done is by increasing the value of the
denumerator of the formulation which will make the confidence value decrease.
It can be done by perturbing the item X from 0 to 1 in the partially supported
transactions of the rule. The second option is achieved by perturbing the item
X or either Y from 1 to 0 to decrease the support of the rule X ! Y . The
authors also presented the experiment results of these proposed ways.

Oliveira and Zäıane proposed several heuristic algorithms to hide sensitive
frequent itemsets [47, 49] in the context of the association rule mining. To boost
the sensitive patterns hiding process, the authors proposed to apply the inverted
index files [7]. Generally, after the data owner specifies sensitive patterns, the
sensitive transactions with regard to the sensitive patterns must be identified for
further modification. Using the inverted index file can help to identify the trans-
actions e�ciently. When the transactions have been identified, the algorithms
will select the victim items and perturb them by changing the values from 1 to
0. The selection of the victim items is di↵erent among the three proposed algo-
rithms of the Minimal Frequency Item, the Maximal Frequency Item, and the
Item Grouping algorithms. The authors also introduced the notion of the degree
of conflict of a transaction which supports the sensitive frequent itemsets. For
a transaction, its degree of conflict refers to the number of sensitive patterns
it supports. It is suggested by the authors that, to hide a sensitive pattern,
modifying the transaction with a high degree of conflict can reduce the side
e↵ect. Also, the disclosure threshold  for the sensitive patterns is introduced;
its value ranges from 0 to 1 and must be specified by the data owner. When it is
set to 0, it means that the algorithm must hide the sensitive patterns until they
can not be discovered, where, in the context of frequent itemsets, the support
of sensitive patterns must be below the support threshold.

The algorithms proposed by the authors composed of four steps. First, the
algorithms identify the transactions which support the sensitive patterns. Sec-
ond, the victim items in the identified transactions are selected for perturbation
by di↵erent criteria. In the Minimal Frequency Item algorithm, items which
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have minimal support values are selected to be removed. While the Maximal
Frequency Item algorithm removes the item that has maximal support value.
In the last algorithm, the Item Grouping algorithm, tries to select the item that
is common among sensitive frequent itemsets, then, removing the item can help
hide many sensitive frequent itemsets at once. Third, the number of transac-
tions to be perturbed is determined by the disclosure threshold  . The last
step is the actual perturbation. For each sensitive pattern, it begins with the
sorting of the supporting transactions of the pattern by the degree of conflict.
Then, it perturbs a numbers of transactions from the third step by changing the
item value from 1 to 0 in the victim items. By the same authors, the issue of
balancing between the sensitive patterns privacy and the non-sensitive patterns
disclosure is also addressed [48].

A border-based algorithm to hide the sensitive frequent itemsets is proposed
by Sun and Yu in [58]. In the frequent itemset context, they introduced a
new usability measurement, the relative frequency of remaining non-sensitive
frequent itemsets, which, instead of counting the number of non-sensitive rules
left in the modified data set as the side e↵ect, the new measurement represents
more details about the usability. This measurement is proposed to measure
the aggregated quality of the modified data sets. Based on the concept of the
border of itemsets [42], the algorithm was proposed to hide the lower border of
the sensitive itemsets, instead of hiding every sensitive itemset. In [44], another
approach, the Min-Max, which is based on border-based concept is proposed.
Given many sensitive itemsets, the authors suggest hiding the sensitive itemsets
with minimum support first, because they are the closest to the borders. Then,
among the sensitive minimal support itemsets, the highest (or maximum) sup-
port itemsets will be selected. From such highest support itemsets, the victims
item to be modified can be selected.

In [69], the authors present a di↵erent view on the association rule hiding.
Instead of hiding the sensitive association rules and minimizing the side e↵ect
(ghost rules and false-drop rules), the authors suggested that the side e↵ect can
damage the applicability of the modified data set when it uses, for example,
the ghost rules in the medical domain; this can lead to the wrong medical
treatment suggestion. An approach is proposed to modify the data set such
that there is no side e↵ect and to minimize the number of disclosed sensitive
rules. The experiment’s results showed that the sensitive rules can be hidden
successfully, mostly by their approach. Instead of the values changing, there
is also another heuristic method to replace the selected values with unknown
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values [56]. This approach hides sensitive patterns by introducing margins of
support and confident values to some extent of uncertainty.

An inference problem with regard to the classification mining is presented
in [67]. Instead of sensitive rule hiding, the authors address a problem of the
blocking inference channel in the form < IC ! ⇡, h >, where IC is a set
of attributes, ⇡ is a class label, and h is a confidence threshold, for example
< {Poscode, Age, Gender} ! HepBStatus = Y es, 75% >. The authors also
presented an algorithm to block the inference channel by modifying the data
in top-down basis, that is, a sensitive attribute value will first be transformed
into the most general value, then transformed into a more specific value when
the algorithm proceeds further. The sensitive pattern hiding problem can be
considered as a more specific problem addressed by this work.

2.4 Other Related Work

Other works focusing on privacy representation are as follows.

In [3], the authors address the problem of the decision tree-based classifiers
building from perturbed data sets by adding noise. The authors propose to
use the reconstruction approach, that is, perturbing the given data set and
reconstructing the aggregate information of the data set to help in mining the
data. The data set must be perturbed such that the di↵erence between the
perturbed and the original data values can guarantee the privacy of the data.
The usability in this work is represented as the accuracy of the decision-tree
which is discovered from the modified data set. When the perturbed data set is
used for classification model building, the reconstruction procedure is continued
to estimate the data distribution of the original data set. Subsequently, the new
decision tree-based classification model is built with the comparable accuracy
of the original data set.

In [2], the Expectation Maximization (EM) technique is applied to the prob-
lem for improving the distribution reconstruction. In [24], the approach to
address the same problem with binary and category data sets are proposed re-
spectively. In [72], the way for perturbation the data set is guided by the data
mining algorithm aspect. The authors suggested that the proposed algebraic
approach can provide data mining result more accurate, and also disclose less
sensitive information. Note here that in these works, the data mining algorithms
to be used with the released data need to accept the di↵erent input data, that
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is, instead of using only released data sets to derive knowledge, the algorithms
must be modified to use perturbed data sets plus data distributions from the
estimation process.

In [51], the approach to preserve the individual privacy for data clustering
is presented. The approach transforms the given data set into dissimilar ma-
trix before the data sharing takes place then, the clustering is performed by a
dissimilar matrix. The authors also proposed a dimensional reduction method,
random projection to improve e�ciency of the approach. Another work by the
same authors in [50] presents a di↵erent approach. The rotation transforma-
tion [18], which is an isometric geometry transformation, is applied to address
the problem. The transformation is performed in the data set as each selected
attribute-value pair is transformed by the transformation matrix, such that the
“variance” from the transformed values and the original values are higher than
the minimal security thresholds.

In [16], Clifton addressed the individual privacy problem in classification
computing. Given a data set, the author proposed the approach to sample the
data such that the privacy of individual can be preserved. The approach can
determine the size of the released data set.

Secure Multi-party Computing

When collaborative parties want to compute a global computation from the
integrated data by preventing each party from learning the other’s data, the
problem can be formulated into secure multi-party computing (SMC) [8, 15,
31]. This is a individual privacy problem in the PPDM. This problem can
be considered as the generalized problem of secure two-party computation [71]
which was addressed in the cryptography research area at its early stage. There
are many di↵erent computations which can be performed by solutions of this
problem; for example, the problem of the global decision tree is covered in [40].
Since each party has a di↵erent part of the global data, the way each party
holds their data can be categorized into two groups: horizontal and vertical
partitioning. In [62], the global association rules are computed from the parties,
where each party has di↵erent items to be considered. This work is referred
to as the vertically-partitioned association rule mining. On the other hand,
horizontally-partitioned association rules mining is presented in [36], in which
each party has a di↵erent part of the data set, but the same items.
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Inference Problem

Data downgrading problem [14] or inference problem [20] is another important
problem for individual privacy. The scenario is as follows. A data owner wants
to release “some part of a data set” to the public, that is, there are some records
which have their values blocked for the privacy preservation reason. However,
the released part of the data may be used to infer the sensitive part of the
data. In [14], the formal analysis of such situations and the thermodynamic
approach to balance privacy against usability are purposed. A relationship
between sensitive information and the size of the released data sets is studied
in [16].
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Chapter 3

Data Increment on

(k, e)-Anonymization

3.1 Problem Definition

In this chapter, we define the notations and terms, and subsequently the focused
problem.

Definition 1 (Dataset) Let a dataset DID = {d1, d2, . . . , dn

} be a collection
of tuples defined on a schema A, which consists of an identifier ID, a set of
quasi-identifiers QI = {qi1, qi2, . . . , qik}, and the numerical sensitive attribute
S. For each d

i

2 DID, the value of identifier attribute ID, a quasi-identifier
attribute qi

j

, as well as the sensitive attribute S is denoted as d
i

.ID, d
i

.qi
j

, and
d

i

.S respectively. For each attribute A
j

2 A, its domain is denoted as dom(A
j

).

Suppose that the given schema is as Figure 3.1 is given. An example dataset

Figure 3.1: An example schema
Citizen ID Postal code Age Sex Salary

21
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of such schema can be as in Table 3.1. The Citizen ID is obviously the identifier
of the dataset. The set of quasi-identifiers is, QI = {Postal code, Age, Sex}.
And, suppose that the sensitive value is Salary attribute.

Table 3.1: An example dataset
Citizen ID Postal code Age Sex Salary
357xx567 50200 35 Male 14,000
357xx111 50210 36 Male 15,000
357xx113 50230 40 Male 16,000
357xx565 50300 41 Female 25,000
357xx446 50310 43 Female 35,000
357xx448 50330 47 Male 30,000
257xx567 50300 53 Male 40,000
257xx568 50310 54 Female 35,000
257xx167 50330 58 Male 45,000

We consider to transform the datasets without identifiers which is defined
as follows.

Definition 2 (De-identified Dataset) The de-identified version of a dataset
DID is a projection of it over the set of quasi-identifiers and the sensitive
attribute, denoted as D.

The de-identified dataset for the dataset in Table 3.1 is shown in Table 3.2.
Such de-identified datasets can have an overlapped public dataset on some quasi-
identifier attributes. The public dataset also contains the identifiers which lead
to the privacy breach. Our goal here is to transform the de-identified datasets
to break such link between the quasi-identifier attributes and the sensitive value
such that one who owns the public datasets cannot match them to the trans-

Table 3.2: An example dataset
Postal Code Age Sex Salary

50200 35 Male 14,000
50210 36 Male 15,000
50230 40 Male 16,000
50300 41 Female 25,000
50310 43 Female 35,000
50330 47 Male 30,000
50300 53 Male 40,000
50310 54 Female 35,000
50330 58 Male 45,000
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Table 3.3: The partitioned dataset
Postal Code Age Sex Salary

50200 35 Male 14,000
50210 36 Male 15,000
50230 40 Male 16,000
50300 41 Female 25,000
50310 43 Female 35,000
50330 47 Male 30,000
50300 53 Male 40,000
50310 54 Female 35,000
50330 58 Male 45,000

formed dataset, while the aggregate queries can still be e↵ectively answered.

Definition 3 (Aggregate Queries) A aggregate query q is an SQL-query which
applies the aggregate functions including COUNT, MAX, MIN, SUM, and AV-
ERAGE on the sensitive attribute of the de-identified datasets.

Definition 4 ((k, e)-partition) A de-identified dataset D is satisfied a (k, e)-
partition i↵ for each partition P

i

✓ D, the projection over the sensitive attribute
S provides at least k distinct values and the range of these di↵erent values in
P

i

is at least e.

Definition 5 ((k, e)-anonymity permutation) Let p be a random permuta-
tion over the tuple identifier {1, 2, . . . , n}. The permutation of a de-identified
D denoted as p(D,QI, S) = {di

0 |8qi
j

2 QI, d0
i

.qi
j

= d
i

.qi
j

and d
i

0 .S = d
p(i).S}

Given a random permutation p and a de-identified (k, e)-anonymity dataset D,
the (k, e)-anonymity permutation of D is p(D,QI, S).

As mentioned before, there could be many (k, e)-anonymity permutation
datasets, or (k, e)-anonymity for short, for a given data, the transformation
algorithm should select the optimal-utility dataset, i.e. the dataset which has
the least error. Such error can be defined in two approaches [54], i.e. summation-
error and maximum-error. We focus on the former error definition defined as
follows.

Definition 6 (Error) Let a set of partitions {P1, P2, . . . , Pm

} be a partitioning
of a dataset D resulted from the (k, e)-permutation transformation. Let the
error(P

i

) be the error occurs in a partition P
i

, error(P
i

) = max(S
i

)�min(S
i

),
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Table 3.4: The partitioned dataset
Postal Code Age Sex Salary

50200 35 Male 15,000
50210 36 Male 16,000
50230 40 Male 14,000
50300 41 Female 25,000
50310 43 Female 30,000
50330 47 Male 35,000
50300 53 Male 35,000
50310 54 Female 40,000
50330 58 Male 45,000

where max and min is the function to determine the maximum and minimum
sensitive value from P

i

respectively.

The summation-error of the dataset D from the (k, e)-permutation is
P

m

i=1 error(P
i

).

Precisely, the problem is to determine the p(D,QI, S) which has minimal
summation-error given the dataset D, the k, and e parameters.

3.2 E↵ect of Data Increment

First, the O(n2) for preserving the privacy with regard to the (k, e)-anonymization
is presented in Figure 3.2. The algorithm will compute the optimal summation
error in each i-loop. The error value is kept in the error variable. That is, the
error[D.size] will contain the summation error of the optimal solution. The
approach of the algorithm is a greedy which it can be seen in the d loop. The
algorithm will compare the “valid” current error considering the k and e values,
to the best-known error for such d

i

data tuple. If the current error is less than
the exiting value, it is stored as the new error in error[i] value. Also, the index
of the data tuple d

j

which cause the less error is stored in partition[i] value.
This comparison will contribute to the sub loop O(n) for each i loop. And, thus
the complexity of the algorithm becomes O(n2).
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Table 3.5: An example sensitive dataset to demonstrate the O(n2)
Id Salary
1 54
2 55
3 56
4 65
5 70
6 75
7 75
8 80
9 85

Table 3.6: The error and partition of the example sensitive dataset to demon-
strate the O(n2)

Id error partition
1 Infinity 0
2 Infinity 0
3 2 1
4 11 1
5 16 1
6 12 4
7 12 4
8 17 4
9 22 7

Suppose that the sensitive values of a dataset is as shown in Table 3.5 with
the k and e values are set at 3 and 2 respectively. When the algorithm in Figure
3.2 have been applied to the dataset its error and partition values are as shown
in Table 3.6. The partition information can be obtained by scan the partition

variable backward, thus the partition of data tuples represented the Id as {1, 2,
3}, {4, 5, 6}, and {7, 8, 9}.
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Input:
D: a dataset

k: a minimum number of distinct values threshold

e: a minimum range of values threshold

Output:
(D

0
: the output dataset, which satisfies the (k, e)-anonymization

partition: the partition information

error: the error information

Method:
error[0] =infinity

partition[0] =0

for i = 1 to D.size

error[i] = infinity

partition[i] = partition[i� 1]

for j = 1 to i

if distinct({dj , . . . , di}) � and (di � dj) � e then
current error = (di � dj)

else
current error = infinity

end if
temp = f [j � 1] + current error

if temp  error[i] then
error[i] = temp

partition[i] = j

end if
end for

end for

Figure 3.2: Original O(n2)-Algorithm

Table 3.7: The impact when a data tuple with 67 as its sensitive value is inserted
Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
4 65 11 11 1 1
-1 67 - 13 - 1
5 70 16 7 1 4
6 75 12 12 4 4
7 75 12 12 4 4
8 80 17 17 4 4
9 85 22 17 7 7
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Table 3.8: The impact when a data tuple with 55 as its sensitive value is inserted
Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
-1 55 - Infinity - 0
3 56 2 2 1 1
4 65 11 11 1 1
5 70 16 16 1 1
6 75 12 12 4 5
7 75 12 12 4 5
8 80 17 17 4 5
9 85 22 22 7 8

When an incremental data tuple 4d is appended to the dataset, the näıve
approach is to execute the algorithm again. However, we will address the incre-
mental data transformation problem in a more e�cient way.

Suppose that the data tuple with 67 as its sensitive value is inserted into the
dataset in Table 3.5. Let’s assume that the Id is minus one for the insertion, to
be able to see its impact. First, we present the error and partition values in
Table 3.7. Note that we present the data and the previous values to compare
with the impact as well. Such increment will change the partition structure into
{1, 2, 3}, {4, -1, 5}, and {6, 7, 8, 9} and the summation-error is decreased to
17.

It can be seen that the increment can change summation error as well as
the partition structure, however it might be not always the case. We present
another example where the increment will not change the error. Re-consider the
dataset shown in Table 3.5, suppose that the data tuple with 55 as its sensitive
value is inserted. The error and the partition values of such increment is shown
in Table 3.8. In which, the summation-error is the same as the previous value.
Also, the structure of the new partition is “the same” though inside the first
partition will have more element.

Thus, we analyze the impact of the increment theoretically as follows. First,
we categorize the changes into two main groups. The first group is when the
increment data is inserted at the “in-range” of the existing partition. The
second group is when the increment data is inserted at the border of the two
existing partitions. We discuss the details of each group in the next sections.
Subsequently, the approach to compute the impact of the increment is presented.
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Table 3.9: The impact when a data tuple with 76 as its sensitive value is inserted
Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
4 65 11 11 1 1
5 70 16 16 1 1
6 75 12 12 4 4
7 75 12 12 4 4
-1 76 - 13 - 4
8 80 17 17 4 7
9 85 22 21 7 8

3.2.1 In-range Increment

For the “in-range” increment, when an data tuple4d is inserted into a partition
Pi, which is a partition in an optimal solution. An impact could be the partition
Pi0, the partition Pi after insertion identified by the first/last data tuple in it,
can be broken into a complete partition satisfying the (k, e)-condition before the
ending/beginning tuples of the old Pi. The left out data tuples will be merged
and considered with the consecutive partition Pj, which is preceded by Pi or
next to Pi. In this case, the optimal summation-error can be reduced, since the
partition can be completed before the position it was.

For example, let us re-consider the dataset in Table 3.7. The data tuple with
67 as its sensitive tuple is inserted. The partition such tuple is inserted to is the
second partition, it had previously {4, 5, 6} data tuples with the summation-
error at 10. After the insertion, the partition is broken before the 6-data tuple is
considered. The modified partition becomes {4, -1, 5} with the summation-error
at 5. Consecutively, the 6-data tuple is merged with last partition, however it
does not increase the summation-error since it is duplicate with a data tuple
within the partition. Overall, the insertion causes the summation-error reduce
from 22 to 17.
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Table 3.10: The impact when a data tuple with 56 as its sensitive value is
inserted

Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
-1 56 - 2 - 1
3 57 3 3 1 1
4 65 11 11 1 1
5 70 16 15 1 4
6 75 13 13 4 5
7 75 13 13 4 5
8 80 18 18 4 5
9 85 23 23 7 8

Another example is shown in Table 3.9. The scenario is a data tuple with 76
as its sensitive value is inserted to the existing dataset. The partition structure
has become {1, 2, 3}, {4, 5, 6, 7}, and {-1, 8, 9}. The summation-error reduce
from 22 to 21, and the last partition is completed before the 7-data tuple is
considered.

In some cases, the “in-range” increment can also leave the summation-error
intact. For example, let us consider a dataset in Table 3.10. Note that the
existing dataset is di↵erent from the previous examples. It can be seen that
the insertion does not cause the ending data tuples (3-data tuple, in this case)
to be merged with the consecutive partition. Because the merging can increase
the summation-error with regard to the optimal solution. Instead, it keeps the
beginning and the ending of the existing dataset without increasing the error.

From the general point of view, we can further consider the details of such
impact as follows. The O(n2) optimal algorithm in Figure 3.2 computes the
error of each data tuple d

i

by considering its partition-break-point in greedy
approach. For example, from the dataset in Table 3.10 (ignoring the increment)
when the last data tuple (10-data tuple) is considered, its current error is
firstly set at infinity. Then, the partition of {1, 2, . . . , 9} is considered for its
error, and its current error is decreased to 31. Not all possible partitioning can
satisfy the (k, e)-condition, but some of them, e.g. when a break point providing
the partition {1, 2,�1} and {4, 5, . . . , 9} as i is set at 10, and j is set at 4, the
current error is reduced to 28, while the summation-error is reduced to 30 (the
previous optimal error is, f [j � 1], is 2). Last, when the j variable is set at 7,
the current error is reduced to 10, providing the summation-error at 23.
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Table 3.11: The impact when a data tuple with 57 as its sensitive value is
inserted

Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
-1 57 - 3 - 1
4 65 11 11 1 1
5 70 16 15 1 4
6 75 12 13 4 5
7 75 12 13 4 5
8 80 17 18 4 5
9 85 22 23 7 8

When a new valid break-point satisfying the (k, e)-condition is found, not
only the error is updated, but the partition. Such variable will be updated to
be the valid break-point in the greedy manner. All break-point values might
not be used to construct the partition structure. These are the values up to the
current data tuples since the greedy processing, the last value will provide the
actual structure. Thus, the partition structure can be obtained by scanning the
partition backward.

3.2.2 Border Increment

For the “border” increment, when an data tuple 4d is inserted between a pre-
ceding partition Pi and another consecutive Pj, both partitions obtained from
an optimal solution. One of the possible impact is that partition Pi merges
such 4d into it. As a result the structure of partition Pj and the rest are not
e↵ected. In this case, the optimal summation-error is to be increased since the
preceding partition is extended.

For example, consider the dataset in Table 3.11. It can be seen that a data
tuple with 57 as its sensitive value is inserted between the first and the second
partitions, i.e. {1, 2, 3} and {4, 5, 6} respectively. The optimal result after
the insertion is that the data tuple is merged to the first partition. The other
partitions have no impact from such insertion. As a result, we obtain the optimal
partition as {1, 2, 3, -1}, {4, 5, 6}, and {7, 8, 9}. Also the summation-error is
increased from 22 to 23.
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Table 3.12: The impact when a data tuple with 64 as its sensitive value is
inserted

Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
-1 64 - 10 - 1
4 65 11 11 1 1
5 70 16 8 1 4
6 75 12 13 4 4
7 77 14 15 4 4
8 77 14 15 4 4
9 101 38 34 4 7
10 102 37 35 7 7
11 103 16 17 9 10

When an increment data tuple is inserted at the border, it can also be merged
with the consecutive partition Pj, and the rest of the next partitions subjected
to Pj are remained the same. This causes the increasing of the summation-error
by considering the margin of the insertion data tuple and Pj as shown in Table
3.12. Note that the dataset in this example is di↵erent from the previous.

For the cases where the 4d is merged with partition Pj, it can cause such
partition breaks into a complete partition satisfying the (k, e)-condition before
the ending tuples of the old Pj. Thee left out data tuples will be merged and
considered with the consecutive partition of Pj. This will happen only when
the cost of the break is less than merging and keeping the structure of Pj the
same as before. In order to illustrate this case, consider another example in
Table 4.2. From the example, it can be seen that Pj, in this case {4, 5, 6, 7 8},
is broken by merging 4d to its front-end. Then the partitions become {-1, 4,
5} and {6, 7, 8} with less summation-error.

From the above observation, we can see that the impact of an increment is as
follows. First, when the position of the insertion data tuple is determined. The
error and the partition values priori to the position are always remained intact
due to the greedy approach. Then, the error and the partition values of such
insertion values can be determined. For example, the error and partitioning

values of the dataset in Table 3.9 before the insertion position is remained the
same. While the values at the insertion as well as the rest can be changed.

When considering the details of the partitioning, we can see that the insertion
at the partition border can only merge with the preceding and the consecutive
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Table 3.13: The impact when a data tuple with 64 as its sensitive value is
inserted, and a new partition is found

Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
-1 64 - 8 - 1
4 65 11 11 1 1
5 70 16 10 1 4
6 75 12 15 4 4
7 76 13 16 4 4
8 80 17 15 4 7
9 101 37 36 7 7
10 102 35 37 8 7
11 103 19 17 9 7
12 120 36 34 9 10
13 121 37 35 9 10
14 122 21 19 12 13

partition. If the data tuple is to be merged with the preceding partition, it is
from the fact the error from extending the partition is less than the error causes
by merging it with the consecutive partition. Though, merging4d data tuple to
the consecutive partition can also causes such partition to meet the break-point
before the previous since the (k, e)-condition is met. The structure-change of
the insertion partition is depended on the error value of the data tuples which
is processed in greedy manner.

3.3 Incremental Processing

A näıve approach is that computing the error and the partition values right
from the insertion position to the end. However, consider the cases where the
insertion position is in the very beginning position of the existing dataset, such
approach might not be appropriated. As such the complexity of the incremental
algorithm in this case will be O(n02) where n0 is the number of the rest data
tuples to be processed.

In this work, we propose a lemma which will be used to improve the incre-
mental processing as follows.

Lemma 1 For each incremented dataset D0, after the completed-alignment par-
tition, the partition in which the data tuples in it is the same as before the in-
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Figure 3.3: Summation-error Computing for Incremental Processing

sertion, the remaining structure of the partition is the same as priori to the
insertion.

Proof Let d
i

be a data tuple after the completed-alignment partition p
ca

, the
partition in which the data tuples in it is the same as before the insertion. In
order to obtain the optimal solution, the error[i] of d

i

can be only computed
in two cases since partition p

ca

has not been e↵ected by the insertion. First, it
is merged to p

ca

or one of p
ca

consecutive partitions, or it is combined with the
other d

i�1, di�2, . . . di�m

and forms a new partition. The both cases, error[i]
is the summation between the error[partition[ca] � 1], and the di↵erence be-
tween the sensitive value of d

i

and the sensitive value of the first data tuple in
partition

ca

, or error[i] = error[partition[ca]� 1] + (d[i]� d[partition[ca]� 1]).
In Figure 3.3a), the illustration of the first cases is shown. It can be seen

that the range of the partition p
ca

which adds the new data tuple d
i

is extended.
Thus, its error is formed by the summation-error before p

ca

and the incremented
p

ca

. The latter cases where a new partition is formed is illustrated in Figure
3.3b). Such error computation can be performed in the same approach.

Also, as the structure of the partition is not change after the complete-
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Table 3.14: The impact when a data tuple with 64 as its sensitive value is
inserted, and a new partition is found

Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
-1 64 - 8 - 1
4 65 11 11 1 1
5 70 16 10 1 4
6 75 12 15 4 4
7 76 13 16 4 4
8 80 17 15 4 7
9 101 37 36 7 7
10 102 35 37 8 7
11 103 19 17 9 7
12 120 36 34 9 10
13 121 37 35 9 10
14 122 21 19 12 13

alignment partition, we can further update the error and partition variables
as follows. First, the partition variable after such point is increasing by one.
Since the positions of the remaining is shifted by one insertion. Then, the error

partition can be computed as mentioned.
For example, suppose that the dataset in Table 3.14 is given, and the k

value is set at 3, and the e value is set at 2. Suppose further that a data tuple
with 64 as its sensitive value is appended. It can be seen that the complete-
alignment partition is the partition with {9, 10, 11} data tuples. The remaining
partition information of the remaining tuples is computed by adding one. Then,
the error[12] is the addition of the error[partition[ca] � 1], i.e. 17, to (120 �
d[partition[ca]� 1]), i.e. 120 - 103. Thus, such error is 34.

From such observation, we can develop an incremental algorithm which
computes the error and the partition as the static algorithm until the com-
plete alignment is found. Subsequently, the partition is computed with O(n0)
where n0 is the number of the remaining data tuples to process. As well as the
partition, the error can be computed with the same cost. Such algorithm is to
be presented in the next chapter.



Chapter 4

Incremental Algorithm

After we propose a lemma to improve the e�ciency of the data incremental in
the previous chapter. That is, if the partition in which the data tuples in it
is the same as before the insertion is founded, the remaining structure of the
partition is the same as priori to the insertion. In this chapter, we propose an
incremental algorithm to preserve the privacy based on the (k, e)-anonymization
based on such lemma as shown in Figure 4.1.

From the algorithm, it can be seen that the e�ciency depends on how far
the break-point position can be found. Let n be the number of data tuples,
let ins pos be the position of the insertion, and let n0 be the number of the
remaining data tuples after the break-point (In Line 20 of Figure 4.1). The
computational complexity of the proposed algorithm is composed by the cost
of the insertion determination, finding the optimal solution before the break-
point, as well as error and partition determination after the breakpoint. Thus,
the complexity is O(ins pos)+O((n0 � ins pos)2)+O(n� n0). Obviously, if the
break-point is found at the end of the dataset, the incremental algorithm will
have the same complexity as the non-incremental algorithm, otherwise it can
be more e�cient.

To clarify our algorithm, let us consider an example. Suppose that the
dataset in Table 4.1 is given. When a data tuple with 64 as its sensitive value
is inserted, the algorithm first determines that the position of the 4d, i.e. the
fourth position as shown in Table 4.2. The partition0 and the error0 values
of the preceding position are the same as their original values, i.e. 0, 0, 1,
and Infinity, Infinity, 2 respectively. Subsequently, the i-loop is proceeded to
determine the optimal solution for each d

i

as the non-incremental algorithm.
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Input:
D

0
: a permuted dataset

k: a minimum number of distinct values threshold

e: a minimum range of values threshold

4d: an additional tuple

partition: a partition information from the permuted dataset

error: an error information from the permuted dataset

Output:
(D +4D)

0
: the output dataset, which satisfies the (k, e)-anonymization

partition

0
: the updated partition information

error

0
: the updated error information

Method:
1 insert 4d into D

0
based on its sensitive value

2 determine the position of 4d, ins pos

3 copy partition and error into partition

0
and error

0
from the first to the position of the ins pos

4 for i = ins pos to (D +4D)

0
.size

5 error

0
[i] = infinity

6 partition

0
[i] = partition

0
[i� 1]

7 for j = 1 to i

8 if distinct({dj , . . . , di}) � k and (di � dj) � e then
9 current error = (di � dj)

10 else
11 current error = infinity

12 end if
13 temp = error

0
[j � 1] + current error

14 if temp  error

0
[i] then

15 error

0
[i] = temp

16 partition

0
[i] = j

17 end if
18 end for
19 if the previous partition comparing with the i position is a complete-alignment then
20 break from the i-loop

21 end if
22 end for
23 determine the remaining partition

0
and error

0

Figure 4.1: Incremental Algorithm
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Table 4.1: Original Dataset
Id Data error partition
1 54 Infinity 0
2 55 Infinity 0
3 56 2 1
4 65 11 1
5 70 16 1
6 75 12 4
7 76 13 4
8 80 17 4
9 101 37 7
10 102 35 8
11 103 19 9
12 120 36 9
13 121 37 9
14 122 21 12

Table 4.2: The impact when a data tuple with 64 as its sensitive value is inserted,
and a new partition is found

Id Data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
-1 64 - 8 - 1
4 65 11 11 1 1
5 70 16 10 1 4
6 75 12 15 4 4
7 76 13 16 4 4
8 80 17 15 4 7
9 101 37 36 7 7
10 102 35 37 8 7
11 103 19 17 9 7
12 120 36 34 9 10
13 121 37 35 9 10
14 122 21 19 12 13
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The i-loop will continue until it finishes the processing for the d12 data tuple.
At the point, the completed-alignment of the partition {d9, d10, d11} is found.
Then, the i-loop is broken, and the remaining of the partition and the error

values can be computed using Lemma 1 with O(n� n0) cost.



Chapter 5

Indexing

In order to further improve the e�ciency of the proposed incremental algorithm,
two indexes are proposed as follows.

5.1 Distinct Value Index

First, we propose an index on the distinct sensitive values. Because one of the
most high-computation operations in the algorithm is to decide whether the
given range of data tuples has enough distinct value to be a valid partition
subjected to the k-condition. Additionally, the index can improve the e�ciency
of the complete-alignment identification. Since, the incremental algorithm relies
on the break-point determination such that, it can stop the O((n0 � ins pos)2)
processing, and begin the O(n � n0) processing. If the cost of the alignment
identification is lower, a high e�ciency can be obtained.

After the algorithm is proposed, in order to further improve the e�ciency of
the incremental algorithm, there are a few possible indexes can be created.

Thus, we create an index which its key is the range of the positions. The
value of the index is the sequence of the sensitive value of the data tuples
in the partition belonged to the key, as well as their number of distinct val-
ues. Such index will be in a form of flat-file index, in which each entry is
in the form < (p

i

, p
j

), ((s1, s2, . . . , sn

), no distinct) >, where p
i

and p
j

is the
range, (s1, s2, . . . , sn

), is the sequence of the sensitive values in the range, and
no distinct is the number of distinct values in such range. For example, given
the dataset in Table 5.1, an index entry for the d1 data tuple to the d3 data
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Table 5.1: An example dataset
Id Data
1 54
2 55
3 56
4 65
5 70
6 75
7 76
8 80
9 101

Table 5.2: Index structure for the example dataset
Index Entry

< (1, 1), ((54), 1) >
< (1, 2), ((54, 55), ) >

< (1, 3), ((54, 55, 56), 3) >
< (1, 4), ((54, 55, 56, 65), 4) >

< (1, 5), ((54, 55, 56, 65, 70), 5) >
. . .

< (5, 6), ((70, 75), 2) >
< (5, 7), ((70, 75, 76), 3) >

< (5, 8), ((70, 75, 76, 80), 4) >

< (8, 9), ((80, 101), 2) >
< (9, 9), ((101), 1) >

tuple is < (1, 3), ((54, 55, 56), 3) >. It can be seen that the sequence covers data
tuples with 54, 55, and 56 as their sensitive values. And, the number of distinct
values among them is 3. The index structure of this dataset is shown in Table
5.2.

5.2 Positioning Index

Second, given the fact that there could be a very large number of duplicates
in real-life dataset. For example, consider the age attribute of the individuals,
though the number of data tuples can be varied, age values can be limited to
some certain ranges. Thus, we propose to apply a tree-based index, i.e. B+-
tree, which its key is the sensitive value of a data tuple, the value of its is the
position of the first value of the key. Formally, the index entry is in the form of
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< d
i

.sensitive, p
i

>. With this index, we can identify whether the current i-data
tuple is the distinct value comparing with the previous value when processing
the i-loop in the algorithm.
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Chapter 6

Experiment Results

After our incremental algorithm and indexing are proposed, in this chapter, we
present the experiment results to evaluate our work.

6.1 Configuration

The experiments were conducted on the Adult dataset from UCI Machine Learn-
ing Repository [12] which has been used to evaluate the (k, e)-anonymization
[53, 54]. The dataset contains 14 attributes over 48,000 data tuples. The
“capital-loss” attribute is selected as the sensitive values. Eight of the attributes
are selected as the quasi-identifier as in [54], as well as the data cleansing pro-
cesses. Thus, the remaining number of the dataset is 1427 tuples. The range of
the capitol-loss values is 155 to 3900, with 89 distinct values.

The e�ciency is evaluated in term of the execution time when the three
parameters change, i.e. the k value, the e value, and the size of the incremental
dataset |4D|. In each experiment, the dataset will be divided into two equal
parts, the first part is used as the static part of the data, while the latter will
be used as the incremental data. The incremental part of the dataset will be
appended to the static part in a one-by-one basis. Once, all the increment data
are appended to the dataset, the execution time is reported. Additionally, the
position of the break-point from the proposed incremental algorithm is reported
to present the relationship between the position and the e�ciency of the algo-
rithm. Such positions are reported into the percentage of the skipped tuples
relatively to the size of the dataset. The more the percentage means the more
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Figure 6.1: E↵ect of the k value

e�ciency the algorithm can obtain. Note that the execution time of the in-
cremental algorithm both with/without the proposed indexes will be reported
to show their e↵ects. Thus, the execution time reported for the incremental
algorithm with the indexes consists of the execution time as well as the index
update time. In each experiment, the proposed algorithm will be compared
with the O(n2)-algorithm in [54] and the 2-approximation algorithm with O(n)
complexity in [53]. Such 2-approximation algorithm is a greedy algorithm which
scan the given dataset once for computing a cover of of the anonymous intervals
based on the (k, e) condition. Note that the resulting numbers reported are
five-time average.

6.2 Results and Discussion

6.2.1 E↵ects of k value

In the first experiment, we evaluate the e�ciency of the incremental algorithm
when the k value is varied. Such value is varied from 3 to 10 to evaluate its
e↵ect. The e value is fixed at 100. At each setting, a set of the increment data
of size 10% of the existing dataset is inserted.

In Figure 6.1, the result of the experiment is presented. Obviously, when the
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Figure 6.2: E↵ect of the e value

k value is increased, the execution time of the incremental algorithms are also
increased. The rationale behind this is that when the k is higher, the break-point
of the complete-alignment is more di�cult to be found with regard to the k-
condition. In the worst case, the algorithms need to compute the error and the
partition values until the end of the dataset with O((n0� ins pos)2) cost. Thus,
the e�ciency is degraded. Comparing with the non-incremental algorithm, the
fixed computational cost of O(ins pos) of the incremental algorithms before the
ins pos-position is higher. We can see the e↵ect of such cost when the k values is
very high, the execution time of the incremental algorithm is even a bit higher.
However, in [53], the authors suggested that the k value should be set at lower
than 6 in general.

6.2.2 E↵ects of e value

In this experiment, we evaluate the e�ciency of the incremental algorithm when
the range of the tolerate error e is changed. The e will be increased from 20
to 220 to evaluate its e↵ect. The k is fixed at 5, and |4D| at 10%. From the



46 CHAPTER 6. EXPERIMENT RESULTS

∆∆∆∆

Figure 6.3: E↵ect of the 4D

result in Figure 6.2, it can be seen that the proposed incremental algorithm is
more e�cient than the non-incremental algorithm. These results are obvious
particularly when the e value is set at 100 or lower in which the execution time of
the non-incremental algorithm is more than 3-times of the proposed algorithm.
Such gaps are caused by the discovery of the complete-alignment partition, and
thus prevent the quadratic part of the algorithm to be executed till the end of
the input. The rationale behind the e�ciency degrade, after the e value is higher
than 100, is each partition becomes larger. And, thus the complete-alignment is
more di�cult to be found as it can be seen the percentage of the skipped tuples
from the break-point positions. Obviously, such percentage decreases when both
the k and e parameters are increased because the mentioned reason.

6.2.3 E↵ects of |4D|

In the last experiment, we evaluate the e�ciency of the incremental algorithm
when the size of the incremental dataset (|4D|) is varied. The variation is set
at the percentage of the whole data to be appended, i.e. 6, 8, 10, 12 and 14 %.
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Figure 6.4: E↵ect of the k value considering indexes

We set the k and e values at 5 and 100 respectively. Figure 6.3 shows the result
of this experiment. It can be seen that when the size of the appended data is
increased, the gap between the execution time of both algorithms is increased.
Obviously, the e↵ect of the incremental processing is accumulated when the size
of 4D is increased. And, in all settings, both of the incremental algorithms
outperform the approximation algorithm.

6.2.4 Indexing Performance

In this section, we report the performance of the indexes. The execution time
of the proposed algorithm with/without indexes is reported to evaluate the
performance. In addition, the execution time of the approximation algorithm
is reported here to compare its e�ciency with our proposed algorithm with
indexes. Note that the execution time reported for the incremental algorithm
with the indexes consists of the execution time as well as the index update time.
The index performance when the k, e, and |4D| is varied is presented in Figure
6.4, 6.5, and 6.6 respectively.

From the figures, it can be seen that the incremental algorithms with the
proposed indexes are more e�cient than the without-indexes version of it sig-
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nificantly. The algorithm with the indexes is even more e�cient than the 2-
approximation algorithm which has O(n) complexity, meanwhile the optimal
solutions can be obtained. Also, it can be seen that the incremental algorithm
with indexes can outperform the 2-approximation algorithm when the e value is
not extremely high. Given the fact that the optimal solutions can be obtained
instead of the approximate results, our proposed algorithm is very e�cient.
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Chapter 7

Conclusion

In this work, we have proposed a solution to the focused problem. That is,
an observation on the privacy preservation based on the (k, e)-anonymization
when the data increment is considered. We have subsequently, proposed an
incremental algorithm for the problem. Such algorithm can process the data in-
crementally while exactly the same solutions as the non-incremental algorithm
can be guaranteed. The proposed algorithm can be more e�cient than the
non-incremental algorithm when the complete-alignment partition is discovered
before the end of the data input is to be processed. Eventually, two indexes
are proposed to resolve the e�ciency issue. From the experiments, it has been
found that the incremental algorithm with/without indexes is much more e�-
cient than the non-incremental algorithm when the k or e value is not extremely
high. When the size of the increment data is increased, the e�ciency gap be-
tween the proposed algorithm and the non-incremental algorithm is larger. Also,
the incremental algorithm with the proposed indexes can outperform the O(n)
approximation in most of the experiment settings. These can be summarized
that the proposed algorithm can be very e�cient in the real-world situations.

In our future work, we will investigate on a few interesting issues as follows.
One of them is bulk-data insertion, i.e. to insert a relative-small/medium set
of data into the existing dataset at once. For example, one may need to insert
an additional dataset in Table 7.1 into the existing dataset in Table 7.2. The
nave approach is to combine the datasets from the two datasets together, sub-
sequently, re-process the privacy preservation. Or, a more e�cient way would
be applying the algorithm in [45] to individually insert the additional dataset.

The more e�cient solution for such issue can help in the real-world situations
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Table 7.1: An example additional dataset to be inserted
Postal Code Age Sex Salary

50210 45 Male 16,000
50210 36 Female 20,000
50200 41 Male 15,000

Table 7.2: An example dataset
Postal Code Age Sex Salary

50200 35 Male 14,000
50210 36 Male 15,000
50230 40 Male 16,000
50300 41 Female 25,000
50310 43 Female 35,000
50330 47 Male 30,000
50300 53 Male 40,000
50310 54 Female 35,000
50330 58 Male 45,000

where the data are collected in a fixed-time interval. For example, the Ministry
of public health requires each hospital to submit the medical records collected
in past months. Processing such bulk of records at once, rather than processing
each record individually, will be more e�cient and realistic. In order to apply
the bulk insertion, there are a few sub-issues need to be addressed. That is,
the e�ciency of the insertion both in term of the computational and space cost
should be considered. The bulk insertion of n tuples should be more e�cient
than insert each of the n tuples individually. The space requirement in order to
perform the bulk insertion should not be the burden to the task. Additionally,
the concurrency control of the indexes or the auxiliary data structures of the
algorithm should be considered. Since the bulk insertion of large data might
need to acquire the lock in order to perform the update operation. The nave
approach is to preserve the lock until the bulk insertion is finished. However,
the approach can degrade the e�ciency of the indexes. Thus, the concurrency
control in this case, should be carefully designed.
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[49] S. R. M. Oliveira and O. R. Zäıane. Protecting sensitive knowledge by
data sanitization. In Proceedings of the 3rd IEEE ICDM International
Conference on Data Mining, pages 613–616. IEEE Computer Society, 2003.

[50] S. R. M. Oliveira and O. R. Zäıane. Achieving privacy preservation when
sharing data for clustering. In Proceedings of the Workshop on Secure Data
Management (SDM’04), pages 67–82. Springer, 2004.
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Abstract

The emerging of the internet-based services poses a privacy threat

to the individuals. Data transformation to meet a privacy standard be-

comes a requirement for typical data processing for the services. (k, e)-

anonymization is one of the most promising data transformation ap-

proaches, since it can provide high-accuracy aggregate query results.

Though, the computational cost of the algorithm providing optimal solu-

tions for such approach is not very high, i.e. O(n2). In certain environ-

ments, the data to be processed can be appended at any time. In this

paper, we address an e�ciency issue of the incremental privacy preserva-

tion using (k, e)-anonymization approach. The impact of the increment

is observed theoretically. We propose an incremental algorithm based on

such observation. The algorithm can replace the quadratic-complexity

processing by a linear function on some part of the dataset, while the

optimal results are guaranteed. Additionally, a few indexes are proposed

to further improve the e�ciency of the proposed algorithm. The exper-

iments have been conducted to validate our work. From the results, it

can be seen that the proposed work is highly e�cient comparing with

the non-incremental algorithm and an approximation algorithm.
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Indexing.

1 Introduction

Privacy is one of the most important issues for any data processing these days.

Since the organisations have more opportunity to collect the data from the

individuals. Such examples can be social network applications, or the location-

based services which have been utilised widely. The collected data can be used

to improve the quality of services by data analysing tools and algorithms, e.g.

user-clustering can help improving campaign targeting. The results will ben-

efit both the organisations and the individuals. However, the privacy of the

individuals should not been compromised.

Consequently, the privacy preservation becomes one of the most active re-

search areas. One of the first few privacy preservation approaches which have

been proposed, is k-anonymization Samarati & Sweeney (1998), Samarati (2001),

Sweeney (2002b). Its fundamental is to hide an individual within a k-size group

with identical information. Subsequently, the `-diversity, which further protects

the privacy by enforcing the minimum `-distinct sensitive data in the group,

has been proposed in Machanavajjhala et al. (2006). Such two mentioned ap-

proaches are based on the data transformation by generalisation, i.e. changing

a privacy sensitive value into its more-generalised value e.g. from a postal code

50202 to 5020*. Furthermore, there are a few more e↵ective approaches based

on such work to preserve the privacy, for example, t-closeness Li et al. (2009)

which extends the l-diversity approach by preserving the distribution of the

sensitive values in each group.

One of the most important approaches for preserving the privacy is (k, e)-

anonymization Qing et al. (2007), Procopiuc & Srivastava (2009). With this

2



Table 1: An example dataset
Postal code Age Sex Salary

50200 35 Male 14,000
50210 36 Male 15,000
50230 40 Male 16,000
50300 41 Female 25,000
50310 43 Female 35,000
50330 47 Male 30,000
50300 53 Male 40,000
50310 54 Female 35,000
50330 58 Male 45,000

Table 2: The partitioned dataset
Postal code Age Sex Salary

50200 35 Male 15,000
50210 36 Male 16,000
50230 40 Male 14,000
50300 41 Female 25,000
50310 43 Female 30,000
50330 47 Male 35,000
50300 53 Male 35,000
50310 54 Female 40,000
50330 58 Male 45,000

approach, the sensitive data are partitioned, in which the probability to identify

the individuals in each partition is not exceeded the pre-specified thresholds,

k and e. The k values use to control the number of distinct sensitive data

in a group, while the e values use to control the range of the sensitive data.

Subsequently, the sensitive data in each partition is swapped, or permuted, to

protect the privacy. Not only that the privacy can be preserved e↵ectively, but

also a high data utility can be obtained by applying such approach. The utility

in the (k, e)-anonymization is defined in term of the accuracy of the aggregate

query results. In Qing et al. (2007), the authors reported that the error from

the aggregate query result is very low (1% error approximately), i.e. the result

is very close to the non-privacy preserved result.

An example dataset to illustrate the (k, e)-anonymization is shown in Table

3



1. In the table, a dataset is composed by three non-sensitive attributes, i.e.

postal code, age, and sex, of the individuals. The sensitive attribute is the

monthly-salary in Thai Baht (THB). If the k and the e values are set at 3 and

2,000 respectively, an optimal solution with regard to the minimum-sum-error

objective (to be described in Section 3), is shown in Table 2.

From Table 2, the partition of the dataset is outlined, i.e. there are three

partitions. It can be seen that there is at least 3 distinct salary values in each

partition, as well as the range of the salary is at least 2,000 THB. The sensitive

data have been permuted already. If an aggregate query “find the summation

of the salary of the 40-48 years-old” is issued, the result from the permuted

dataset is 104,000-106,000 THB (A data tuple from the first partition, all of the

tuples from the second partition, and none from the last partition are involved

in the query answering). Meanwhile the same query executed on the original

dataset results in 106,000 THB which is very close to the result obtained from

the privacy preserved dataset.

The complexity of the algorithm generated the optimal solutions is O(n2)

where n is the number of data tuples in the given dataset Qing et al. (2007).

Such algorithm composes of two phases, i.e. partitioning the given dataset

according to (k, e)-anonymization, as well as permuting the sensitive values

within each partition. The partitioning phase, which costs O(n2), is our focus

in this paper. Though, such cost is not very high, the data to be processed

might not be static. There are some situations that the data to be trans-

formed can be appended all the time Truta & Campan (2007), Seisungsittisunti

& Natwichai (2009). For example, the Ministry of public health in Thailand

requires each hospital to submit the monthly medical records to the global data

warehouse. Re-applying the O(n2)-algorithm every time the monthly data are

loaded might not be an e�cient way to approach the problem in such environ-
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ment.

In this paper, we address the incremental privacy preservation problem

based on the (k, e)-anonymization. We start with making the observation on

the data appending theoretically. Subsequently, an algorithm based on the ob-

servation is proposed. In which the quadratic-complexity processing on some

part of the dataset can be replaced by the linear-complexity processing. Fur-

thermore, two indexes are proposed to improve the e�ciency of the algorithm.

The experiments have been conducted to validate our work. From the results,

the proposed work is highly e�cient comparing with the non-incremental algo-

rithm and an approximation algorithm, while the same results with re-applying

the optimal non-incremental algorithm can be guaranteed.

The organisation of this paper is as follows. The related work is presented

in the next section. The basic notation for defining the problem is presented in

Section 3. Subsequently, the observations on the data increment and the incre-

mental algorithm are proposed in Section 4. The indexes for further e�ciency

improvement are proposed in Section 5. In Section 6, the experiment results

to evaluate our work are reported. Finally, Section 7 gives the conclusion and

outline of our future work.

2 Related Work

In general, the data privacy preservation issues can be addressed by the tra-

ditional database techniques such as security view management Denning et al.

(1987) or access-control methods Jajodia et al. (1997) which have been studied

in the past decades. With these approaches, data privacy can be preserved by

creating di↵erent views/rights for di↵erent users with di↵erent privilege levels.

Also, the statistical security-control Domingo-Ferrer & Torra (2004) is another

approach for addressing the issues. With this approach, noises are inserted into
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the original dataset in order to di↵erentiate the utility of the dataset. While

some specific statistical values, for example, the mean or variance, relied on the

noise-added data must be maintained as close to the original values as possible.

k -anonymity, which is a well-known privacy preservation model, was firstly

proposed Samarati & Sweeney (1998). There has been a lot of work applied

the k-anonymity because its simplicity and meaningful of the transformed data

Machanavajjhala et al. (2006), Sweeney (2002a), Wong et al. (2006), Fung et al.

(2007). However, when the data utility of the transformed datasets is con-

cerned, the transformation problem is not trivial. In Meyerson & Williams

(2004), the problem that requires an optimal anonymization, i.e. satisfying k

while having minimal impact on data utility, has been proven as an NP-hard

problem.

There have been a few privacy preservation models built based on the k-

anonymity model as follows. In Machanavajjhala et al. (2006), the authors

proposed another privacy preservation model, `-diversity, which improves the

k-anonymity model by preventing homogeneity attack. The attack occurs when

the k-anonymized dataset has too less diversity though it satisfies the k-anonymity

condition. In Li et al. (2009), the authors showed that there exist some situa-

tions which the `-diversity may not secure enough to publish the data. There-

fore, they proposed the t-closeness model in which the data distribution of a

sensitive attribute in any group should be similar to the distribution of such

attribute in the dataset in order to guarantee the privacy of the given data.

Such model has been proven as an e�cient privacy preservation

(k, e)-anonymization was first proposed in Qing et al. (2007). As opposed

to the generalisation-based approach, which the data values are transformed

into a more general form of them, the approach begins with data partitioning

process subjected to the k distinct values, and the e range. Then, the data
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within each partition are permuted to protect the privacy. The partitioning

phase can help increasing the utility obtained from the data, since the data

transformation is proceeded in the scope of the partition. Comparing with the

t-closeness, the (k, e)-anonymization rather aims at optimising the range of the

sensitive data. Also, the aggregate query can be answered e↵ectively with less

optimisation constraints.

For the incremental privacy preservation, a few studies have been reported

Xiao & Tao (2007), Pei et al. (2007), Fung et al. (2008), Byun et al. (2009).

Although the incremental algorithms without re-processing the whole datasets

have been proposed, these algorithms deal with the situations where multiple

versions of the datasets are released. The di↵erent versions may have di↵erent

levels of anonymization e.g. di↵erent generalised or shu✏ing values from di↵er-

ent privacy parameters. Unlike our work, we deal with only a single version of

the dataset with a single level of privacy parameters (pre-specified by the re-

sponsible agencies e.g. the Ministry of public health in Thailand as mentioned

above). It may be released publicly multiple times, however, joining them do

not give the attacker any additional knowledge.

Additionally, an approach to preserve the privacy in data streams has been

proposed in Zhou et al. (2009). The approach focuses on transaction streams

where the data of an individual may have been stored multiple times in a

dataset. To deal with the continuous nature of the data streams, the lists

of equivalence classes are kept and maintained for the incremental stream pro-

cessing.

3 Basic Definition

In this section, we present the definitions required for our proposed approach.

Definition 3.1 (Dataset) Let a dataset DID = {d1, d2, . . . , dn} be a collec-
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tion of tuples defined on a schema A, which consists of an identifier ID, a set of

quasi-identifiers QI = {qi1, qi2, . . . , qik}, and the numerical sensitive attribute

S. Each di can be referred as the i-data tuple.

We consider to transform the datasets without identifiers defined as follows.

Definition 3.2 (De-identified Dataset) The de-identified version of a dataset

DID is a projection of it over the set of quasi-identifiers and the sensitive at-

tribute, denoted as D.

Such de-identified datasets can have an overlapped public dataset on some

quasi-identifier attributes. The public dataset also contains the identifiers which

lead to the privacy breach. Our goal here is to transform the de-identified

datasets to break such link between the quasi-identifier attributes and the sen-

sitive value such that one who owns the public datasets cannot match them

to the transformed dataset, while the aggregate queries can still be e↵ectively

answered.

Definition 3.3 (Aggregate Queries) An aggregate query is an SQL-query

which applies the aggregate functions including COUNT, MAX, MIN, SUM,

and AVERAGE on the sensitive attributes of the de-identified datasets.

Definition 3.4 ((k, e)-anonymity) A de-identified dataset D is satisfied a (k, e)-

anonymity i↵ for each partition Pi ✓ D, the projection over the sensitive at-

tribute S in each Pi provides at least k distinct values and the range of these

di↵erent values in Pi is at least e.

Definition 3.5 ((k, e)-permutation) Let p be a random permutation over the

tuple identifier {1, 2, . . . , n}. The permutation of a de-identified D is denoted

as p(D,QI, S) = {di0 |8qij 2 QI, d0
i.qij = di.qij and di0 .S = dp(i).S}. Given

a random permutation p and a de-identified (k, e)-anonymity dataset D, the
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(k, e)-anonymity permutation of D is p(D,QI, S), or the (k, e)-permutation for

short.

Obviously, there could be many (k, e)-anonymity permutation datasets for

a given data, the transformation algorithm should select the optimal-utility

dataset, i.e. the dataset which has the least error. Such error can be defined in

two approaches Qing et al. (2007), i.e. summation-error and maximum-error.

We focus on the former error definition defined as follows.

Definition 3.6 (Error) Let a set of partitions {P1, P2, . . . , Pm} be a partition-

ing of a dataset D resulted from the (k, e)-permutation transformation. Let the

error(Pi) be the error occurs in a partition Pi, error(Pi) = max(Si)�min(Si),

where max and min is the function to determine the maximum and minimum

sensitive value from Pi respectively. The summation-error of the dataset D

from the (k, e)-permutation is
Pm

i=1 error(Pi).

Thus, the (k, e)-anonymization problem is to determine the p(D,QI, S)

which has minimal summation-error given the dataset D, the k, and e pa-

rameters.

4 Incremental Processing

4.1 E↵ect of data increment

As we focus on the data-incremental environments, in this section we present

the observation on the increment in which its results will be used to develop

an incremental algorithm in the next subsection. First, the O(n2) for pre-

serving the privacy proposed in Qing et al. (2007) with regard to the (k, e)-

anonymization is presented in Figure 1. The algorithm computes the optimal

summation error in each i-loop. The error value is maintained in the error
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Input:
D: a dataset
k: a minimum number of distinct values threshold
e: a minimum range of values threshold
Output:
(D0: the output dataset, which satisfies the (k, e)-anonymization
partition: the partition information
error: the error information
Method:

error[0] =infinity
partition[0] =0
for i = 1 to D.size

error[i] = infinity
partition[i] = partition[i� 1]
for j = 1 to i

if distinct({dj , . . . , di}) � k and (di � dj) � e then
current error = (di � dj)

else
current error = infinity

end if
temp = error[j � 1] + current error
if temp  error[i] then

error[i] = temp
partition[i] = j

end if
end for

end for

Figure 1: Original O(n2)-Algorithm

variable. That is, the error[D.size] contains the summation error of the opti-

mal solution. The algorithm applies a greedy approach which it can be seen

in the d loop. The algorithm will compare the “valid” current error subjected

to the k and e values, to the best-known error for such di data tuple. If the

current error is less than the existing value, it is stored as the new error in

error[i]. Also, the index of the data tuple dj which led to the lower error is

stored in partition[i]. This comparison will contribute to the sub-loop O(n) for

each i loop. And, thus the complexity of the algorithm becomes O(n2).

Let us illustrate the execution of the algorithm by examples. Suppose that

the sensitive values of a dataset is as shown in Table 3 with the k and e values
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Table 3: An example sensitive dataset to demonstrate the O(n2)
Id data error partition
1 54 Infinity 0
2 55 Infinity 0
3 56 2 1
4 65 11 1
5 70 16 1
6 75 12 4
7 75 12 4
8 80 17 4
9 85 22 7

Table 4: The impact when a data tuple with 67 as its sensitive value is inserted
Id data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
4 65 11 11 1 1
-1 67 - 13 - 1
5 70 16 7 1 4
6 75 12 12 4 4
7 75 12 12 4 4
8 80 17 17 4 4
9 85 22 17 7 7

are set at 3 and 2 respectively (Note that the quasi-identifiers are omitted).

When the algorithm is applied to the dataset, its error and partition values

are shown in the third and fourth columns of Table 3. The partition structure

can be obtained by scanning the partition variable backward, thus the partition

results are {d1, d2, d3}, {d4, d5, d6}, and {d7, d8, d9} as outlined in the table.

When an incremental data tuple 4d is inserted to the dataset, the näıve

approach is re-applying the algorithm again. However, we aim at addressing

the incremental data transformation problem in a more e�cient way. Thus, we

analyse the impact of the increment by re-applying the algorithm theoretically

as follows. First, we categorise the increments into two main groups. The first

group is when the increment data are inserted at the “in-range” of any existing
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partition. The second group is when the increment data are inserted at the

border of any two existing partitions. We discuss the details of each group in

the following subsections. Subsequently, an approach to compute the impact

of the increment is presented in the Section 4.2.

4.1.1 In-range Increment

For the “in-range” increment, when a data tuple 4d is inserted into a par-

tition Pi, which obtained from an optimal solution. The impact caused by

re-applying the algorithm could be the partition Pi0, the partition Pi after

the insertion identified by the first/last data tuple in it, can be broken into a

complete partition satisfying the (k, e)-condition before the ending/beginning

tuples of the old Pi. The left-out data tuples will be merged and considered

with the consecutive partition Pj, which is preceded by Pi or next to Pi. In

this case, the optimal summation-error can be reduced, since the partition can

be completed before the position it was.

For example, let us re-consider the dataset in Table 3. Suppose that the

data tuple with 67 as its sensitive tuple is inserted as shown in Table 4. The

partition, which the data tuple is inserted to, was {d4, d5, d6} with the summation-

error at 10. After the insertion, if the optimal algorithm is re-applied, the

partition is broken before the d6 data tuple is considered. The modified parti-

tion becomes {d4, d�1, d5} with the summation-error at 5. Consecutively, the

6-data tuple is merged with last partition, however it does not increase the

summation-error since the value is duplicate with a data tuple within the par-

tition. Overall, the insertion causes the summation-error reduce from 22 to

17.

Another example is shown in Table 5. The scenario is a data tuple with 76

as its sensitive value is inserted to the existing dataset. The partition structure

has become {d1, d2, d3}, {d4, d5, d6, d7}, and {d�1, d8, d9}. The summation-
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Table 5: The impact when a data tuple with 76 as its sensitive value is inserted
Id data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
4 65 11 11 1 1
5 70 16 16 1 1
6 75 12 12 4 4
7 75 12 12 4 4
-1 76 - 13 - 4
8 80 17 17 4 7
9 85 22 21 7 8

Table 6: The impact when a data tuple with 56 as its sensitive value is inserted
Id data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
-1 56 - 2 - 1
3 57 3 3 1 1
4 65 11 11 1 1
5 70 16 15 1 4
6 75 13 13 4 5
7 75 13 13 4 5
8 80 18 18 4 5
9 85 23 23 7 8

error reduce from 22 to 21, and the last partition is completed before the d7

data tuple is considered.

The summation-error is not always changed, the “in-range” increment can

also leave the summation-error intact. For example, let us consider a dataset

in Table 6. It can be seen that the insertion does not cause the ending data

tuples (the d3 data tuple, in this case) to be merged with the consecutive par-

tition. Because the merging can increase the summation-error with regard to

the optimal solution. Instead, the result from re-applying the optimal algo-

rithm keeps the beginning and the ending of the existing partitions the same

without increasing the error.
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Table 7: The impact when a data tuple with 57 as its sensitive value is inserted
Id data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
-1 57 - 3 - 1
4 65 11 11 1 1
5 70 16 15 1 4
6 75 12 13 4 5
7 75 12 13 4 5
8 80 17 18 4 5
9 85 22 23 7 8

4.1.2 Border Increment

For the “border” increment, when a data tuple 4d is inserted between a pre-

ceding partition Pi and another consecutive Pj, both obtained from an optimal

solution. One of the possible impacts from the re-applying is that partition Pi

merges such 4d into it. As a result the structure of partition Pj and the rest

are not e↵ected. In this case, the optimal summation-error is to be increased

since the preceding partition is extended to embrace 4d.

For example, consider the dataset in Table 7. It can be seen that a data

tuple with 57 as its sensitive value is inserted between the first and the sec-

ond partitions, i.e. {d1, d2, d3} and {d4, d5, d6} respectively. The optimal re-

sult by re-applying the algorithm after the insertion is that the data tuple is

merged to the first partition. The other partitions have no impact from such

insertion. As a result, we obtain the optimal partition from the re-applying

as {d1, d2, d3, d�1}, {d4, d5, d6}, and {d7, d8, d9}. Then, the summation-error is

increased from 22 to 23.

When an increment data tuple is inserted at the border, it can also be

merged with the consecutive partition Pj, and the rest of the next partitions

subjected to Pj are remained the same. This causes the increasing of the

summation-error by considering the margin of the insertion data tuple and Pj
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Table 8: The impact when a data tuple with 64 as its sensitive value is inserted
Id data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
-1 64 - 10 - 1
4 65 11 11 1 1
5 70 16 8 1 4
6 75 12 13 4 4
7 77 14 15 4 4
8 77 14 15 4 4
9 101 38 34 4 7
10 102 37 35 7 7
11 103 16 17 9 10

as shown in Table 8.

Another case is that the 4d is merged with partition Pj after re-applying

the algorithm, it can cause such partition breaks into a complete partition sat-

isfying the (k, e)-condition before the ending tuples of the previous Pj. The

left-out data tuples will be merged and considered with the consecutive parti-

tion of Pj. This will happen only when the cost of the partition breaking is

less than the merging and keeping the structure of Pj the same as before sub-

jected to the optimal result. In order to illustrate this case, consider another

example in Table 9. From the example, it can be seen that Pj, in this case

{d4, d5, d6, d7d8}, is broken by merging 4d to its front-end. Then the parti-

tions become {d�1, d4, d5} and {d6, d7, d8} with lower summation-error.

In summary, we can see that the insertion at the partition border can only

merge with the preceding and the consecutive partition. If the data tuple is

to be merged with the preceding partition, it is from the fact that the error

from extending the partition is less than the error causes by merging it with

the consecutive partition. Though, merging 4d data tuple to the consecutive

partition can also cause such partition to meet the break-point before the pre-

vious. Since the (k, e)-condition is met. The structure-change of the insertion
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Table 9: The impact when a data tuple with 64 as its sensitive value is inserted,
and a new partition is found

Id data error error0 partition partition0

1 54 Infinity Infinity 0 0
2 55 Infinity Infinity 0 0
3 56 2 2 1 1
-1 64 - 8 - 1
4 65 11 11 1 1
5 70 16 10 1 4
6 75 12 15 4 4
7 76 13 16 4 4
8 80 17 15 4 7
9 101 37 36 7 7
10 102 35 37 8 7
11 103 19 17 9 7
12 120 36 34 9 10
13 121 37 35 9 10
14 122 21 19 12 13

partition is depended on the error value of the data tuples, which is processed

in greedy manner.

4.2 Incremental Processing

From the previous section, we observe that the impact of an increment by re-

applying the algorithm is as follows. First, when the position of the insertion

data tuple is determined. The error and the partition values priori to the

position are always remained the same due to the greedy approach. Then,

the error and the partition values of the insertion-position tuple can be de-

termined. Thus, a näıve approach is to compute the error and the partition

values right from the insertion position to the end of the dataset. However,

consider the cases where the insertion position is in the very beginning posi-

tion of the existing dataset, such approach might not be appropriated. As such

the complexity of the incremental algorithm in this case will be O(nn0) where

n0 is the number of the remaining data tuples to be processed.
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Figure 2: Summation-error Computing for Incremental Processing

In this work, we propose a lemma from our observations which will be used

to improve the incremental processing as follows.

Lemma 4.1 For each incremented dataset D0, after the completed-alignment

partition, the partition in which the data tuples in it are the same as before the

insertion, the remaining structure of the partition is the same as priori to the

insertion.

Proof Let di be a data tuple after the completed-alignment partition pca, the

partition in which the data tuples in it are the same as before the insertion. In

order to obtain the optimal solution, the error[i] of di can be only computed

in two cases since partition pca has not been e↵ected by the insertion. First,

it is merged to pca or one of pca consecutive partitions, or it is combined with

the other di�1, di�2, . . . di�m and forms a new partition. In both cases, error[i]

can be determined from the summation between the error[partition[ca] � 1],

and the di↵erence between the sensitive value of di and the sensitive value of

the first data tuple in partitionca. That is, error[i] = error[partition[ca]�1]+

(d[i]� d[partition[ca]� 1]).

In Figure 2a), the illustration of the first case is shown. It can be seen
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that the range of the partition pca which adds the new data tuple di is ex-

tended. Thus, its error is formed by the summation-error before pca and the

incremented pca. The latter case, where a new partition is formed, is illustrated

in Figure 2b). Such error computing can be performed in the same approach.

Also, as the structure of the partition is not changed after the complete-

alignment partition, we can further update the error and partition variables

as follows. First, the partition variable after such position is increasing by one.

Since the positions of the remaining is shifted by one insertion. Then, the error

partition can be computed as mentioned.

For example, in Table 9, it can be seen that the complete-alignment par-

tition is the partition with {d9, d10, d11} data tuples. The remaining par-

tition information of the remaining tuples is computed by adding one to it.

Then, the error[12] is the addition of the error[partition[ca] � 1], i.e. 17, to

(120� d[partition[ca]� 1]), i.e. 120 - 103. Thus, such error is 34. For the rest

of the data tuples, the same computing approach can be applied.

From such observation, we can develop an incremental algorithm which

computes the error and the partition as the static algorithm until the complete-

alignment is found. Subsequently, the partition is computed with O(n0) where

n0 is the number of the remaining data tuples to process. As well as the

partition, the error can be computed with the same cost, while the same result

as the re-applying can be guaranteed.

4.3 Algorithm

In this section, we propose an incremental algorithm to preserve the privacy

based on the (k, e)-anonymization as shown in Figure 3.

From the algorithm, it can be seen that the e�ciency depends on how far

the break-point position can be found. Let n be the number of data tuples,
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Input:
D0: a permuted dataset
k: a minimum number of distinct values threshold
e: a minimum range of values threshold
4d: an additional tuple
partition: a partition information from the permuted dataset
error: an error information from the permuted dataset
Output:
(D +4D)0: the output dataset, which satisfies the (k, e)-anonymization
partition0: the updated partition information
error0: the updated error information
Method:
1 insert 4d into D0 based on its sensitive value
2 determine the position of 4d, ins pos
3 copy partition and error into partition0 and error0 from the first to the position of the ins pos
4 for i = ins pos to (D +4D)0.size
5 error0[i] = infinity
6 partition0[i] = partition0[i� 1]
7 for j = 1 to i
8 if distinct({dj , . . . , di}) � k and (di � dj) � e then
9 current error = (di � dj)

10 else
11 current error = infinity
12 end if
13 temp = error0[j � 1] + current error
14 if temp  error0[i] then
15 error0[i] = temp
16 partition0[i] = j
17 end if
18 end for
19 if the previous partition comparing with the i position is a complete-alignment then
20 break from the i-loop
21 end if
22 end for
23 determine the remaining partition0 and error0

Figure 3: Incremental Algorithm

19



let ins pos be the position of the insertion, and let n0 be the number of the

remaining data tuples after the break-point (In Line 20 of Figure 3). The

computational complexity of the proposed algorithm is composed by the cost

of the insertion determination, finding the optimal solution before the break-

point, as well as error and partition determination after the breakpoint. Thus,

the complexity is O(ins pos)+O((n0 � ins pos)2)+O(n� n0). Obviously, if the

break-point is found at the end of the dataset, the incremental algorithm will

have the same complexity as the non-incremental algorithm, otherwise it can

be more e�cient.

To clarify our algorithm, let us consider an example. Suppose that the

dataset in Table 9 is given. The algorithm first determines that the position

of the 4d, i.e. the fourth position. The partition0 and the error0 values of

the preceding position are the same as their original values. Subsequently, the

i-loop is proceeded to determine the optimal solution for each di as the non-

incremental algorithm. The i-loop will continue until it finishes the processing

for the d12 data tuple. At the point, the completed-alignment of the partition

{d9, d10, d11} is found. Then, the i-loop is broken, and the remaining of the

partition and the error values can be computed using Lemma 1 with O(n�n0)

cost.

5 Indexing

In order to further improve the e�ciency of the proposed incremental algo-

rithm, two indexes are proposed as follows.

First, we propose an index on the distinct sensitive values. Because one of

the most high-computation operations in the algorithm is to decide whether the

given range of data tuples has enough distinct value to be a valid partition sub-

jected to the k-condition. Additionally, the index can improve the e�ciency of
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the complete-alignment identification. Since, the incremental algorithm relies

on the break-point determination such that, it can stop the O((n0 � ins pos)2)

processing, and begin the O(n � n0) processing. If the cost of the alignment

identification is lower, a high e�ciency can be obtained.

After the algorithm is proposed, in order to further improve the e�ciency

of the incremental algorithm, there are a few possible indexes can be created.

Thus, we create an index which its key is the range of the positions. The

value of the index is the sequence of the sensitive value of the data tuples

in the partition belonged to the key, as well as their number of distinct val-

ues. Such index will be in a form of flat-file index, in which each entry is

in the form < (pi, pj), ((s1, s2, . . . , sn), no distinct) >, where pi and pj is the

range, (s1, s2, . . . , sn), is the sequence of the sensitive values in the range,

and no distinct is the number of distinct values in such range. For exam-

ple, an index entry for the d1 data tuple to the d3 data tuple from Table 9

is < (1, 3), ((54, 55, 56), 3) >. It can be seen that the sequence covers data tu-

ples with 54, 55, and 56 as their sensitive values. And, the number of distinct

values among them is 3.

Second, given the fact that there could be a very large number of duplicates

in real-life dataset. For example, consider the age attribute of the individuals,

though the number of data tuples can be varied, age values can be limited to

some certain ranges. Thus, we propose to apply a tree-based index, i.e. B+-

tree, which its key is the sensitive value of a data tuple, the value of its is

the position of the first value of the key. Formally, the index entry is in the

form of < di.sensitive, pi >. With this index, we can identify whether the

current i-data tuple is the distinct value comparing with the previous value

when processing the i-loop in the algorithm.
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6 Experiment Results

After our incremental algorithm and indexing are proposed, in this section, we

present the experiment results to evaluate our work.

6.1 Configuration

The experiments were conducted on the Adult dataset from UCI Machine Learn-

ing Repository Blake & Merz (1998) which has been used to evaluate the (k, e)-

anonymization Qing et al. (2007), Procopiuc & Srivastava (2009). The dataset

contains 14 attributes over 48,000 data tuples. The “capital-loss” attribute

is selected as the sensitive values. Eight of the attributes are selected as the

quasi-identifier as in Qing et al. (2007), as well as the data cleansing processes.

Thus, the remaining number of the dataset is 1427 tuples. The range of the

capitol-loss values is 155 to 3900, with 89 distinct values.

The e�ciency is evaluated in term of the execution time when the three pa-

rameters change, i.e. the k value, the e value, and the size of the incremental

dataset |4D|. In each experiment, the dataset will be divided into two equal

parts, the first part is used as the static part of the data, while the latter will

be used as the incremental data. The incremental part of the dataset will be

appended to the static part in a one-by-one basis. Once, all the increment data

are appended to the dataset, the execution time is reported. Additionally, the

position of the break-point from the proposed incremental algorithm is reported

to present the relationship between the position and the e�ciency of the algo-

rithm. Such positions are reported into the percentage of the skipped tuples

relatively to the size of the dataset. The more the percentage means the more

e�ciency the algorithm can obtain. Note that the execution time of the in-

cremental algorithm both with/without the proposed indexes will be reported

to show their e↵ects. Thus, the execution time reported for the incremental
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Figure 4: E↵ect of the k value

algorithm with the indexes consists of the execution time as well as the index

update time. In each experiment, the proposed algorithm will be compared

with the O(n2)-algorithm in Qing et al. (2007) and the 2-approximation algo-

rithm with O(n) complexity in Procopiuc & Srivastava (2009). The resulting

numbers reported are five-time average. Note that the execution time reported

for the incremental algorithm with the indexes consists of the execution time

as well as the index update time.

6.2 Results and Discussion

6.2.1 E↵ects of k value

In the first experiment, we evaluate the e�ciency of the incremental algorithm

when the k value is varied. Such value is varied from 3 to 10 to evaluate its

e↵ect. The e value is fixed at 100. At each setting, a set of the increment data

of size 10% of the existing dataset is inserted.

In Figure 4, the result of the experiment is presented. Obviously, when the
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k value is increased, the execution time of the incremental algorithms are also

increased. The rationale behind this is that when the k is higher, the break-

point of the complete-alignment is more di�cult to be found with regard to

the k-condition. In the worst case, the algorithms need to compute the error

and the partition values until the end of the dataset with O((n0 � ins pos)2)

cost. Thus, the e�ciency is degraded. Comparing with the non-incremental

algorithm, the fixed computational cost of O(ins pos) of the incremental algo-

rithms before the ins pos-position is higher. We can see the e↵ect of such cost

when the k values is very high, the execution time of the incremental algorithm

is even a bit higher. However, in Procopiuc & Srivastava (2009), the authors

suggested that the k value should be set at lower than 6 in general. Also, it can

be seen that the incremental algorithm with the proposed indexes is more ef-

ficient than the without-indexes version of it significantly. The algorithm with

the indexes is even more e�cient than the 2-approximation algorithm which

has O(n) complexity, meanwhile the optimal solutions can be obtained.

6.2.2 E↵ects of e value

In this experiment, we evaluate the e�ciency of the incremental algorithm

when the range of the tolerate error e is changed. The e will be increased from

20 to 220 to evaluate its e↵ect. The k is fixed at 5, and |4D| at 10%. From

the result in Figure 5, it can be seen that the proposed incremental algorithm

is more e�cient than the non-incremental algorithm. These results are obvi-

ous particularly when the e value is set at 100 or lower in which the execution

time of the non-incremental algorithm is more than 3-times of the proposed

algorithm. Such gaps are caused by the discovery of the complete-alignment

partition, and thus prevent the quadratic part of the algorithm to be executed

till the end of the input. The rationale behind the e�ciency degrade, after

the e value is higher than 100, is each partition becomes larger. And, thus
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Figure 5: E↵ect of the e value

the complete-alignment is more di�cult to be found as it can be seen the per-

centage of the skipped tuples from the break-point positions. Obviously, such

percentage decreases when both the k and e parameters are increased because

the mentioned reason. Also, it can be seen that the incremental algorithm with

indexes can outperform the 2-approximation algorithm when the e value is not

extremely high. Given the fact that the optimal solutions can be obtained in-

stead of the approximate results, our proposed algorithm is very e�cient.

6.2.3 E↵ects of |4D|

In the last experiment, we evaluate the e�ciency of the incremental algorithm

when the size of the incremental dataset (|4D|) is varied. The variation is set

at the percentage of the whole data to be appended, i.e. 6, 8, 10, 12 and 14 %.

We set the k and e values at 5 and 100 respectively. Figure 6 shows the result
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Figure 6: E↵ect of the 4D

of this experiment. It can be seen that when the size of the appended data is

increased, the gap between the execution time of both algorithms is increased.

Obviously, the e↵ect of the incremental processing is accumulated when the size

of 4D is increased. Particularly, when we consider the incremental algorithm

with the proposed indexes, the e↵ect is even more obvious. And, in all settings,

both of the incremental algorithms outperform the approximation algorithm.

7 Conclusion

In this paper, we have proposed an observation on the privacy preservation

based on the (k, e)-anonymization when the data increment is considered. We

have subsequently, proposed an incremental algorithm for the problem. Such

algorithm can process the data incrementally while exactly the same solutions

as the non-incremental algorithm can be guaranteed. The proposed algorithm
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can be more e�cient than the non-incremental algorithm when the complete-

alignment partition is discovered before the end of the data input is to be pro-

cessed. Additionally, two indexes are proposed to further improve the e�ciency

of the algorithm. From the experiments, it has been found that the incre-

mental algorithm is much more e�cient than the non-incremental algorithm

when the k or e value is not extremely high. When the size of the increment

data is increased, the e�ciency gap between the proposed algorithm and the

non-incremental algorithm is larger. Also, the incremental algorithm with the

proposed indexes can outperform the O(n) approximation in most of the ex-

periment settings. These can be summarised that the proposed algorithm can

be very e�cient in the real-world situations. In our future work, we will fur-

ther investigate on the multiple bulk-insertion scenarios. In which, not only

the e�ciency should be considered, but also the concurrency control issue.
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