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Abstract

Project Code : TRG5680030

Project Title : Further Extension of Hypercircle Inequality to Inaccurate Data
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A foundational concept in learning problem is to construct a functional representation
from given data. Among learning methods, Hypercircle inequality (Hi) has been applied to
kernel-based machine leaning when data is known exactly. Recently, we have extended Hi to
data error in two ways: First, we have extended it to circumstance for which all data is known
within error. Second, we have extended it to partially-corrupted data. That is, data set contains
both accurate and inaccurate data. In this research, we continue our study of this subject by
using the material from both previous work to estimate the unknown vectors in Hilbert space
from knowledge of both its norm and linear observations of it, known within error. Furthermore,
we proposed the transformation of hypercircle inequality for partially-corrupted data to
orthonormal bases and also specialized the new result to the learning problem in Reproducing

kernel Hilbert space (RKHS). In future work, we propose to extend Hi to Banach space.

Keywords : Hypercircle inequality, Reproducing kernel Hilbert space, convex optimization

and noisy data
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