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 การสรางแบบจําลองทางคณิตศาสตรเพื่ออธิบายปรากฎการณทางวิทยาศาสตรวิธีหนึ่งคือ  นํา

ขอมูลจากการทดลองมาหาความสัมพันธระหวางตัวแปรที่ปรากฎในการทดลอง แลวเขียนฟงกชันหรือ

สมการทางคณิตศาสตร เพื่อเปนตัวแทนใชในการอธิบายปรากฎนั้น  อสมการไฮเพอรเซอรเคิล 

(Hypercircle inequality) ถือเปนอีกเคร่ืองมือหนึ่งที่ถูกนํามาประยุกตใชในการศึกษาการเรียนรูของ

เคร่ืองโดยใชเคอรเนลเปนฐานและเปนที่รูจักเปนอยางดีในการศึกษาแขนงนี้ แตเนื่องจากขอจํากัดของ

อสมการไฮเพอรเซอรเคิลที่สามารถใชกับการศึกษานี้ไดในกรณีที่ทราบคาของขอมูลอยางแนนอน ตอมา

ผูวิจัยไดศึกษาอสมการไฮเพอรเซอรเคิลสําหรับขอมูลที่มีคาคลาดเคล่ือนสองแนวทาง คือ การขยาย

อสมการดังกลาวไปยังขอมูลที่มีคาคลาดเคล่ือนทุกตัว และขยายอสมการดังกลาวไปยังขอมูลที่มีคา

คลาดเคล่ือนเพียงบางตัวเทานั้น ดังนั้นในงานวิจัยนี้ผูวิจัยไดนําองคความรูจากการขยายทั้งสองรูปแบบ

มาประยุกตกับปญหาการประมาณคาของฟงกชันในปริภูมิรีโพรดิวซิ่งเคอรเนิลฮิวลเบิรต นอกจากนี้ใน

งานวิจัยนี้ยังไดเสนอการแปลงสมการดังกลาวไปสูเซตเชิงตั้งฉาก (orthonormal set) ซึ่งเปนเคร่ืองมือที่

มีประโยชนมากในปริภูมิลเบิรต  แตอยางไรก็ตามอสมการดังกลาวก็ยังมีขอจํากัดในการประยุกตหลาย

ดานอาทิเชนปริภูมิที่จะนําไปประยุกตใชตองเปนปริภูมิลเบิรต  ดังนั้นผูวิจัยจริงเสนอแนวทางสําหรับ

งานวิจัยในอนาคตคือ ขยายอสมการดังกลาวไปยังปริภูมิบานาค  

 

คาํหลกั : อสมการไฮเพอรเซอรเคิล  ปริภูมิรีโพรดิวซิ่งเคอรเนิลฮิวลเบิรต   การหาคาเหมาะสมที่สุด

ฟงกชันนูล  ขอมูลทีม่ึคาคลาดเคล่ือน 
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 A foundational concept in learning problem is to construct a functional representation 

from  given data. Among learning methods,  Hypercircle inequality (Hi) has been applied to 

kernel-based machine leaning when data is known exactly. Recently, we have extended   Hi to 

data error in two ways: First, we have extended it to circumstance for which all data is known 

within error. Second, we have extended it to partially-corrupted data. That is, data set contains 

both accurate and inaccurate data. In this research, we continue our study of this subject by 

using the material from both previous work to  estimate the unknown vectors in Hilbert space 

from knowledge of both its norm and linear observations of it, known within  error. Furthermore, 

we proposed the transformation of hypercircle inequality for partially-corrupted data to 

orthonormal bases  and also specialized the new result to the learning problem in Reproducing 

kernel Hilbert space (RKHS). In future work, we propose to  extend  Hi to Banach space. 

 

Keywords : Hypercircle inequality, Reproducing kernel Hilbert space, convex optimization 
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