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Abstract 
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This research proposes a behavior analysis of the univariate estimation of 
distribution algorithms including the population-based incremental learning (PBIL) and the 
compact genetic algorithm (cGA). We also propose the frequency-based compact genetic 
algorithm (fb-cGA) which is a version of the cGA enhanced by the use of a new updating 
strategy. The algorithm counts the numbers of probability updates and the continuities of 
probability-update directions, and uses them to adaptively update the algorithm’s step 
sizes. This method requires fewer function evaluations, and achieves solutions that are 
more accurate than the ones of the conventional cGA. It has been shown that the fb-cGA 
can reduce the number of function evaluations to only one ninth, as compared with the 
one of the cGA on ten copies of a 3-bit trap function using a tournament size of 2. The 
behavior of the fb-cGA on various problems is also examined. The results of the analysis 
show that information from the algorithm’s past experience (i.e., the numbers of probability 
updates and the continuities) can help the fb-cGA update the probability vector towards a 
more promising direction, requiring fewer function evaluations. 
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งานวจิยัน้ีน าเสนอการวเิคราะหพ์ฤตกิรรม ของขัน้ตอนวธิปีระมาณการแจกแจงแบบทีต่วั
แปรไมข่ึน้ต่อกนั ซึง่ในทีน่ี้ไดท้ าการศกึษาขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้แบบอาศยัประชากร (PBIL) 
และขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั (cGA) นอกจากนี้ยงัไดน้ าเสนอการปรบัปรงุขัน้ตอนวธิี
เชงิพนัธุกรรมแบบกระชบัดว้ยค่าความถี่ (fb-cGA) ซึง่เป็นการปรบัขึน้มาจากขัน้ตอนวธิเีชงิ
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ของการปรบัปรงุความน่าจะเป็นและค่าความต่อเนื่อง) สามารถช่วยให ้ fb-cGA มขีอ้มลู
ประกอบการตดัสนิใจไดม้ากขึน้ น าไปสู่การปรบัปรงุค่าความน่าจะเป็นในเวกเตอรค์วามน่าจะ
เป็นไปในทศิทางทีน่ าไปสู่ค าตอบ โดยทีใ่ชจ้ านวนครัง้ในการประเมนิค่าความเหมาะสมน้อยลง  
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บทท่ี 1 

บทน า 

 

ขัน้ตอนวธิเีชงิววิฒันาการ (Evolutionary Algorithm) เป็นขัน้ตอนวธิทีางคอมพวิเตอรท์ี่
ถูกคดิคน้ขึน้โดยอาศยัแรงบนัดาลใจจากกระบวนการววิฒันาการทางธรรมชาต ิ ซึง่เป็นวธิทีี่
สิง่มชีวีติต่าง ๆ ใชป้รบัปรงุสายพนัธุเ์พื่อการอยู่รอดและท าใหเ้กดิลกูหลานรุ่นถดั ๆ ไปทีม่ ี
ความสามารถมากขึน้ มกีารปรบัตวัทีเ่หมาะสมต่อสภาพแวดลอ้มมากยิง่ขึน้  กระบวนการ
ววิฒันาการนี้เป็นกลไกส าคญัในการด ารงเผ่าพนัธุข์องสิง่มชีวีติต่าง ๆ มาชา้นาน  หวัใจหลกัทีท่ า
ใหก้ระบวนการววิฒันาการทางธรรมชาตนิี้ประสบความส าเรจ็กค็อื หลกัการคดัสรรทางธรรมชาต ิ
(Natural Selection) ทีค่ดัเลอืกใหส้ิง่มชีวีติทีเ่ขม้แขง็ แขง็แรง และมคีวามสามารถปรบัตวัเขา้กบั
สิง่แวดลอ้มไดด้กีว่ามโีอกาสอยูร่อดและขยายเผ่าพนัธุไ์ดม้ากกว่าสิง่มชีวีติทีอ่่อนแอ สงัเกตได้
จากสตัวเ์พศผูท้ีแ่ขง็แรงกว่าจะมโีอกาสไดเ้ป็นจ่าฝงูและมโีอกาสผสมพนัธุก์บัเพศเมยีไดม้ากกว่า  

จากหลกัการของการววิฒันาการทางธรรมชาตทิีน่่าอศัจรรยใ์จนี้เอง ทีท่ าใหเ้กดิการ
คดิคน้กระบวนการทางคอมพวิเตอรท์ีใ่ชค้น้หาค าตอบโดยเลยีนแบบธรรมชาตขิึน้ ขัน้ตอนวธิเีชงิ
ววิฒันาการยมืวธิกีารทางธรรมชาตทิีส่รา้งประชากรจ านวนหน่ึงขึน้มา แลว้มกีระบวนการคดัสรร
เพื่อเลอืกสิง่มชีวีติทีเ่หมาะสมใหข้ยายเผ่าพนัธุต่์อไป   

ขัน้ตอนวธิเีชงิววิฒันาการมกีระบวนการท างานโดยเริม่ตน้จากการสรา้งตวัอยา่งค าตอบ
ขึน้มาจ านวนหน่ึง (เรยีกว่า ประชากร) ประชากรแต่ละตวัจะถูกประเมนิค่าความเหมาะสม 
(Fitness Value) แลว้ผ่านกระบวนการคดัเลอืก โดยประชากรทีม่คี่าความเหมาะสมทีด่กีว่าจะมี
โอกาสถูกเลอืกเพื่อน าไปเป็นตน้แบบในการปรบัปรงุคุณภาพค าตอบใหด้ยีิง่ขึน้ในรุน่ถดัไป และ
กระบวนการนี้จะถูกท าซ ้าจากรุ่นสู่รุน่ (Generation) จนกว่าจะไดค้ าตอบทีเ่หมาะสม 

สิง่หนึ่งทีเ่ป็นหวัใจส าคญัทีท่ าใหข้ ัน้ตอนวธิเีชงิววิฒันาการประสบความส าเรจ็ กค็อื การ
คดัเลอืกประชากรทีม่คี่าความเหมาะสมทีด่ ี แลว้หยบิชิน้ส่วนทีด่ ี (Building Block) ทีเ่ป็น
องคป์ระกอบของค าตอบจากประชากรเหล่านัน้ มาเป็นตน้แบบส าหรบัสรา้งประชากรในรุ่นถดัไป 
ซึง่กม็สีมมตุฐิานส าคญัอนัหนึ่ง ทีเ่รยีกว่า “building block hypothesis” Goldberg (1989) กล่าว
ว่า “Short, low order, and highly fit schemata are sampled, recombined, and re-sampled to 
form strings of potentially higher fitness.”  หลกัการอนัน้ีเอง ทีน่กัวจิยัส่วนใหญ่น ามาออกแบบ
ขัน้ตอนวธิเีชงิววิฒันาการของตนเอ ใหค้น้ค าตอบไปในทศิทางทีจ่ะท าใหค้ าตอบมคี่าความ
เหมาะสมสงูขึน้ 
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แต่อยา่งไรกด็ ี การเลอืกชิน้ส่วนทีน่่าจะดทีีป่รากฏอยูใ่นค าตอบตวัทีม่คี่าความเหมาะสม
สงูอาจจะไมไ่ดน้ าไปสู่ค าตอบทีด่ทีีสุ่ดเสมอไป ตวัอยา่งเช่น ส าหรบับางปญัหาทีค่ าตอบมคี่าดสีุด
เฉพาะที ่ (Local Optimum) ขัน้ตอนวธิทีีถู่กออกแบบมาใหเ้ลอืกหยบิชิน้ส่วนทีด่มีาประกอบกนั
เป็นค าตอบใหม ่ อาจน าไปสู่กบัดกัในต าแหน่งทีด่สีุดเฉพาะทีไ่ด ้ และขัน้ตอนวธิทีีม่ลีกัษณะการ
ท างานแบบน้ีกจ็ะหนีออกจากสถานการณ์ดงักล่าวไดย้าก เพราะเหตุนี้ จงึมนีกัวจิยักลุ่มหน่ึงหนั
มาสนใจวธิกีารออกแบบขัน้ตอนวธิทีีพ่จิารณาความรูจ้ากค าตอบทีค่่าความเหมาะสมต ่ารว่มดว้ย 
เช่น ในปี ค.ศ. 1994 Baluja ไดเ้สนอวธิกีารใชค้วามรูจ้ากตวัอยา่งค าตอบทีม่คี่าความเหมาะสม
น้อยทีสุ่ดรว่มดว้ยแทนทีจ่ะใชค้ าตอบทีด่ทีีสุ่ดเพยีงอยา่งเดยีว ในการปรบัปรงุค่าเวกเตอรค์วาม
น่าจะเป็น (Probability Vector) ส าหรบัขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้แบบอาศยัประชากร 
(Population Based Incremental Learning: PBIL)   

โครงการวจิยันี้ เลง็เหน็ประโยชน์จากการน าความรูข้องค าตอบทีม่คี่าความเหมาะสมต ่า
เพื่อมาเตมิเตม็ความรูท้ีไ่ดจ้ากชิน้ส่วนของค าตอบด ีๆ  จงึท าการศกึษา โดยมุง่เน้นไปที่ข ัน้ตอนวธิี
ประมาณการแจกแจงแบบง่ายทีสุ่ดคอืแบบทีไ่ม่มคีวามขึน้ต่อกนัในตวัแปรแต่ละตวั โดยจะศกึษา
ขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้แบบอาศยัประชากร และขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั 
(Compact Genetic Algorithm: cGA) และท าการวเิคราะหข์ัน้ตอนวธิเีหล่านี้ โดยรายละเอยีดของ
การทดลองและผลการวเิคราะหจ์ะกล่าวในบทที ่3 และ 4       



บทท่ี 2 

ทฤษฎีและงานวิจยัท่ีเก่ียวข้อง 

 

2.1  ขัน้ตอนวิธีประมาณการแจกแจง 

ขัน้ตอนวิธีประมาณการแจกแจง (Estimation of Distribution Algorithms: EDAs)  หรอื
ขัน้ตอนวธิเีชงิพนัธุกรรมแบบการสรา้งแบบจ าลองความน่าจะเป็น (Probabilistic Model Building 
Genetic Algorithms: PMBGAs)  น าเสนอโดย Mühlenbein และ Paaß (1996), Pelikan, Goldberg 
และ Lobo (1999)  ในขัน้ตอนวธินีี้แต่ละตวัแปร (อาจมองเทยีบได้กบัแต่ละบติในขัน้ตอนวธิเีชงิ
พนัธุกรรมแบบเดมิ) จะมคี่าความน่าจะเป็นในการเป็นค าตอบ รวมทัง้ความสมัพนัธก์บัตวัแปรอื่น 
และจะใช้การปรบัค่าความน่าจะเป็นเพื่อปรบัปรุงการกระจายตวัของค าตอบให้ไปในทศิทางที่ผล
เฉลยจะมคี่าความเหมาะสมสงูขึน้ 

ขัน้ตอนวธิปีระมาณการแจกแจงสามารถแบ่งไดเ้ป็น 3 กลุ่มหลกั ๆ ตามลกัษณะการขึน้ต่อ
กันของตัวแปร คือ ขัน้ตอนวิธีประมาณการแจกแจงแบบที่ตัวแปรไม่ขึ้นต่อกัน (Univariate 
Estimation of Distribution Algorithm) ขัน้ตอนวิธีประมาณการแจกแจงแบบที่ตัวแปรขึ้นต่อกัน
เป็นคู่ (Bivariate Estimation of Distribution Algorithm) และขัน้ตอนวธิปีระมาณการแจกแจงแบบ
ตวัแปรหลายตวัขึน้ต่อกนั (Multivariate Estimation of Distribution Algorithm)  ซึ่งแต่ละกลุ่มก็มี
ข ัน้ตอนวธิแีต่ละแบบทีถู่กน าเสนอในหลายปีทีผ่่านมา ในทีน่ี้จะยกตวัอย่างขัน้ตอนวธิปีระมาณการ
แจกแจงแบบง่ายทีสุ่ดคอืไม่มคีวามขึน้ต่อกนัในตวัแปรแต่ละตวั เช่น ขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้
แบบอาศัยประชากร (Population Based Incremental Learning: PBIL) และ ขัน้ตอนวิธีเชิง
พนัธุกรรมแบบกระชบั (Compact Genetic Algorithm: cGA) ซึง่มรีายละเอยีดดงันี้ 

2.1.1 ขัน้ตอนวิธีการเรียนรู้เพ่ิมขึ้นแบบอาศยัประชากร 

อลักอรทึมึนี้น าเสนอโดย Baluja (1994)  ซึ่งมแีนวคดิในการใช้เวกเตอรค์วามน่าจะเป็น 
(Probability Vector) แทนที่การใช้กลุ่มประชากรแบบเดมิ  เวกเตอร์ความน่าจะเป็นนี้จะเป็นตัว
แบบในการหาการกระจายตวัของค าตอบด ีๆ  โดยแต่ละมติิ (Dimension) ของเวกเตอร์เป็นค่า
ความน่าจะเป็นที่แต่ละบติจะเป็น 1  การปรบัปรุงค่าความน่าจะเป็นนี้ท าได้โดยท าการสุ่มสร้าง
ตวัอย่างแลว้ปรบัค่าความน่าจะเป็นใหเ้ขา้ใกลต้วัอย่างที่ดทีีสุ่ด ขัน้ตอนการท างานของการเรยีนรู้
เพิม่ขึน้แบบอาศยัประชากรแสดงในรปูที ่1  เมือ่ l เป็นจ านวนมติ ิ(จ านวนบติ) pi คอื ค่าความน่าจะ
เป็นในแต่ละมติขิองเวกเตอร,์ α คอื อตัราการเรยีนรูซ้ึง่มคี่าอยู่ระหว่าง (0, 1] และ besti คอื ค่าใน
แต่ละบติ (ค่า 1 หรอื 0) ของตวัอย่างตวัทีด่ทีีสุ่ด ส่วนค่า mutation_shilf เป็นค่าบอกปรมิาณว่าจะ
กลายพนัธุไ์ปมากน้อยเพยีงใด 
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การท างานจะเริม่ต้นดว้ยการสรา้งเวกเตอรค์วามน่าจะเป็นขึน้มา ในทีน่ี้ก าหนดใหแ้ต่ละมติิ
ของเวกเตอรม์คี่าความน่าจะเป็นเท่ากบั 0.5  นัน่คอืให้การกระจายตวัของค าตอบซึ่งเป็น บติ 0 
หรอื 1 มโีอกาสเกดิขึน้ได้เท่า ๆ กนั  จากนัน้จะสุ่มสรา้งตวัอย่างที่เป็นตวัแทนของค าตอบขึ้นมา
จากเวกเตอรค์วามน่าจะเป็นนี้ M ตวัอย่าง ท าการประเมนิค่าความเหมาะสมของตวัอย่างเหล่านี้
แลว้เลอืกค าตอบทีด่ทีีสุ่ดมา 1 ตวั แลว้จะน าตอบตอบทีเ่ลอืกมาไดน้ี้เป็นต้นแบบในการปรบัปรุงค่า
ความน่าจะเป็นในแต่ละมติิเพื่อให้การกระจายตวัของค าตอบในรุ่นถดัไปเข้าใกล้ตวัอย่างนี้ การ
ปรบัปรงุค่าความน่าจะเป็นในเวกเตอรท์ าตามสตูรในขัน้ตอนที ่4 และ 5 ของรปูที ่2.1 

 
 Procedure population-based incremental learning 

1: Initialize probability vector (p) with 0.5 at each position. 
2: Generate M individuals from the vector 
3: Select the best individual (best) 
4: Update the probability vector p 
        for i = 1 to l do 

     pi = pi  (1.0 -α ) + (besti  α) 
5: Mutate probability vector 
      for i = 1 to l do 
    if( random(0, 1] < mutation_probability ) 

   pi = pi  (1.0 – mutation_shift) + random(0.0 or 1.0)  mutation_shift  
6: Go to step 2 until a termination criterion is met. 
 
 

รปูที ่2.1 ขัน้ตอนวธิขีองการเรยีนรูเ้พิม่ขึน้แบบอาศยัประชากร 
  
 ขัน้ตอนการปรบัปรุงเวกเตอรค์วามน่าจะเป็นขา้งต้น เป็นขัน้ตอนวธิทีีใ่ชค้วามรูจ้ากตวัอย่าง
ทีด่ทีีสุ่ดเพยีงตวัเดยีว (ในขัน้ตอนที ่3 ในรปูที ่2.1 ท าการเลอืกตวัอย่างทีด่ทีีสุ่ดมาใชเ้ป็นต้นแบบ
ในการปรบัปรงุค่าของเวกเตอรค์วามน่าจะเป็น)   
 ส าหรบัแนวทางการปรบัปรงุขัน้ตอนวธิดีงักล่าว Baluja (1994)   ยงัไดเ้สนอวธิกีารอกีหลาย
แบบเพื่อท าใหข้ ัน้ตอนวธิมีปีระสทิธภิาพดขีึน้ หนึ่งในนัน้คอื การใชค้วามรูจ้ากตวัอย่างค าตอบที่มี
ค่าความเหมาะสมน้อยทีสุ่ดรว่มดว้ยแทนทีจ่ะใชค้ าตอบทีด่ทีีสุ่ดเพยีงอย่างเดยีว โดยเปลีย่นวธิกีาร
ปรบัปรงุค่าเวกเตอรค์วามน่าจะเป็น จากขัน้ตอนที ่4 ในรปูที ่2.1 เป็นดงัรปูที ่2.2  
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4: Update the probability vector p 
          for i = 1 to l do 
          if ( besti ≠ worsti ) then 

                      pi = pi  (1.0 -α ) + (besti  α) 
 
 

รปูที ่2.2 การปรบัค่าเวกเตอรค์วามน่าจะเป็นโดยใชค้ าตอบแยสุ่ดรว่มดว้ย 
 

2.1.2 ขัน้ตอนวิธีเชิงพนัธกุรรมแบบกระชบั 

ขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั เป็นหน่ึงในขัน้ตอนวธิเีชงิววิฒันาการแบบใหม ่ทีม่ ี
แนวความคดิในการใชต้วัแบบความน่าจะเป็น (Probabilistic Model) แทนการใช้กลุ่มประชากร
แบบเดมิในการคน้หาค าตอบ  แนวความคดินี้ท าใหข้ ัน้ตอนวธิเีชงิพนัธุกรรมใชห้น่วยความจ าใน
การเก็บประชากรน้อยลง เนื่องจากไม่มกีารใช้ประชากรอีกต่อไป อีกทัง้ยงัไม่ต้องอาศัยการ
ด าเนินการเชงิพนัธุกรรม เช่น การไขว้เปลี่ยน หรอื การกลายพนัธุ์ ท าให้การประมวลผลท าได้
รวดเรว็ยิง่ขึน้ โดยที่ยงัคงความสามารถเทยีบเท่ากบัขัน้ตอนวธิเีชงิพนัธุกรรมอย่างง่ายที่ใช้อยู่
เดมิ ซึง่ขอ้พสิจูน์นี้ปรากฏในงานวจิยัของ Harik  et al. (1999)    

การแทนค าตอบของขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั จะอยูใ่นรปูแบบของเวกเตอร์
ความน่าจะเป็น (Probability Vector) ซึง่จะใชเ้ป็นตวัแบบในการหาการกระจายตวัของค าตอบ  
โดยแต่ละมติ ิ (Dimension) ของเวกเตอรเ์ป็นค่าความน่าจะเป็นทีแ่ต่ละบติจะเป็น 1 ตวัอยา่งเช่น 
สมมตุวิ่าประชากรของขัน้ตอนวธิเีชงิพนัธุกรรมแบบเดมิมโีครโมโซมยาว 6 บติดงัรปูที ่ 2.3 (ก)  
ตวัอยา่งของเวกเตอรค์วามน่าจะเป็น ของขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัอาจเป็นดงัรปูที ่
2.3 (ข) ซึง่จะมจี านวนมติคิอื 6 ตามความยาวของโครโมโซมในขัน้ตอนวธิเีชงิพนัธุกรรมอยา่งง่าย  
จากรปูที ่ 2.3 จะเหน็ไดว้่าการแทนค าตอบโดยใชเ้วกเตอรค์วามน่าจะเป็นนี้ สามารถลด
หน่วยความจ าทีใ่ชจ้ดัเกบ็ประชากรลงไปไดอ้ยา่งมาก เช่น จากตวัอย่างนี้แทนทีจ่ะใช้
หน่วยความจ าในการเกบ็ประชากร 4 ตวั กจ็ะเหลอืเพยีงเวกเตอรจ์ านวนจรงิเพยีงเวกเตอรเ์ดยีว 
โดยในเวกเตอรค์วามน่าจะเป็นน้ี แต่ละมติจิะเป็นค่าความน่าจะเป็นของการเกดิบติทีเ่ป็น 1  เช่น 
ค่า 0.75 แทนความน่าจะเป็นทีโ่ครโมโซมบติแรกจะเป็น 1 จากประชากรทัง้หมด เป็นตน้  
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1 1 0 1 0 0 
0 0 1 1 1 0                                        
1 0 0 1 0 1 
1 0 0 1 1 1 
 
    (ก)                                                   (ข) 

รปูที ่2.3  การแทนประชากรของขัน้ตอนวธิเีชงิพนัธุกรรมเทยีบกบัเวกเตอรค์วามน่าจะเป็น 

การปรบัปรงุค าตอบของขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั สามารถท าไดโ้ดยการปรบั
คา่ความน่าจะเป็นในแต่ละมติขิองเวกเตอรค์วามน่าจะเป็นตามค าตอบทีด่กีว่า โดยในการท างาน
ของอลักอรทิมึนี้จะมกีารสุ่มสรา้งตวัอยา่ง 2 ตวั ขึน้มาจากเวกเตอรค์วามน่าจะเป็น โดย
โครโมโซมของตวัอยา่งทีสุ่่มขึน้มาน้ีในแต่ละบติจะเป็น 0 หรอื 1 ขึน้กบัค่าความน่าจะเป็นในแต่ละ
มติขิองเวกเตอรค์วามน่าจะเป็น เช่น ถา้เวกเตอรค์วามน่าจะเป็นมคี่า 0.5 ในทุกมติ ิ ตวัอยา่ง
ประชากรทีสุ่่มสรา้งขึน้มา จะมโีอกาสเป็นบติ 1 หรอื 0 เท่า ๆ กนั  แต่ถา้เวกเตอรค์วามน่าจะเป็น
มคี่า 1.0 ทุกมติ ิตวัอยา่งทีสุ่่มออกมาไดจ้ะเป็นโครโมโซมทีเ่ป็นบติ 1 ทัง้หมด  

เมือ่สุ่มสรา้งตวัอยา่งขึน้มาแลว้กจ็ะพจิารณาว่าค าตอบตวัใดมคี่าความเหมาะสมมากกว่า
กนั  เวกเตอรค์วามน่าจะเป็นในแต่ละมติ ิจะถูกปรบัตามบติของค าตอบตวัทีด่กีว่า ถา้บตินัน้มคี่า
เป็น 1 ความน่าจะเป็นในมตินิัน้กจ็ะปรบัเขา้ใกล ้1  แต่ถา้เป็น 0 ค่าความน่าจะเป็นในมตินิัน้กจ็ะ
ลดค่าลง โอกาสทีบ่ตินัน้จะถูกสรา้งมาเป็น 0 ในรอบถดัไปกจ็ะเพิม่ตามดว้ย  ดงันัน้เมือ่ผ่าน
กระบวนการววิฒันาการไประยะหนึ่ง เวกเตอรค์วามน่าจะเป็นกจ็ะเป็นรปูแบบการกระจายตวัของ
ค าตอบทีด่ ี โดยการท างานของขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัมขี ัน้ตอนโดยสรปุดงันี้  

 
1. ก าหนดค่าเริม่ตน้ของตวัแปรในเวกเตอรค์วามน่าจะเป็นในทุก ๆ มติใิหม้คี่าเป็น 0.5 
2. สุ่มสรา้งตวัอยา่งค าตอบจากเวกเตอรค์วามน่าจะเป็นขึน้มา 2 ตวั 
3. ค านวณค่าความเหมาะสมของตวัอยา่งทีสุ่่มมาได ้ แลว้พจิารณาว่าตวัใดเป็นผูช้นะ

และผูแ้พ ้
4. ปรบัค่าเวกเตอรค์วามน่าจะเป็นตามผูช้นะ โดยพจิารณาเฉพาะบติทีผู่ช้นะและผูแ้พ้

ไมเ่หมอืนกนั 
 ถา้บติต าแหน่งที ่ i ของผูช้นะ เป็น 1  จะปรบัค่าเวกเตอรค์วามน่าจะเป็นที่

ต าแหน่ง i โดยน าค่าความน่าจะเป็นเดมิบวกกบั 1/n เมื่อ n คอืจ านวนประชากร
ทีถู่กก าหนดใชใ้นขัน้ตอนวธิเีชงิพนัธุกรรมอย่างง่าย  

 ในทางกลบักนั ถา้บติต าแหน่งที ่ i ของผูช้นะ เป็น 0  จะปรบัค่าเวกเตอรค์วาม
น่าจะเป็นทีต่ าแหน่ง i โดยน าค่าความน่าจะเป็นเดมิลบดว้ย 1/n 

0.75 0.25 0.25 1.0 0.5 0.5 
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5. ตรวจสอบว่าเวกเตอรค์วามน่าจะเป็นลู่เขา้สู่ค าตอบแลว้หรอืไม ่ โดยพจิารณาจากค่า
ความน่าจะเป็นของแต่ละมติวิ่าเป็น 0.0 หรอื 1.0 ครบแลว้หรอืไม ่ถา้ค่าความน่าจะ
เป็นลู่เขา้สู่ 0.0 หรอื 1.0 หมดแลว้ ใหจ้บการท างาน แต่ถา้ยงัลู่เขา้ไมค่รบ ใหสุ้่ม
ตวัอยา่งจากเวกเตอรค์วามน่าจะเป็นขึน้มาใหมแ่ลว้ท าซ ้าขัน้ตอนที ่2 ถงึ 5 ต่อไป 

 

2.2 ปัญหาทดสอบท่ีใช้ในการทดลอง 

2.2.1 ปัญหาจ านวนบิตหน่ึงมากสดุ (OneMax) 

ปญัหาน้ีเป็นปญัหาง่ายส าหรบัขัน้ตอนวิธีเชิงพนัธุกรรม และมกัจะถูกใช้เป็นปญัหา
ทดสอบพฤตกิรรมของอลักอรทิมึเพื่อเปรยีบเทยีบความสามารถในการแก้ปญัหาง่าย ค่าความ
เหมาะสมจะขึ้นอยู่กบัจ านวนบติที่เป็น 1 และค่าสูงสุดที่เป็นไปได้คอืทุกบติเป็น 1 ทัง้หมด ใน
กรณนีี้ค่าความเหมาะสมทีม่ากทีสุ่ดจะเท่ากบัความยาวของโครโมโซม  

ก าหนดให้  1 2{ , ,..., }Nx x x x  เ ป็นโครโมโซมความยาว  N, โดยที่แ ต่ ละบิต 
{0,1}ix   การหาค่าความเหมาะสมของโครโมโซมนี้สามารถค านวณไดจ้ากสมการที ่2.1 

                    1

( )
N

i

i

F x x


                                           (2.1) 

  

ตวัอยา่งเช่น ถา้ค าตอบของอลักอรทิมึเป็น 111011 ค่าความเหมาะสมทีค่ านวณได ้คอื 5 
(เนื่องจากมจี านวนบติทีเ่ป็น 1 อยู ่5 บติ) 

 

2.2.2 ปัญหาจ านวนบิตท่ีตรงกบัเป้าหมายแบบสุ่มมากสดุ (RandomMax) 

 ปญัหาน้ีคลา้ยกบัปญัหาจ านวนบติหน่ึงมากสุดทีไ่ดก้ล่าวไปขา้งต้น แต่ต่างกนัตรงที ่
แทนทีจ่ะคน้หาค าตอบดสีุดทีค่ าตอบเป็นบติหนึ่งทัง้หมด กจ็ะคน้ค าตอบไปในทศิทางทีท่ าให้
ค าตอบตรงกบัเป้าหมายทีสุ่่มขึน้มาแทน ซึง่การพจิารณาค่าความเหมาะสมของค าตอบกจ็ะเทยีบ
ค าตอบกบัเป้าหมายทีสุ่่มรปูแบบมาตัง้แต่ตน้ โดยเทยีบค าตอบบติต่อบติ ถา้บติค าตอบใน
ต าแหน่งใดตรงกนักจ็ะนบัคะแนนเพิม่ขึน้หน่ึงแต้ม  การทีต่อ้งท าเช่นน้ีกเ็น่ืองจากปญัหาน้ีถูก
ออกแบบมา เพื่อทดสอบอลักอรทิมึโดยไมต่อ้งการใหม้กีารเอือ้ไปในทศิทางของศูนยห์รอืหนึ่ง
เพยีงดา้นเดยีว เช่น สมมตวิ่าเป้าหมายถูกสุ่มไดเ้ป็น 011011 และค าตอบจากอลักอรทิมึไดเ้ป็น 
110011 ค่าความเหมาะสมทีค่ านวณได ้คอื 4 (บติทีต่รงกบัเป้าหมาย คอื บติที ่2, 4, 5 และ 6)  



8 
 

2.2.3 ปัญหากบัดกั (Trap) 

ปญัหากับดัก (Goldberg, 1987) เป็นปญัหายากส าหรับขัน้ตอนวิธีเชิงพันธุกรรม 
เน่ืองจากฟงัก์ชนัหาค่าความเหมาะสมจะใหค้่ากบัโครโมโซมทีป่ระกอบดว้ยบติ 0 มากกว่าบติ 1  
แต่ค่าสงูสุดของฟงักช์นักลบัไดม้าจากโครโมโซมทีป่ระกอบดว้ยบติ 1 ทัง้หมด 

ปญัหากบัดกัน้ีจะประกอบด้วยหน่วยสร้าง (Building Block) ย่อย ๆ น ามาประกอบต่อ
กนัเป็นกบัดกัที่ยาวขึน้  หน่วยสรา้งเลก็ ๆ เหล่านี้ยาว k บติ และสามารถหาค่าความเหมาะสม
ของแต่ละหน่วยสรา้งไดต้ามสมการที ่2.2 

 

                          

 













otherwise

1

if

;

;

...
ow

ow

high

10

k

f
uf

kuf

bbF
l

l

kk                        (2.2) 

 
เมือ่ bi  {0, 1}, u =  



1

0

k

i ib , และ fhigh > flow โดยปกตแิลว้ fhigh จะมคี่าเท่ากบั k และ 
flow มคี่าเท่ากบั k-1 
 

เมือ่น าหน่วยสรา้งนี้มาประกอบต่อกนัใหย้าวขึน้ ค่าความเหมาะสมสามารถค านวณได้
จากการน าค่าความเหมาะสมของแต่ละหน่วยสรา้งยอ่ย ๆ มาบวกกนั  ฟงัก์ชนัหาค่าความ
เหมาะสมของการน าหน่วยสรา้งขนาด k มาต่อกนั m หน่วย แสดงในสมการที ่2.3 
 

  
     k

i

m

i

ikmmk BBFBBF 1,0,...
1

0

10 




                        (2.3) 

 ตวัอยา่งเช่น ถา้ก าหนดหน่วยสรา้งขนาด 3 (k=3) และน าแต่ละหน่วยสรา้งมาต่อกนั
ทัง้หมด 5 ชุด (3 x 5 trap problem) และมตีวัอยา่งค าตอบคอื 111 001 110 000 100 ค่าความ
เหมาะสมทีค่ านวณไดค้อื 3 + 1 + 0 + 2 + 1 = 7 

 
2.2.4 ปัญหารอยลัโรด (Royal Road) 

 ปญัหาน้ีเป็นการพจิารณากลุ่มของรปูแบบบติทีป่ระกอบกนัเป็นค าตอบ โดยทีร่ปูแบบบติ
เหล่านี้จะเรยีกว่า สคมีา (Schema) ซึง่ส าหรบัปญัหารอยลัโรดแบบ 64 บติทีใ่ชใ้นการทดลองนี้ จะ
มรีปูแบบสคมีาก าหนดอยู่ทัง้หมด 15 รปูแบบ ดงัแสดงในรปูที ่2.4 
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Schema 1 = 11111111********************************************************;   s1 = 8 
Schema 2 = ********11111111************************************************;   s2 = 8 
Schema 3 = ****************11111111****************************************;   s3 = 8 
Schema 4 = ************************11111111********************************;   s4 = 8 
Schema 5 = ********************************11111111************************;   s5 = 8 
Schema 6 = ****************************************11111111****************;   s6 = 8 
Schema 7 = ************************************************11111111********;   s7 = 8 
Schema 8 = ********************************************************11111111;   s8 = 8 
Schema 9 = 1111111111111111************************************************;   s9 = 16 
Schema10 =****************1111111111111111********************************; s10 = 16 
Schema11 =********************************1111111111111111****************; s11 = 16 
Schema12 =************************************************1111111111111111; s12 = 16 
Schema13 =11111111111111111111111111111111********************************; s13 = 32 
Schema14 =********************************11111111111111111111111111111111; s14 = 32 
Schema15 =1111111111111111111111111111111111111111111111111111111111111111; s15 = 64 

 

รปูที ่2.4  รปูแบบสคมีาในปญัหารอยลัโรด 64 บติ 

 
 วธิกีารค านวณค่าความเหมาะสมของปญัหารอยลัโรด 64 บติ  จะท าการเทยีบรปูแบบ
ของค าตอบทีไ่ดจ้ากอลักอรทิมึกบัรปูแบบของสคมีาทลีะสคมีา ถา้ค าตอบมรีปูแบบของบติตรง
ตามสคมีาใดกจ็ะไดค้ะแนนตามทีร่ะบุในสคมีานัน้ เช่น ถา้มรีปูแบบบติตามสคมีาที ่ 1 กจ็ะได้
คะแนน 8 แตม้ และถา้ค าตอบมรีปูแบบตรงกบัสคมีาที ่9 กจ็ะไดค้ะแนน 16 แตม้ (คะแนนทีไ่ดน้ี้
จะบวกสะสมรวมกนั) ค าตอบทีด่ทีีสุ่ดส าหรบัปญัหาน้ีคอืทุก ๆ บติเป็นหน่ึงทัง้หมด ซึง่กรณีน้ีการ
ค านวณค่าความเหมาะสมท าไดโ้ดย  (8  8) + (4  16) + (2  32) + 64 = 256 
 
2.3 งานวิจยัท่ีเก่ียวข้อง 

 Harik และคณะ (1999) น าเสนอขัน้ตอนวธิใีหมใ่นการท างานของขัน้ตอนวธิเีชงิ
พนัธุกรรมเรยีกว่าขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั (Compact Genetic Algorithm)โดย
น าเสนอการใชต้วัแบบความน่าจะเป็น (Probability Vector) แทนกลุ่มประชากรในการหาค าตอบ 
ซึง่ท าใหส้ามารถลดการใชห้น่วยความจ าจากการจดัเก็บกลุ่มประชากรได ้เนื่องจากวธินีี้จะท าการ
จดัเกบ็เพยีงตวัแบบความน่าจะเป็นแค่ตวัเดยีวเท่านัน้ และวธินีี้ยงัท าใหก้ารประมวลผลเป็นไปได้
อยา่งรวดเรว็ เนื่องจากไมจ่ าเป็นจะตอ้งอาศยัการด าเนินการเชงิพนัธุกรรม เช่น การไขวเ้ปลีย่น 
และการกลายพนัธุ ์ เป็นตน้โดยทีย่งัคงความสามารถในการหาค าตอบไดเ้ทยีบเท่ากบัขัน้ตอนวธิี
แบบเดมิ 

หลงัจากทีข่ ัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัถูกน าเสนอ ไดม้งีานวจิยัจ านวนหนึ่งที่
ปรบัปรงุขัน้ตอนวธิดีงักล่าว เช่น Ahn และ Ramakrishna (2003) น าเสนอขัน้ตอนวธิเีชงิ
พนัธุกรรมแบบกระชบัทีเ่ลอืกเกบ็ประชากรทีด่ทีีสุ่ดแบบถาวร (Persistent Elitist Compact 
Genetic Algorithm: pe-cGA) และขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัทีเ่ลอืกเกบ็ประชากรทีด่ี
ทีสุ่ดแบบไมถ่าวร (Nonpersistent Elitist Compact Genetic Algorithm: ne-cGA) 
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ขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัทีเ่ลอืกเกบ็ประชากรที่ดทีีสุ่ดแบบถาวร ไดน้ า
ประชากรตวัทีด่ทีีสุ่ดมาใชใ้นการปรบัปรงุค่าความน่าจะเป็น ซึง่ขัน้ตอนวธินีี้มกีารปรบัปรงุการ
ท างานของขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัใน 2 ขัน้ตอนดว้ยกนั ไดแ้ก่ ขัน้ตอนการสรา้ง
ประชากร และขัน้ตอนการพจิารณาหาประชากรทีม่คี่าความเหมาะสมทีด่กีว่า 

การสรา้งประชากรของขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัทีเ่ลอืกเกบ็ประชากรทีด่ทีีสุ่ด
แบบถาวรนัน้ มกีารสรา้งประชากร และประชากรทีด่ทีีสุ่ดอยา่งละ 1 ประชากรเท่านัน้โดยที่
ประชากรทีด่ทีีสุ่ดจะสรา้งขึน้มาเฉพาะในประชากรรุน่แรก หลงัจากประชากรรุน่แรกขัน้ตอนวธิจีะ
ท าการสรา้งประชากรขึน้มาเพยีงตวัเดยีวเท่านัน้ 

การพจิารณาหาประชากรทีม่คี่าเหมาะสมทีด่กีว่านัน้ ขัน้ตอนวธิเีชงิพนัธุกรรมแบบ
กระชบัทีเ่ลอืกเกบ็ประชากรทีด่ทีีสุ่ดแบบถาวร ไดน้ าประชากรกบัประชากรทีด่ทีีสุ่ดมาค านวณค่า
ความเหมาะสมเพื่อน ามาเปรยีบเทยีบหาประชากรทีม่คี่าความเหมาะสมทีด่กีว่า ซึง่ถา้หาก
ประชากรมคี่าความเหมาะสมทีม่ากกว่าประชากรทีด่ทีีสุ่ด ประชากรน้ีกจ็ะกลายเป็นประชากรผู้
ชนะ และน ามาแทนทีป่ระชากรทีด่ทีีสุ่ดตวัเก่า 

 
ขัน้ตอนการท างานของขัน้ตอนวธิมีดีงันี้ 

1. ก าหนดค่าความน่าจะเป็นเริม่ตน้ในแต่ละมติขิองเวกเตอรค์วามน่าจะเป็น(p) 
โดยที ่lคอืความยาวของโครโมโซม 

for i := 1 to l do  
p[i] := 0.5; 

 
2. สรา้งประชากรและประชากรทีด่ทีีสุ่ด โดยที ่Generation คอืรุน่ของประชากร 

if (Generation = 1) then 
   elite := generate(p); 

individual := generate(p); 
 

3. พจิารณาหาประชากรทีม่คี่าความเหมาะสมทีด่กีว่า 
winner, loser := compete(elite, individual); 
if (winner is better than elite) 

elite := winner; 
 

4. ปรบัปรงุค่าความน่าจะเป็นโดยที ่ 1/psize คอืค่าทีใ่ชป้รบัค่าความน่าจะเป็น
ในแต่ละครัง้ ซึง่ค่า psize สามารถเทยีบเคยีงไดก้บัจ านวนประชากรใน
ขัน้ตอนวธิเีชงิพนัธุกรรมอย่างงา่ย (Simple GA) 
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for i := 1 to l 
begin 

 if winner[i] ≠ loser[i] then 
  if winner[i] = 1 then 
   p[i] := p[i] + 1/psize; 
  else 
   p[i] := p[i] – 1/psize; 
end 
 

5. ท าซ ้าตามขัน้ตอนที ่ 2 ถงึ 4 จนกว่าค่าความน่าจะเป็นในแต่ละมติขิอง
เวกเตอรค์วามน่าจะเป็นจะเป็น 0.0 หรอื 1.0 ทุกมติิ 

 
ขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัทีเ่ลอืกเกบ็ประชากรทีด่ทีีสุ่ดแบบไมถ่าวร เป็น

ขัน้ตอนวธิทีีน่ าประชากรทีด่ทีีสุ่ดมาใชใ้นการปรบัปรงุค่าความน่าจะเป็น เช่นเดยีวกบัขัน้ตอนวธิี
เชงิพนัธุกรรมแบบกระชบัทีเ่ลอืกเกบ็ประชากรทีด่ทีีสุ่ดแบบถาวร แต่มกีารสรา้งตวัแปรขึน้มาเพื่อ
ใชใ้นการควบคุมไมใ่หป้ระชากรทีด่ทีีสุ่ดเป็นประชากรทีด่ทีีสุ่ดแบบถาวร โดยก าหนดค่า N เป็น
จ านวนรุ่นสงูสุดในการเป็นประชากรทีด่ทีีสุ่ด และก าหนดให ้Control Parameter เป็นตวัแปรทีใ่ช้
ในการนบัช่วงการเป็นประชากรทีด่สีุด 

ในขัน้ตอนการสรา้งประชากรนัน้ จะสรา้งประชากร และประชากรทีด่ทีีสุ่ดขึน้มาอย่างละ 
1 ตวั โดยประชากรทีด่ทีีสุ่ดจะสรา้งขึน้มาในประชากรรุน่แรกเท่านัน้ และก าหนดให ้ Control 
Parameter มคี่าเท่ากบั 0 หลงัจากประชากรรุ่นแรกขัน้ตอนวธิจีะท าการสรา้งประชากรขึน้มา
เพยีงตวัเดยีวเท่านัน้ 

ในขัน้ตอนการพจิารณาหาประชากรทีม่คี่าความเหมาะสมทีด่กีว่านัน้ ขัน้ตอนวธิไีดน้ า
ประชากรกบัประชากรทีด่ทีีสุ่ดมาค านวณค่าความเหมาะสมเพื่อน ามาเปรยีบเทยีบหาประชากรที่
มคี่าความเหมาะสมทีด่กีว่า หรอืผูช้นะ ซึง่ถ้าหากประชากรทีด่กีว่าเป็นผูช้นะ และ Control 
Parameter ยงัมคี่าไมถ่งึจ านวนรุ่นสงูสุดในการเป็นประชากรทีด่ทีีสุ่ดทีก่ าหนดไวแ้ลว้นัน้ ให ้
Control Parameter มคี่าเพิม่ขึน้ 1 แต่ถา้ประชากรทีด่ทีีสุ่ดอยูม่าจนครบ N รุน่แลว้ ขัน้ตอนวธิจีะ
ท าการสรา้งประชากรทีด่ทีีสุ่ดขึน้มาใหมโ่ดยสุ่มแต่ละบติในโครโมโซมดว้ยค่าความน่าจะเป็น 0.5 
และก าหนดค่า Control Parameter กลบัไปเป็น 0 

 
โดยขัน้ตอนการท างานของขัน้ตอนวธิมีดีงันี้ 

1. ก าหนดค่าความน่าจะเป็นเริม่ตน้ในแต่ละมติขิองเวกเตอรค์วามน่าจะเป็น 
(p) โดยที ่l คอืความยาวของโครโมโซม 
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fori:= 1 to l do  
p[i] := 0.5; 

2. สรา้งประชากร และประชากรทีด่ทีีสุ่ด พรอ้มทัง้ก าหนดค่าเริม่ตน้ของ 
Control Parameter 

if (Generation = 1) then 
Control Parameter := 0; 
elite := generate(p); 

individual := generate(p); 
 

3. พจิารณาหาประชากรทีม่คี่าความเหมาะสมทีด่กีว่าโดย N คอื จ านวนรุ่น
สงูสุดในการเป็นประชากรทีด่ทีีสุ่ด 

winner, loser := compete(elite, individual); 
if (Control Parameter <= N and winner = elite) then 

elite := winner; 
Control Parameter++; 

   else 
    elite = generate(with prob = 0.5); 
    Control Parameter := 0; 
 

4. ปรบัปรงุค่าความน่าจะเป็น โดยที ่ 1/psize คอืค่าทีใ่ชป้รบัค่าความน่าจะเป็น
ในแต่ละครัง้ ซึง่ค่า psize สามารถเทยีบเคยีงไดก้บัจ านวนประชากรใน
ขัน้ตอนวธิเีชงิพนัธุกรรมอย่างงา่ย (Simple GA) 

for i :=1 to l 
begin 

 if winner[i] ≠ loser[i] then 
  if winner[i] = 1 then 
   p[i] := p[i] + 1/psize; 
  else 
   p[i] := p[i] – 1/psize; 
end 
 

5. ท าซ ้าตามขัน้ตอนที ่ 2 ถงึ 4 จนกว่าค่าความน่าจะเป็นในแต่ละมติขิอง
เวกเตอรค์วามน่าจะเป็นจะเป็น 0.0 หรอื 1.0 ทุกมติิ 
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และในปี ค.ศ. 2006 Sunisa Rimcharoen และคณะ ไดน้ าเสนอขัน้ตอนวธิเีชงิพนัธุกรรม
แบบกระชบัดว้ยค่าเฉลีย่ (Moving Average Compact Genetic Algorithm: mcGA) ในการ
ปรบัปรงุขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั โดยใชค้่าเฉลีย่ของค่าความน่าจะเป็นในการสรา้ง
ประชากรรุ่นถดัไป ซึง่ค่าเฉลีย่น้ีไดม้าจากการน าค่าความน่าจะเป็นทีเ่กดิขึน้จากประชากรแต่ละ
รุน่มารวมกนัและค านวณเป็นค่าเฉลีย่ออกมา โดยขัน้ตอนวธิมีกีารก าหนดจ านวนรุน่ทีใ่ชใ้นการ
จดัเกบ็ค่าความน่าจะเป็นเอาไวเ้รยีกว่า Window Size ซึง่ขัน้ตอนวธิไีดท้ าการปรบัปรงุขัน้ตอน
การท างานของขัน้ตอนวธิเีชงิพนัธุกรรมในขัน้ตอนการปรบัปรงุค่าความน่าจะเป็น ซึง่แยกไดเ้ป็น
สองการท างาน ไดแ้ก่ ค านวณอตัราการปรบัปรงุค่าความน่าจะเป็น และค านวณอตัราการ
ปรบัปรงุค่าความน่าจะเป็นโดยเฉลีย่ โดยขัน้ตอนการท างานของขัน้ตอนวธิมีดีงันี้ 

1. ก าหนดค่าความน่าจะเป็นเริม่ตน้ในแต่ละมติขิองเวกเตอรค์วามน่าจะเป็น (p) โดยที ่l 
คอืความยาวของโครโมโซม 

for i := 1 to l do  
p[i] := 0.5; 
 

2. สรา้งประชากร 
individual1 := generate(p); 
individual2 := generate(p); 
 

3. ประเมนิค่าความเหมาะสม 
winner, loser := compete(individual1, individual2); 
 

4. ปรบัปรงุค่าความน่าจะเป็น 
4.1. ค านวนอตัราการปรบัปรงุค่าความน่าจะเป็นในแต่ละมติขิองเวกเตอรค์วาม

น่าจะเป็น (q) 
for i := 1 to l do 

 if winner[i] ≠ loser[i] then 
  if winner[i] = 1 then q[i] := q[i] + 1/n 
    else q[i] := q[i] – 1/n 
 

4.2. ค านวนอตัราการปรบัปรงุค่าความน่าจะเป็นโดยเฉลีย่ในแต่ละมติขิองเวกเตอร์
ความน่าจะเป็น (p) โดย movavg คอืค่าความน่าจะเป็นสะสม และ M คอืขนาด
ของ Window Size 
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for i := 1 to l do 
  for m := 1 to M do 
   movavg := movavg + q[i][m] 
  movavg := movavg / M; 

p[i] := movage; 
 

5. ท าซ ้าตามขัน้ตอนที ่2 ถงึ 4 จนกว่าค่าความน่าจะเป็นในแต่ละมติขิองเวกเตอรค์วาม
น่าจะเป็นจะเป็น 0.0 หรอื 1.0 ทุกมติ ิ

 
 



บทท่ี 3 

การศึกษาและทดลองขัน้ตอนวิธีการเรียนรู้เพ่ิมขึ้นแบบอาศยัประชากร 

 
การด าเนินงานเบือ้งตน้ ไดศ้กึษาและทดลองทดสอบขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้แบบ

อาศยัประชากรกบัปญัหาจ านวนบติหน่ึงมากสุด (ตวัแทนปญัหางา่ย) และปญัหากบัดกั (ตวัแทน
ปญัหายาก) เพื่อสงัเกตพฤตกิรรมในการคน้ค าตอบของขัน้ตอนวธิดีงักล่าว ในกรณทีีใ่ชว้ธิกีาร
ปรบัค่าความน่าจะเป็นโดยอาศยัค าตอบดสีุดเพยีงตวัเดยีว และการใชค้ าตอบทีแ่ย่ทีสุ่ดรว่มดว้ย 
ในการทดลอง ผูว้จิยัไดก้ าหนดจ านวนประชากรทีสุ่่มค าตอบขึน้มาในแต่ละรุน่ คอื 50, ก าหนด

อตัราการเรยีนรู ้(α) คอื 0.1 โดยในการทดลองไมไ่ดก้ าหนดใหม้กีารกลายพนัธุ ์ส่วนจ านวนรอบ
สงูสุดของการท างานก าหนดไวท้ี ่ 5000 รอบ (แต่จะหยดุก่อนถา้ค่าในเวกเตอรค์วามน่าจะเป็นมี
ค่าเป็น 1.0 หรอื 0.0 แลว้) ผลการทดลองแสดงดงัต่อไปนี้  

 
การทดลองกบัปัญหาจ านวนบิตหน่ึงมากสดุ (OneMax) 

 ในการทดลองไดก้ าหนดจ านวนบติไว ้คอื 100 บติ ผลการทดลองพบว่าทัง้การใชค้ าตอบ
ทีด่ทีีสุ่ดเพยีงอย่างเดยีวในการปรบัปรงุค่าเวกเตอรค์วามน่าจะเป็น และการใช่ค าตอบตวัทีแ่ย่
ทีสุ่ดรว่มดว้ยพบค าตอบทีด่ทีีสุ่ดทัง้คู่ แต่การใชค้ าตอบทีด่ทีีสุ่ดเพยีงอย่างเดยีวในการปรบัปรงุค่า
เวกเตอรค์วามน่าจะเป็นจะเจอค าตอบไดเ้รว็กว่า รปูที ่ 3.1 และ 3.2 แสดงพฤตกิรรมการลู่เขา้สู่
ค าตอบของทัง้สองวธิ ี โดยรปูที ่3.1 คอื รปูการลู่เขา้ของการใชค้ าตอบทีด่ทีีสุ่ดในการปรบัปรงุค่า
เวกเตอรค์วามน่าจะเป็น ส่วนรปูที ่3.2 คอื รปูการลู่เขา้เมือ่มกีารใชค้ าตอบแยสุ่ดรว่มดว้ย 

 

รปูที ่3.1 การลู่เขา้ของการใชค้ าตอบทีด่ทีีสุ่ดในการปรบัปรงุค่าเวกเตอรค์วามน่าจะเป็น 
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รปูที ่3.2 การลู่เขา้ของการใชค้ าตอบแยสุ่ดรว่มดว้ยในการปรบัปรงุค่าเวกเตอรค์วามน่าจะเป็น 

 

 เมือ่พจิารณาการเปลีย่นแปลงของค่าความน่าจะเป็นแต่ละต าแหน่งในเวกเตอรค์วาม
น่าจะเป็น จะพบว่าการใชค้ าตอบทีด่ทีีสุ่ดเพยีงอย่างเดยีวในการปรบัปรงุค่าเวกเตอรค์วามน่าจะ
เป็น จะท าใหเ้วกเตอรค์วามน่าจะเป็นลู่เขา้สู่ค่า 1.0 ค่อนขา้งเรว็ ในขณะทีถ่า้ใชค้ าตอบทีแ่ยสุ่ด
พจิารณารว่มดว้ย การเปลีย่นแปลงของค่าความน่าจะเป็นจะมกีารเพิม่ขึน้/ลดลงอยู่นานก่อนทีจ่ะ
ลู่เขา้สู่ค่า 1.0  รปูที ่3.3 และ 3.4 แสดงใหเ้หน็ถงึค่าการเปลีย่นแปลงของเวกเตอรค์วามน่าจะเป็น
ในแต่ละต าแหน่งเมือ่มกีารท างานผ่านไปในรุน่ต่างๆ สดี าแทนค่า 0.0 และสขีาวจะแทนค่า 1.0 
โดยเวกเตอรค์วามน่าจะเป็นของรุน่แรกจะอยูด่า้นล่างสุด ไล่ขึน้มาจนรุ่นสุดทา้ยอยู่บนสุด  โดยรปู
ที ่ 3.3 แสดงการเปลีย่นแปลงค่าเวกเตอรค์วามน่าจะเป็นของการใชค้ าตอบดสีุดในการปรบัค่า 
และรปูที ่3.4 เป็นการใชค้ าตอบแยสุ่ดรว่มดว้ย 

 

รปูที ่3.3 การเปลีย่นแปลงค่าเวกเตอรค์วามน่าจะเป็นของการใชค้ าตอบดสีุดในการปรบัค่า 
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รปูที ่3.4 การเปลีย่นแปลงค่าเวกเตอรค์วามน่าจะเป็นโดยใชค้ าตอบแยสุ่ดรว่มดว้ย 

 

การทดลองกบัปัญหากบัดกั (Trap) 

 ในการทดลอง ผูว้จิยัไดก้ าหนดจ านวนบติไว ้คอื 60 บติ (ปญัหากบัดกัขนาด 3 จ านวน
ทัง้สิน้ 20 ชุดต่อกนั) ผลการทดลองพบว่าการใชค้ าตอบทีด่ทีีสุ่ดเพยีงอยา่งเดยีวในการปรบัปรงุ
ค่าเวกเตอรค์วามน่าจะเป็นไมเ่จอค าตอบทีด่ทีีสุ่ด แต่วธิกีารทีใ่ชค้ าตอบตวัทีแ่ย่สุดรว่มดว้ย
สามารถพบค าตอบทีด่ทีีสุ่ด ดงัจะเหน็ไดจ้ากรปูที ่3.5  การลู่เขา้ของการใชค้ าตอบทีด่ทีีสุ่ดในการ
ปรบัปรงุค่าเวกเตอรค์วามน่าจะเป็น จะลู่เขา้เรว็กว่าแต่ในตอนทา้ยของการคน้หาค าตอบกไ็ด้
ค าตอบทีม่คี่าความเหมาะสมแยก่ว่า ส่วนรปูที ่ 3.6 เป็นผลลพัธจ์ากการใชค้ าตอบแยสุ่ดรว่มดว้ย 
แมว้่าจะใชเ้วลานานกว่า แต่ในทีสุ่ดก่อนทีเ่วกเตอรค์วามน่าจะเป็นจะลู่เขา้สู่ศูนยห์รอืหนึ่งทัง้หมด 
ขัน้ตอนวธิกีพ็บค าตอบทีม่คีุณภาพดกีว่า 
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รปูที ่3.5 การลู่เขา้จากการใชค้ าตอบทีด่ทีีสุ่ดในการปรบัค่า 

 

 

รปูที ่3.6 การลู่เขา้จากการใชค้ าตอบทีแ่ย่ทีสุ่ดรว่มดว้ยในการปรบัค่า 

 
 เมือ่พจิารณาค่าการเปลีย่นแปลงของค่าความน่าจะเป็นแต่ละต าแหน่งในเวกเตอรค์วาม
น่าจะเป็น จะพบว่าการใชค้ าตอบทีด่ทีีสุ่ดเพยีงอย่างเดยีวในการปรบัปรงุค่าเวกเตอรค์วามน่าจะ
เป็น จะท าใหเ้วกเตอรค์วามน่าจะเป็นลู่เขา้สู่ค่า 1.0 หรอื 0.0 ค่อนขา้งเรว็ ในขณะทีถ่า้ใชค้ าตอบ
ทีแ่ยสุ่ดพจิารณารว่มดว้ย การเปลีย่นแปลงของค่าความน่าจะเป็นจะมกีารเพิม่ขึน้/ลดลงอยูน่าน
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ก่อนทีจ่ะลู่เขา้ ซึง่น าไปสู่การคน้ค าตอบและเหน็ตวัอยา่งจ านวนมากขึน้ ท าใหพ้บค าตอบทีม่ ี
คุณภาพดกีว่าการใชค้ าตอบดสีุดเพยีงอยา่งเดยีวในการปรบัปรงุทศิทางการคน้ค าตอบ  รปูที ่3.7 
และ 3.8 แสดงใหเ้หน็ถงึค่าการเปลีย่นแปลงของเวกเตอรค์วามน่าจะเป็น เมือ่มกีารท างานผ่านไป
ในรุน่ต่าง ๆ (หนึ่งแถวคอื 1 รุน่) สดี าแทนค่า 0.0 และสขีาวจะแทนค่า 1.0 โดยเวกเตอรค์วาม
น่าจะเป็นของรุ่นแรกจะอยูด่า้นล่างสุด ไล่ขึน้มาจนรุ่นสุดทา้ยอยูบ่นสุด  รปูที ่ 3.7 เป็นการ
เปลีย่นแปลงค่าเวกเตอรค์วามน่าจะเป็นของการใชค้ าตอบดสีุดในการปรบัค่า และรปูที ่ 3.8 เป็น
การใชค้ าตอบแยสุ่ดรว่มดว้ย จากรปูจะเหน็ไดว้่าแทบทีเ่ป็นสดี า คอื กลุ่มบติทีเ่ป็น 000 (ถูก
หลอก) รปูที ่3.7 ทีเ่ป็นการใชค้ าตอบดสีุดในการปรบัทศิทางในการคน้หา จะถูกหลอกไดง้า่ยกว่า 
ดงัจะเหน็จากรปูไดว้่ามจี านวนกลุ่มบติทีต่ดิกบัดกัถงึ 9 ชุด ในขณะทีร่ปูที ่ 3.8 ทีเ่ป็นการใช้
ค าตอบแยสุ่ดรว่มดว้ย พบค าตอบทีด่ทีีสุ่ด (ไมต่ดิกบัดกัเลย) 

 

 

 
รปูที ่3.7 การเปลีย่นแปลงค่าเวกเตอรค์วามน่าจะเป็นของการใชค้ าตอบดสีุดในการปรบัค่า 
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รปูที ่3.8 การเปลีย่นแปลงค่าเวกเตอรค์วามน่าจะเป็นเมื่อใชค้ าตอบแยสุ่ดรว่มดว้ยในการปรบัค่า 

 

 เมือ่ท าการวเิคราะหป์ระชากรทีถู่กสุ่มสรา้งขึน้มาในแต่ละรุน่ จะเหน็ว่าการปรบัค่า
เวกเตอรค์วามน่าจะเป็นโดยใชค้ าตอบดสีุดเพยีงอย่างเดยีว ท าใหค้่าความน่าจะเป็นในแต่ละ
ต าแหน่งลู่เขา้ตามค าตอบดสีุด (ซึง่อาจถูกหลอก) ท าใหป้ระชากรรุ่นหลงั ๆ หลงทางและมุง่ไปสู่
กบัดกั ในขณะทีป่ระชากรทีถู่กสุ่มจากการปรบัค่าเวกเตอรค์วามน่าจะเป็นโดยใชค้ าตอบแยสุ่ด
รว่มดว้ย มกีารปรบัค่าความน่าจะเป็นขึน้/ลง ซึง่แมอ้าจจะใชเ้วลานานกว่าจะลู่เขา้สู่ค าตอบ แต่ท า
ใหม้โีอกาสทีจ่ะเหน็ค าตอบอื่นทีด่กีว่า และท าใหก้ระบวนการคน้หาค าตอบไมต่ดิกบัดกั ดงัจะเหน็
ไดจ้ากรปูที ่ 3.9 และ 3.10 ทีแ่สดงประชากรแต่ละตวัทีถู่กสุ่มสรา้งขึน้ (แต่ละแถวในรปูแทน
ประชากรแต่ละตวั) โดยต าแหน่งทีเ่ป็นสดี าคอืบติทีเ่ป็น 0 และสขีาวคอืบติทีเ่ป็น 1 
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รปูที ่3.9 การเปลีย่นแปลงของประชากรทีสุ่่มสรา้งขึน้เมื่อปรบัค่าเวกเตอรค์วามน่าจะเป็นโดยการ
ใชค้ าตอบดสีุดเพยีงอย่างเดยีวในปญัหา TRAP 3 x 20 
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รปูที ่ 3.10 การเปลีย่นแปลงของประชากรทีสุ่่มสรา้งขึน้เมือ่ปรบัค่าเวกเตอรค์วามน่าจะเป็นโดย
การใชค้ าตอบดสีุดรว่มกบัค าตอบแยสุ่ดในปญัหา TRAP 3 x 20 
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 จากผลการทดลองขา้งตน้แสดงใหเ้หน็ว่า เมือ่ขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้แบบอาศยั
ประชากรใชค้วามรูจ้ากค าตอบทีม่คี่าความเหมาะสมต ่ารว่มดว้ยจะท าใหส้ามารถพบค าตอบของ
ปญัหายากได ้ (ถงึแมจ้ะใชเ้วลามากกว่า) ในขณะทีถ่้าใชค้วามรูจ้ากค าตอบทีม่คี่าความเหมาะสม
สงูเพยีงอยา่งเดยีวจะไมพ่บค าตอบทีด่ทีีสุ่ด 

 ผูว้จิยัไดท้ดลองหาค่าความแตกต่างในแงม่ลูค่าของขอ้มลูที่ใชใ้นการตดัสนิใจ ของการใช้
ขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้แบบอาศยัประชากรทีม่กีารใชค้วามรูจ้ากตวัอยา่งค าตอบทีม่คี่า
ความเหมาะสมสงูเพยีงอย่างเดยีว เทยีบกบัวธิกีารทีม่กีารใชค้วามรูจ้ากตวัอยา่งค าตอบทีม่คี่า
ความเหมาะสมต ่ารว่มดว้ย  โดยมลูค่าของขอ้มลูค านวณจากการน าค่าทีไ่ดจ้ากการตดัสนิใจทีด่ี
ทีสุ่ด (ในทีน้ี่คอืการตดัสนิใจโดยทีส่มมตุวิ่ารูค้ าตอบของปญัหาอยูแ่ลว้) ลบดว้ย ค่าทีไ่ดจ้ากการ
ตดัสนิใจของขัน้ตอนวธิทีีใ่ชค้วามรูจ้ากค าตอบด ี ๆ เพยีงอยา่งเดยีว และการใชค้ าตอบทีม่คี่า
ความเหมาะสมต ่ารว่มดว้ย  

 มลูค่าของขอ้มลูในทีน่ี้เป็นมลูค่าของความแตกต่างของค่าคาดหวงั (Expected Value) 
จากการตดัสนิใจทีด่ทีีสุ่ดเทยีบกบัค่าคาดหวงัจากการตดัสนิใจของขัน้ตอนวธิ ี รปูที ่ 3.11 และ 
3.12 แสดงมลูค่าของขอ้มลูส าหรบัปญัหา OneMax และ ปญัหา Trap ตามล าดบั แกนนอนของ
กราฟคอื generation ส่วนแกนตัง้คอืค่าคาดหวงัของค่าความเหมาะสม  เสน้กราฟสนี ้าเงนิ (เสน้ที่
อยูด่า้นล่าง) คอืมลูค่าขอ้มลูเมือ่เทยีบกบัการตดัสนิใจทีด่ทีีสุ่ดของการใชข้ ัน้ตอนวธิกีารเรยีนรู้
เพิม่ขึน้แบบอาศยัประชากรโดยใชค้ าตอบทีม่คี่าความเหมาะสมสงูเพยีงอยา่งเดยีว  ส่วนเสน้สสีม้ 
(เสน้กราฟดา้นบน) เป็นกรณทีีใ่ชค้วามรูจ้ากประชากรทีม่คี่าความเหมาะสมต ่ารว่มดว้ย  
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รปูที ่3.11 มลูค่าของขอ้มลูในการทดลองกบัปญัหา OneMax 

 

 

  
รปูที ่3.12 มลูค่าของขอ้มลูในการทดลองกบัปญัหา Trap 
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 จากกราฟในรปูที ่ 3.11 และ 3.12 ขา้งตน้ จะเหน็ไดว้่า ถา้เรามคีวามรูว้่าค าตอบหรอื
วธิกีารตดัสนิใจทีด่ทีีสุ่ดในแต่ละ generation เป็นอยา่งไร มลูค่าขอ้มลูทีไ่ดจ้ากขัน้ตอนวธิทีีใ่ช้
ค าตอบด ี ๆ เพยีงอยา่งเดยีว ขอ้มลูความรูน้ี้จะมคี่าน้อยกว่า เมือ่เทยีบกบัขัน้ตอนวธิทีีม่กีารใช้
ความรูจ้ากประชากรทีม่คี่าความเหมาะสมต ่า 

 เมือ่พจิารณาถงึความแตกต่างของมลูค่าขอ้มลู ท าใหเ้หน็ความแตกต่างระหว่างการใช้
ขัน้ตอนวธิทีีใ่ชค้ าตอบด ี ๆ เพยีงอยา่งเดยีวกบัการใชป้ระชากรทีม่คี่าความเหมาะสมต ่ารว่มดว้ย 
กล่าวคอื ส าหรบัปญัหางา่ย (ปญัหา OneMax) มลูค่าขอ้มลูจากการใชป้ระชากรทีม่คี่าความ
เหมาะสมต ่า มคี่าตดิลบตลอดการคน้หาค าตอบ (ทุก generation) ดงัจะเหน็ไดจ้ากเสน้กราฟสนี ้า
เงนิในรปูที ่3.13  ส่วนมลูค่าขอ้มลูในกรณีทีเ่ป็นปญัหายาก (ปญัหา Trap) ซึง่แสดงดว้ยเสน้กราฟ
สสีม้ ถงึแมว้่าในช่วงตน้ของกระบวนการววิฒันาการ ใน generation แรก ๆ มลูค่าขอ้มลูจะตดิลบ 
แต่เมือ่ผ่านกระบวนการววิฒันาการไประยะหน่ึง มลูค่าความรูส้ าหรบัปญัหายากน้ีจะเป็นค่าบวก 
นัน่หมายถงึว่าการใชค้วามรูจ้ากประชากรทีม่คี่าความเหมาะสมต ่ารว่มดว้ย จะช่วยใหค้วามรูก้บั
กระบวนการคน้หา โดยเฉพาะอย่างยิง่ ในช่วงปลายของการคน้หาซึง่โดยส่วนมากแลว้ประชากร
จะมคีวามหลากหลายน้อยลง การทีข่ ัน้ตอนวธิเีชื่อความรูจ้ากค าตอบด ีๆ  เพยีงอย่างเดยีว อาจพา
ใหอ้ลักอรทิมึหลงทาง หรอืตดิกบัดกัได ้  ในขณะทีค่วามรูจ้ากค าตอบทีม่คี่าความเหมาะสมต ่าจะ
เขา้มามบีทบาทในการเพิม่ความหลากหลาย และพาไปสู่การคน้หาค าตอบในเสน้ทางอื่นทีอ่าจ
น าไปสู่ค าตอบทีด่กีว่า  ดงันัน้ความรูจ้ากค าตอบทีม่คี่าความเหมาะสมต ่านี้จงึมมีลูค่ามากกว่า
ค าตอบด ีๆ ในช่วงทา้ยของการคน้หาค าตอบ 

 

 

 
รปูที ่3.13 มลูค่าของขอ้มลู จากการทดลองกบัปญัหา OneMax และ ปญัหา Trap 
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 การทดลองนี้แสดงใหเ้หน็ว่า การใชค้วามรูจ้ากตวัอย่างค าตอบทีม่คี่าความเหมาะสมต ่า
จะมมีลูค่ามากกว่าความรูจ้ากตวัอยา่งด ี ๆ ในช่วงปลายของการคน้หาค าตอบส าหรบัปญัหายาก 
ซึง่ผลการทดลองดงักล่าวนี้อาจจะเป็นจดุเริม่ต้นของการวเิคราะหว์่าท าไมค าตอบทีด่เูหมอืนว่าจะ
ไมด่ใีนช่วงแรกๆ (และขัน้ตอนวธิสี่วนใหญ่เลอืกทีจ่ะคดัค าตอบเหล่านี้ทิง้) กลบัใหม้ลูค่าความรูท้ี่
สงูกว่าเมือ่ท างานไปสกัระยะหน่ึง และถ้าเราสามารถคน้พบวธิกีารทีจ่ะน าความรูจ้ากค าตอบทีดู่
เหมอืนแยเ่หล่านี้ออกมาใชไ้ดต้ัง้แต่ช่วงตน้ของกระบวนการววิฒันาการ เราจะไดค้วามรูใ้หมแ่ละ
ขัน้ตอนวธิใีหมใ่นการคน้ค าตอบทีเ่จอค าตอบเรว็กว่าเดมิ และมโีอกาสพบค าตอบทีด่ทีีสุ่ดดว้ย 



บทท่ี 4 

การศึกษาและทดลองขัน้ตอนวิธีเชิงพนัธกุรรมแบบกระชบั 

 
งานวจิยันี้น าเสนอ ขัน้ตอนวธิกีารปรบัปรงุเวกเตอรค์วามน่าจะเป็นของขัน้ตอนวธิเีชงิ

พนัธุกรรมแบบกระชบัดว้ยค่าความถี ่(fb-cGA) โดยในการปรบัปรงุค่าความน่าจะเป็นในแต่ละมติิ
ของเวกเตอรค์วามน่าจะเป็นนัน้มคีวามไมแ่น่นอนเกดิขึน้แตกต่างกนัไป บางมติวิิง่เขา้หา 1.0 
อยา่งต่อเนื่อง บางมติวิิง่เขา้หา 0.0 อยา่งต่อเนื่อง แต่บางมติทิีย่งัมคีวามไมแ่น่นอนอยูม่ากนัน้ไม่
สามารถทีจ่ะตดัสนิใจไดว้่ามทีศิทางไปทางใด  ในระหว่างการท างานของขัน้ตอนวธิ ี จะมกีาร
จดัเกบ็ขอ้มลูค่าความถี่ ในการปรบัปรงุค่าความน่าจะเป็นของแต่ละมติใินเวกเตอรค์วามน่าเป็น 
เพื่อน ามาใชเ้ป็นขอ้มลูประกอบการตดัสนิใจในการปรบัปรงุค่าความน่าจะเป็นในแต่ละมติ ิ โดย
ค่าความถีใ่นการปรบัปรุงค่าความน่าจะเป็นน้ี สามารถทีจ่ะบอกไดถ้งึทศิทางของการปรบัปรงุค่า
ความน่าจะเป็นในมตินิัน้ ๆ ว่ามทีศิทางไปในทางใดมากกว่ากนั ระหว่างการปรบัค่าความน่าจะ
เป็นเขา้หา 1.0 และ 0.0 ถา้หากในการปรบัปรงุค่าความน่าจะเป็นในครัง้นัน้มทีศิทางทีต่รงกนักบั
ค่าความถีข่องการปรบัปรุงค่าความน่าจะเป็นแลว้ กม็คีวามเป็นไปไดว้่าในการปรบัปรงุค่าความ
น่าจะเป็นครัง้นี้เป็นไปในทศิทางของตวัอยา่งค าตอบด ีๆ ส่วนใหญ่ 

นอกจากนี้  ยงัเสนอวธิกีารใชก้ารจดัเกบ็ขอ้มลูค่าความต่อเนื่องในการปรบัปรงุค่าความ
น่าจะเป็นของแต่ละมติใินเวกเตอรค์วามน่าจะเป็น เพื่อน ามาใชใ้นการปรบัปรงุค่าความน่าจะเป็น
ในแต่ละมติขิองเวกเตอรค์วามน่าจะเป็น โดยค่าความต่อเนื่องในการปรบัปรงุค่าความน่าจะเป็นนี้
สามารถทีจ่ะบอกไดถ้งึความขดัแยง้ทีเ่กดิขึน้ในการปรบัปรงุค่าความน่าจะเป็นในแต่ละมติ ิ ซึง่ถา้
หากในมติใิดมคี่าความต่อเนื่องในการปรบัปรงุค่าความน่าจะเป็นน้อย แสดงว่าในมตินิัน้กม็คีวาม
ขดัแยง้ในการปรบัปรุงค่าความน่าจะเป็นมาก และจะท าการปรบัค่าความต่อเนื่องใหเ้ป็นศูนย ์
(Reset) เมือ่มกีารปรบัปรุงไปในทศิทางตรงกนัขา้ม แต่ถา้หากในมติใิดมคี่าความต่อเนื่องในการ
ปรบัปรงุค่าความน่าจะเป็นมาก แสดงว่าในมตินิัน้กม็คีวามขดัแยง้ในการปรบัปรงุค่าความน่าจะ
เป็นน้อย นัน่หมายความว่าเราสามารถทีจ่ะเชื่อไดว้่าการปรบัปรงุค่าความน่าจะเป็นในมตินิัน้มี
การปรบัปรงุไปในทศิทางทีถู่กต้อง 
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4.1 การปรบัปรงุวิธีปรบัค่าในเวกเตอรค์วามน่าจะเป็น 

 งานวจิยัน้ีน าเสนอวธิกีารปรบัปรงุค่าของเวกเตอรค์วามน่าจะเป็น โดยนบัค่าความถีแ่ละ
ความต่อเนื่องในการปรบัค่าความน่าจะเป็น ทัง้จ านวนครัง้ในการปรบัค่าความน่าจะเป็นขึน้ไปใน
ทศิทางทีเ่ขา้ใกล ้1 และในทศิทางทีป่รบัใหค้่าความน่าจะเป็นเขา้ใกล ้0  ซึง่จากขอ้สงัเกตในการ
นบัจ านวนครัง้ในการปรบัค่าความน่าจะเป็นในแต่ละมติ ิท าใหส้ามารถออกแบบขัน้ตอนวธิใีนการ
ปรบัค่าของเวกเตอรค์วามน่าจะเป็นไดด้งัรปูที ่4.1 

 
   

  Updating strategy of fb-cGA 

 

  1:    for i := 1 to l 

  2:    begin 

  3:         if winner[i] ≠ loser[i] then 

  4:             if winner[i] = 1 then 

  5:               Ufreq[i] := Ufreq[i] + 1; 

  6:              Ucon[i] := Ucon[i] + 1; 

  7:             Dcon [i] := 0; 

  8:                   if (Ufreq[i] > Dfreq[i] AND Gen > (psize/3)) then 

  9:                         p[i] := p[i] + ((1/psize)+(p[i] * (Ucon[i]/100)); 

 10:             else 

 11:                   p[i] := p[i] + (1/ psize); 

 12:             else 

 13:             Dfreq[i] := Dfreq[i] + 1; 

 14:             Dcon [i] := Dcon [i] + 1; 

 15:             Ucon[i] := 0; 

 16:             if (Dfreq[i] > Ufreq[i] AND Gen > (psize/3)) then 

 17:                   p[i] := p[i] - ((1/psize) + (p[i]*(Dcon [i] / 100)); 

 18:             else 

 19:                   p[i] := p[i] - (1/psize); 

 20:    endfor 

 

 

Parameters:   

       Ufreq   :   number of stepping-up updates  

       Dfreq   :   number of stepping-down updates  

       Ucon    :   number of consecutive stepping-up updates  

       Dcon    :   number of consecutive stepping-down updates  

       Gen      :   generation number  

 

รปูที ่4.1  Pseudo-code ของขัน้ตอนวธิ ีfb-cGA 
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กรณีท่ีบิตของผูช้นะมีค่าเป็น 1 

 ในกรณทีีผู่ช้นะมคี่าเป็น 1 ถา้หากค่าความถีใ่นการปรบัปรงุค่าความน่าจะเป็นในทศิทาง
เขา้ใกล ้ 1 มากกว่าค่าความถีใ่นการปรบัปรงุค่าความน่าจะเป็นในทศิทางเขา้ใกล ้ 0 และจ านวน
การววิฒันาการมากกว่าหนึ่งในสามของขนาดประชากรแลว้ หมายความว่าการปรบัปรงุค่าความ
น่าจะเป็นในมตินิี้มคีวามน่าเชื่อถอืทีท่ าใหเ้ชื่อถอืไดว้่าเป็นไปในทศิทางทีถู่กตอ้ง และเมือ่จ านวน
การววิฒันาการผ่านไปมากกว่าหนึ่งในสามของขนาดประชากรแลว้ ขัน้ตอนวธินีี้จะท าการ
ปรบัปรงุค่าความน่าจะเป็นดว้ยค่าความต่อเนื่องในการปรบัปรงุค่าของมตินิี้ แต่ถา้หากค่าความถี่
ในการปรบัปรุงค่าความน่าจะเป็นขึน้น้อยกว่าค่าความถีใ่นการปรบัปรงุค่าความน่าจะเป็นลง และ
จ านวนของการววิฒันาการน้อยกว่าหนึ่งในสามของขนาดประชากร ขัน้ตอนวธินีี้จะท าการ
ปรบัปรงุค่าความน่าจะเป็นดว้ยอตัราการปรบัปรงุปกติ 

 
กรณีท่ีบิตของผูช้นะมีค่าเป็น 0 

 ในกรณทีีผู่ช้นะมคี่าเป็น 0 ถา้หากค่าความถีใ่นการปรบัปรงุค่าความน่าจะเป็นในทศิ
ทางเขา้ใกล ้ 0 มากกว่าค่าความถีใ่นการปรบัปรงุค่าความน่าจะเป็นในทศิทางเขา้ใกล ้ 1 และ
จ านวนการววิฒันาการมากกว่าหนึ่งในสามของขนาดประชากรแลว้ หมายความว่าการปรบัปรงุ
ค่าความน่าจะเป็นในมตินิี้มคีวามน่าเชื่อถอืทีท่ าใหเ้ชื่อถอืไดว้่าเป็นไปในทศิทางทีถู่กตอ้ง และ
เมือ่จ านวนการววิฒันาการผ่านไปมากกว่าหนึ่งในสามของขนาดประชากรแลว้ ขัน้ตอนวธินีี้จะท า
การปรบัปรงุค่าความน่าจะเป็นดว้ยค่าความต่อเนื่องในการปรบัปรงุค่าของมตินิี้ แต่ถา้หาก
ค่าความถีใ่นการปรบัปรุงค่าความน่าจะเป็นลงน้อยกว่าค่าความถีใ่นการปรบัปรงุค่าความน่าจะ
เป็นขึน้ และจ านวนของการววิฒันาการน้อยกว่าหนึ่งในสามของขนาดประชากร ขัน้ตอนวธินีี้จะ
ท าการปรบัปรงุค่าความน่าจะเป็นดว้ยอตัราการปรบัปรงุปกติ 

 

4.2 การศึกษาพารามิเตอร ์

 จากรปูที ่4.1 จะเหน็ไดว้่า ขัน้ตอนวธิใีนบรรทดัที ่8 และ 16 จะมคี่าพารามเิตอร ์psize/3 
ถูกก าหนดอยู ่ ในการนี้ ผูว้จิยัจงึท าการศกึษาว่าค่าพารามเิตอรน์ี้ควรจะก าหนดเป็นเท่าไรถงึจะ
เหมาะสม การทดลองนี้จงึทดสอบดว้ยค่าต่าง ๆ กล่าวคอื psize/2, psize/3, psize/4 และ psize/5 
โดยทดสอบกบัปญัหาทดสอบทัง้ 4 ปญัหาทีไ่ดก้ล่าวรายละเอยีดไวใ้นบทที ่2 ผลการทดลองแสดง
ดงัตารางที ่4.1 
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ตารางที ่4.1  ค่า Efficiency ratio จากการทดลองปรบัค่าพารามเิตอรร์ปูแบบต่าง ๆ 

Problem 
Efficiency ratio 

Average 
One-Max Random Max Royal Road Trap 

T
o

u
rn

a
m

en
t 

S
iz

e 
2

 psize/2 56.63 32.51 4.97 0.37 23.62 

psize/3 53.14 32.23 5.65 0.42 22.86 

psize/4 56.79 33.68 5.35 0.50 24.08 

psize/5 54.48 34.00 5.35 0.52 23.59 

T
o

u
rn

a
m

en
t 

S
iz

e 
4

 psize/2 69.08 41.56 10.03 0.80 30.37 

psize/3 78.88 41.61 10.53 0.95 32.99 

psize/4 89.20 44.76 9.87 0.95 36.20 

psize/5 80.36 49.07 9.65 1.03 35.03 

T
o

u
rn

a
m

en
t 

S
iz

e 
8

 psize/2 86.95 42.38 17.51 0.69 36.89 

psize/3 83.52 40.06 14.47 0.91 34.74 

psize/4 87.17 47.69 16.01 1.06 37.99 

psize/5 91.19 47.28 14.03 1.15 38.42 

  

 ขอ้มลูตวัเลขทีป่รากฏอยูใ่นตารางที ่ 4.1 คอื ค่า Efficiency Ratio ซึง่ผูว้จิยัไดใ้ชเ้ป็นตวั
วดัประสทิธภิาพเพื่อเปรยีบเทยีบผลลพัธท์ีไ่ดจ้ากขัน้ตอนวธิ ี เมือ่ก าหนดพารามเิตอรเ์ป็นค่า
ต่างๆ โดยค่า Efficiency Ratio นี้ค านวณตามสมการที ่4.1 

 
    Efficiency Ratio = (solution quality / number of evaluations) × 1000       (4.1)  

 
 จากผลการทดลองในตารางที ่ 4.1 จะเหน็ไดว้่าส าหรบัปญัหาง่ายอยา่งเช่นปญัหา 
OneMax และ ปญัหา RandomMax ค่า Efficiency Ratio จะค่อนขา้งดเีมือ่ก าหนด psize/4 และ 
psize/5  แต่ในปญัหาทีย่ากขึน้มา เช่น ปญัหารอยลัโรด การก าหนดค่า psize/2 และ psize/3 ให้
ค่า Efficiency Ratio ทีด่กีว่า แต่ถา้พจิารณาในกรณเีฉลีย่ จะเหน็ไดว้่าค่า psize/4 ใหผ้ลลพัธท์ีด่ ี
ทีสุ่ดจากการทดลองนี้ 
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 ค าถามหนึ่งทีเ่กดิขึน้ในระหว่างการศกึษาวจิยักค็อื ค่า psize/n มคีวามส าคญัอยา่งไร 
และส่งผลต่อการท างานของขัน้ตอนวธิทีีน่ าเสนออยา่งไรบา้ง  ผูว้จิยัขออธบิายความส าคญัของ
พารามเิตอรต์วันี้โดยแสดงกราฟการเปลีย่นแปลงของค่าความเหมาะสมในระหว่างทีข่ ัน้ตอนวธิี
ท างานดว้ยการก าหนดค่าพารามเิตอรท์ีต่่างกนั ดงัรปูที ่4.2    

 

  

(a) psize/2 (b) psize/3 

  

(c) psize/4 (d) psize/5 

 
รปูที ่4.2  กราฟการลู่เขา้เมื่อก าหนดพารามเิตอรต่์าง ๆ 

  

 จากรปูที ่4.2 ใหส้งัเกตทีต่ าแหน่งเสน้ประ ณ ต าแหน่งนัน้ คอื ต าแหน่งเริม่ตน้ทีข่ ัน้ตอน
วธิจีะท าการตดัสนิใจใชก้ารปรบัปรงุค่าความน่าจะเป็นในเวกเตอรค์วามน่าจะเป็นตามทีน่ าเสนอ 
ซึง่ค่าก าหนดค่า n ไวน้้อย การเริม่ต้นตดัสนิใจกจ็ะชา้ (แต่กม็ขีอ้ดใีนแงท่ีข่ ัน้ตอนวธิจีะเหน็
ตวัอยา่งจ านวนมาก ซึง่อาจน าไปสู่การตดัสนิใจทีด่ขี ึน้) แต่ถา้ก าหนดค่า n มาก การตดัสนิใจกจ็ะ
เกดิใน Generation แรก ๆ ของการหาค าตอบ ซึง่มขีอ้ดใีนแงข่องการประหยดัจ านวนครัง้ในการ
ประเมนิค่าความเหมาะสม แต่กอ็าจน าไปสู่การตดัสนิใจทีผ่ดิพลาด เนื่องจากอาจจะตดัสนิใจเรว็
เกนิไปและยงัเหน็ตวัอยา่งค าตอบไมม่ากนกั  
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4.3 การเปรียบเทียบประสิทธิภาพ 

 ส าหรบัการทดลองเพื่อวดัประสทิธภิาพการคน้ค าตอบ ของขัน้ตอนวธิเีชงิพนัธุกรรมแบบ
กระชบัดว้ยค่าความถี่เทยีบกบัวธิกีารปรบัปรงุขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบัจากงานวจิยั
ก่อนหน้า โดยไดท้ าการทลองกบัปญัหา OneMax, RandomMax, Royal Road และปญัหา Trap 
และวดัผลลพัธใ์นแงข่องคุณภาพค าตอบ (ความถูกตอ้งของผลลพัธ)์ กบัในแงข่องตน้ทุนการ
ค านวณทีเ่สยีไป (นบัจากจ านวนครัง้ในการประเมนิค่าความเหมาะสม) ซึง่ผลการทดลองมดีงันี้ 

 
4.3.1 การทดลองกบัปัญหา OneMax 

 ในการทดลองนี้ ก าหนดความยาวของโครโมโซม คอื 100 บติ และไดท้ดลองปรบัเปลีย่น
ค่าจ านวนประชากรทีข่นาดต่าง ๆ ผลการทดลองแสดงดงัรปูที ่4.3  

 จากรปูที ่ 4.3 จะเหน็ไดว้่าขัน้ตอนวธิเีกอืบทุกวธิสีามารถคน้หาค าตอบทีด่ทีีสุ่ดพบ 
ยกเวน้ขัน้ตอนวธิ ีpe-cGA กบั ne-cGA ทีไ่มไ่ดค้ าตอบทีด่ทีีสุ่ด  แต่ถา้สงัเกตในแงข่องจ านวนครัง้
ในการประเมนิค่าความเหมาะสม จะพบว่าสองวธินีี้ใชจ้ านวนครัง้ในการประเมนิค่าความ
เหมาะสมน้อยทีสุ่ด  ในขณะทีข่ ัน้ตอนวธิทีีน่ าเสนอ คอื fb-cGA ใชจ้ านวนครัง้ในการประเมนิค่า
ความเหมาะสมอยูก่ลาง ๆ แต่เมือ่ค านึงถงึว่าขัน้ตอนวธินีี้สามารถคน้พบค าตอบทีด่ทีีสุ่ดไดก้็
น่าจะเป็นทางเลอืกทีด่ ี 

 

  

                   (ก) solution quality (ข) the number of function evaluations 
 

รปูที ่4.3 ผลการทดลองส าหรบัปญัหา OneMax 
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4.3.2 การทดลองกบัปัญหา RandomMax 

 ในการทดลองน้ี ไดก้ าหนดความยาวของโครโมโซม คอื 100 บติ เช่นเดยีวกบัปญัหา 
OneMax ขา้งตน้ ผลการทดลองในรปูที ่ 4.4 แสดงผลลพัธใ์นแงคุ่ณภาพค าตอบทีไ่ด ้ เทยีบกบั
จ านวนครัง้ในการประเมนิค่าความเหมาะสม 

 จะเหน็ไดว้่า ส าหรบัปญัหาน้ี ขัน้ตอนวธิทีีน่ าเสนอมกีารใชจ้ านวนครัง้ในการประเมนิค่า
ความเหมาะสมมากขึน้เมือ่เทยีบกบัปญัหา OneMax  

 

  

                   (ก) solution quality (ข) the number of function evaluations 
 

รปูที ่4.4 ผลการทดลองส าหรบัปญัหา RandomMax 

 

4.3.3 การทดลองกบัปัญหา Royal Road 

 ในการทดลองน้ี ไดท้ดสอบขัน้ตอนวธิต่ีาง ๆ กบัปญัหารอยลัโรดขนาด 64 บติ โดยท า
การปรบัค่าจ านวนประชากรดว้ยค่าต่าง ๆ พรอ้มกบัก าหนด tournament size ขนาด 2, 4 และ 8 
ตามล าดบั ผลการทดลองแสดงในรปูที ่4.5 

 จากรปูที ่ 4.5 จะเหน็ไดว้่า ขัน้ตอนวธิ ี fb-cGA ทีน่ าเสนอ ใหค้่าความถูกตอ้งอยูใ่น
ระดบักลาง แต่เมือ่พจิารณากราฟทางขวา จะพบว่า fb-cGA ใชจ้ านวนครัง้ในการประเมนิค่า
ความเหมาะสมน้อยกว่าหลาย ๆ ขัน้ตอนวธิ ี 
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(a) solution quality (tournament size 2) (b) the number of function evaluations (tournament size 2) 

  

(c) solution quality (tournament size 4) (d) the number of function evaluations (tournament size 4) 

  

(e) solution quality (tournament size 8) (f) the number of function evaluations (tournament size 8) 

 

รปูที ่4.5 ผลการทดลองส าหรบัปญัหา Royal Road 
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4.3.4 การทดลองกบัปัญหา Trap 

 ในการทดลองน้ี ไดท้ดสอบขัน้ตอนวธิต่ีาง ๆ กบัปญัหา Trap ขนาด 3 x 10 (กบัดกัขนาด 
3 บติ น ามาต่อกนั 10 ชุด)  ท าการปรบัเปลีย่นค่าจ านวนประชากรขนาด 8, 500, 1000, 1500, 
2000  และ 3000 ตามล าดบั รวมทัง้ท าการเปลีย่นค่า tournament size ขนาด 2, 4 และ 8 เพื่อ
ศกึษาผลลพัธท์ีไ่ดเ้มือ่มกีารปรบัพารามเิตอร ์ผลการทดลองแสดงดงัรปูที ่4.6 

 จากรปูที ่ 4.6 กราฟทางดา้นซา้ย เป็นคุณภาพค าตอบทีไ่ดจ้ากขัน้ตอนวธิต่ีาง ๆ โดย
น าเสนอเป็นจ านวน Building Block ทีถู่กตอ้ง นัน่กค็อื นบัจ านวนกลุ่มบติทีต่รงกบัค าตอบที่
ตอ้งการ (ในทีน่ี้คอืแต่ละกลุ่มจะตอ้งเป็น 111) จากภาพรวมของกราฟ จะเหน็ไดว้่า ขัน้ตอน fb-
cGA ทีน่ าเสนอไดผ้ลลพัธค์ุณภาพค าตอบค่อนขา้งด ีโดยเฉพาะเมือ่พจิารณาเทยีบกบัตน้ทุนการ
ค านวณทีใ่ชไ้ป (กราฟทางขวา) ขัน้ตอนวธิทีีน่ าเสนอนี้ ใชจ้ านวนครัง้ในการประเมนิค่าความ
เหมาะสมน้อยทีสุ่ด เมือ่เปรยีบเทยีบกบัขัน้ตอนวธิอีื่น 

 ตวัอยา่งเช่น เมือ่ก าหนด tournament size เท่ากบั 2 รปูกราฟดา้นบนสุด ขัน้ตอนวธิทีี่
น าเสนอใหผ้ลลพัธด์กีว่าขัน้ตอนวธิเีชงิพนัธุกรรมอยา่งง่าย (sGA) และดกีว่าขัน้ตอนวธิเีชงิ
พนัธุกรรมแบบกระชบั (cGA) อยา่งเหน็ไดช้ดั  และทีส่ าคญักค็อื fb-cGA ยงัใชจ้ านวนครัง้ในการ
ค านวณค่าความเหมาะสมน้อยกว่าหลายเท่า ในทีน่ี้ fb-cGA ใหค้ าตอบดกีว่า sGA และใชจ้ านวน
ครัง้ในการประเมนิค่าความเหมาะสมน้อยกว่าประมาณ 14 เท่า  ส่วนในกรณีทีเ่ทยีบกบัขัน้ตอน
วธิเีชงิพนัธุกรรมแบบกระชบั fb-cGA ใหค้ าตอบดกีว่าอยา่งชดัเจน และจ านวนครัง้ทีใ่ชใ้นการ
ประเมนิค่าความเหมาะสม ยงัใชจ้ านวนครัง้น้อยกว่า cGA ถงึ 9 เท่า 

 จากผลการทดลองดงักล่าว เป็นทีน่่าสนใจว่าการนับความถี ่ จ านวนครัง้ในการปรบัค่า
ความน่าจะเป็นในเวกเตอรค์วามน่าจะเป็น สามารถช่วยใหข้ัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั
ไดค้ าตอบทีด่ขี ึน้ในปญัหายากทีม่กีารหลอก ดงัเช่นปญัหา Trap ทีน่ ามาทดสอบนี้  อกีทัง้ยงัใช้
จ านวนครัง้ในการประเมนิค่าความเหมาะสมทีต่ ่ากว่าขัน้ตอนอื่น 
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(a) solution quality (tournament size 2) (b) the number of function evaluations (tournament size 2) 

  

(c) solution quality (tournament size 4) (d) the number of function evaluations (tournament size 4) 

  

(e) solution quality (tournament size 8) (f) the number of function evaluations (tournament size 8) 

 

รปูที ่4.6 ผลการทดลองส าหรบัปญัหา Trap 
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4.4 การวิเคราะห์ 

 จากผลการทดลองทีก่ล่าวขา้งตน้ ผูว้จิยัไดท้ าการวเิคราะหเ์พื่อดพูฤตกิรรมการคน้
ค าตอบของขัน้ตอนวธิทีีน่ าเสนอ เทยีบกบัขัน้ตอนวธิต่ีาง ๆ ในงานวจิยัก่อนหน้า  รปูที ่4.7 แสดง
พฤตกิรรมของขัน้ตอนวธิทีีน่ ามาเปรยีบเทยีบต่าง ๆ  โดยยกตวัอยา่งพฤตกิรรมการท างานส าหรบั
ปญัหา OneMax กราฟทางดา้นซา้ยแสดงการลู่เขา้ โดยแกน x คอื generation และแกน y คอื ค่า
ความเหมาะสม  กราฟดา้นขวาแสดงค่าความน่าจะเป็นในมติต่ิาง ๆ ของเวกเตอรค์วามน่าจะเป็น 
แกน x คอื ต าแหน่งของบติต่าง ๆ ในเวกเตอรค์วามน่าจะเป็น (ในทีน้ี่คอืปญัหา OneMax ความ
ยาว 100 บติ)  แกน y คอื generation จากรปูนี้จงึท าใหเ้หน็การเปลีย่นแปลงของค่าความน่าจะ
เป็นตลอดการท างานของขัน้ตอนวธิ ี  สทีีแ่สดงในรปูคอืสทีีใ่ชแ้สดงค่าความน่าจะเป็น โดยทีส่ดี า
แทนความน่าจะเป็นเท่ากบั 0 และสขีาวแทนค่าความน่าจะเป็นเท่ากบั 1  

 จากรปูที ่4.7 จะเหน็ไดว้่าขัน้ตอนวธิ ีcGA, mcGA และ fb-cGA สามารถคน้หาค าตอบที่
ดทีีสุ่ดได ้ (ค าตอบดสีุดในทีน่ี้คอืทุกบติเป็น 1 ทัง้หมด นัน่คอืรปูแสดงค่าความน่าจะเป็นทาง
ดา้นขวาจะเป็นสขีาวในตอนทา้ย)  ถา้พจิารณาถงึจ านวนครัง้ในการประเมนิค่าความเหมาะสมก็
จะเหน็ไดว้่าขัน้ตอนวธิ ีcGA กบั mcGA ใชเ้วลาใกลเ้คยีงกนั แต่ขัน้ตอนวธิ ีfb-cGA ทีน่ าเสนอ ได้
ค าตอบทีด่ทีีสุ่ดเรว็กว่า ใชจ้ านวนครัง้ในการประเมนิค่าความเหมาะสมทีน้่อยกว่า 

 การทีพ่ฤตกิรรมของ fb-cGA เป็นเช่นนัน้กเ็นื่องจาก ขัน้ตอนวธินีี้ถูกออกแบบมาใหดู้
ค่าความถีแ่ละความต่อเนื่องของการปรบัปรงุค่าความน่าจะเป็นในเวกเตอรค์วามน่าจะเป็น ทัง้ใน
ทศิทางทีป่รบัขึน้ (เขา้ใกล ้ 1.0) และทศิทางทีป่รบัลง (เขา้ใกล ้ 0.0) การมขีอ้มลูเช่นนี้ ท าให้
ขัน้ตอนวธิสีามารถใชข้อ้มลูนี้มาท าการตดัสนิใจไดเ้รว็ขึน้ และปรบัค่าความน่าจะเป็นไปในทีท่าง
ทีน่่าจะไปสู่ค าตอบไดม้ากขึน้  

 ส่วนขัน้ตอนวธิทีีม่กีารเกบ็ตวัเก่งทีสุ่ดเอาไว ้อยา่งเช่นขัน้ตอนวธิ ี pe-cGA และ ne-cGA 
มบีางบติทีข่ ัน้ตอนวธิปีรบัค่าความน่าจะเป็นไปผดิทศิทาง ทัง้ ๆ ทีป่ญัหาทดสอบน้ีเป็นปญัหาง่าย 
จดุสงัเกตทีน่่าสนใจทีท่ าใหข้ ัน้ตอนวธิทีีใ่ชข้อ้มลูจากตวัเก่งมากเกนิไปไมส่ามารถคน้พบค าตอบที่
ดทีีสุ่ดได ้อาจเนื่องมาจากขัน้ตอนวธิเีหล่านี้พอคน้หาเจอค าตอบทีม่คี่าความเหมาะสมค่อนขา้งสงู 
กจ็ะเชื่อว่าค าตอบน้ีด ี และพยายามทีจ่ะปรบัค่าเวกเตอรค์วามน่าจะเป็นไปในทศิทางนัน้ แต่ใน
บางครัง้ถ้าค าตอบทีไ่ดม้าเป็นเพยีงตวัอยา่งค าตอบทีค่่อนขา้งด ี หรอืเป็นค าตอบดสีุดเฉพาะที ่ ก็
อาจท าใหอ้ลักอรทิมึหลงทางได ้ ดงันัน้ การน าความรูจ้ากค าตอบทีด่มีาก ๆ มาเป็นแนวทางใน
การคน้ค าตอบอาจจะไมด่เีสมอไป  บางครัง้การใชค้ าตอบจากตวัอยา่งค าตอบทีม่คี่าความ
เหมาะสมไมส่งูมากนกัมาช่วยพจิารณา อาจช่วยใหข้ัน้ตอนวธิหีลุดจากการตดิทีจ่ดุดสีุดเฉพาะที ่
และน าไปสู่ค าตอบทีด่ขี ึน้ได้ 
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(a) Convergence (the cGA) (b) Probability (the cGA) 

  

(c) Convergence (the mcGA) (d) Probability (the mcGA) 

  

(e) Convergence (the pe-cGA) (f) Probability (the pe-cGA) 

 
รปูที ่4.7 กราฟการลู่เขา้และการวเิคราหเ์วกเตอรค์วามน่าจะเป็น 



39 
 

  

(g) Convergence (the ne-cGA) (h) Probability (the ne-cGA) 

  

(i) Convergence (the fb-cGA) (j) Probability (the fb-cGA) 

 

รปูที ่4.7 (ต่อ) กราฟการลู่เขา้และการวเิคราะหเ์วกเตอรค์วามน่าจะเป็น 

 

 



บทท่ี 5 

สรปุและวิจารณ์ 

 

 โครงการวจิยันี้ ไดท้ าการศกึษาและวเิคราะหก์ารเรยีนรูจ้ากตวัอยา่งค าตอบทีม่คี่าความ
เหมาะสมสงู และการเรยีนรูจ้ากตวัอยา่งค าตอบทีม่คี่าความเหมาะสมต ่ารว่มดว้ย โดยมุง่เน้น
ศกึษากบัขัน้ตอนวธิปีระมาณการแจกแจงอยา่งง่ายทีต่วัแปรไม่ขึน้ต่อกนั ขัน้ตอนวธิทีี่ได้
ท าการศกึษาวเิคราะห ์ ไดแ้ก่ ขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้แบบอาศยัประชากร และ ขัน้ตอนวธิี
เชงิพนัธุกรรมแบบกระชบั 

 ผูว้จิยัไดศ้กึษาพฤตกิรรมของขัน้ตอนวธิกีารเรยีนรูเ้พิม่ขึน้แบบอาศยัประชากร แบบทีใ่ช้
ความรูจ้ากค าตอบทีด่ทีีสุ่ดในการปรบัปรงุเวกเตอรค์วามน่าจะเป็น เปรยีบเทยีบกบัการใช้
ตวัอยา่งค าตอบทีแ่ยท่ีสุ่ดรว่มดว้ย จากการทดลองจะเหน็ไดว้่าการใชค้ าตอบแยสุ่ดรว่มดว้ยใน
การพจิารณาปรบัค่าความน่าจะเป็นในเวกเตอรค์วามน่าจะเป็น ส่งผลใหค้ าตอบทีไ่ดม้คีุณภาพดี
ขึน้ ซึง่กส็อดคลอ้งกบังานวจิยัก่อนหน้า  

 ผูว้จิยัไดศ้กึษา และท าการปรบัปรงุขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั ทีม่กีารใช้
ตวัอยา่งค าตอบทีช่นะ และตวัอยา่งค าตอบตวัทีแ่พม้าพจิารณาว่าควรจะปรบัค่าในเวกเตอรค์วาม
น่าจะเป็นไปในทศิทางใด งานวจิยัน้ีไดท้ดลองและน าเสนอขัน้ตอนวธิเีชงิพนัธุกรรมแบบกระชบั
ดว้ยค่าความถี ่ (fb-cGA) พรอ้มทัง้น าเสนอผลการวเิคราะหถ์งึพฤตกิรรมการท างาน ทีแ่สดงให้
เหน็ว่าการน าความรูจ้ากการนบัจ านวนครัง้และความต่อเนื่องในการปรบัค่าความน่าจะเป็นมาใช้
นัน้ ส่งผลใหข้ัน้ตอนวธิสีามารถตดัสนิใจลู่เขา้สู่ค าตอบทีด่ไีดเ้รว็ขึน้ 

 งานวจิยัน้ี อาจจะเป็นแนวทางใหผู้ท้ีส่นใจจะน าความรูข้องตวัอยา่งค าตอบทีม่คี่าความ
เหมาะสมไมส่งูนกั มาใชป้ระโยชน์เพื่อเตมิเตม็ความรูท้ีไ่ดจ้ากตวัอยา่งทีม่คี่าความเหมาะสมสงู 
และความรูน้ี้อาจช่วยใหข้ัน้ตอนวธิสีามารถคน้หาค าตอบไปในทศิทางทีถู่กตอ้งมากขึ้น สามารถ
หลุดออกจากค าตอบดสีุดเฉพาะที ่และสามารถลดจ านวนครัง้ในการประเมนิค่าความเหมาะสมลง
ได ้ซึง่ท าใหก้ารค านวณมคีวามรวดเรว็และมปีระสทิธภิาพมากยิง่ขึน้ 
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Abstract:  A behaviour analysis of frequency-based compact genetic algorithm (fb-cGA) 
is proposed. The fb-cGA is a version of compact genetic algorithm (cGA) enhanced by the 
use of a new updating strategy. The algorithm counts the number of probability updates 
and the continuities of probability-update directions and uses them to adaptively update the 
algorithm’s step sizes. This method requires fewer function evaluations and achieves 
solutions that are more accurate than those from the conventional cGA. It has been shown 
that fb-cGA can reduce the number of function evaluations to only one ninth of the 
number obtained from cGA on ten copies of a 3-bit trap function using a tournament size 
of 2. We conduct parameter studies and show that the use of one fourth of the population 
size (psize/4) as the algorithm’s starting threshold can improve the overall efficiency of fb-
cGA. The behaviour of fb-cGA on various problems is also examined. The results of the 
analysis show that information from the algorithm’s past experience (i.e. the numbers of 
probability updates and continuities) can help the fb-cGA to update the probability vector 
towards a more promising direction, requiring fewer function evaluations.  

 
        Keywords:  compact genetic algorithm, updating strategy, update frequency, update 
        continuity  
_______________________________________________________________________________________ 
 
INTRODUCTION                           
 

Compact genetic algorithm (cGA) was proposed by Harik et al. [1]. It has been widely 
applied to various fields such as pipe network optimisation [2], parameter optimisation [3, 4], 
inventory planning [5], image recognition [6], traffic transportation management [7], 
communication [8-10], container loading [11], grid computing [12] and biology [13, 14]. The main 
contribution of this algorithm is to replace a whole set of candidate solutions (the so-called 
population) used by simple genetic algorithm (sGA) with a probability distribution. cGA requires 
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much less memory, as it does not need to maintain the population throughout the evolution process. 
The concept of cGA can be easily translated to hardware implementation by using the common 
very-large-scale integration [15-17]. Therefore, it opens up the application of genetic algorithm to 
new fields such as embedded systems. For example, Timmerman [18] used cGA to develop an 
insect-sized flapping-wing micro air vehicle.  

However, for more difficult problems, cGA does not provide acceptable solutions. There 
have been many attempts to modify and improve cGA’s probability updating strategy. Zhou et al. 
[19] proposed an improved cGA using mutation and named the algorithm mutated-by-bit-compact 
genetic algorithm (MBBCGA). At each generation, MBBCGA generates only one individual and 
then mutates this individual bit by bit. Ha et al. [20] proposed the use of more than one probability 
vector (PV) to enhance the exploration properties of the algorithm. Rimcharoen et al. [21] improved 
the updating strategy of cGA by using a moving average technique (mcGA). Ahn and Ramakrishna 
[22] adopted ‘elitism’, i.e. the idea of reserving the best solution in each generation. They proposed 
two variants: a persistent elitist compact genetic algorithm (pe-cGA) and a non-persistent elitist 
compact genetic algorithm (ne-cGA). The former stores the current best solution until a better 
solution is found, while the latter keeps the best solution just for a certain lifetime. In 2008 Lee et 
al. [23] introduced a new update strategy using augmented Bayesian networks. A few years later, 
they proposed compact genetic algorithm using a belief vector (cGABV) [24]. The new technique 
uses a belief vector (BV) instead of a probability vector. The difference between BV and PV is that 
each element of the BV stores a probability distribution (represented by associated mean and 
variance), whereas each of the PV keeps a probability value.   

In our previous work [25], we proposed the usage of a frequency-based updating technique 
as the updating strategy of cGA. The technique collects and utilises information from the 
algorithm’s past experience. Specifically, for each probability in the PV, the number of probability 
updates (in both up and down directions) are counted and used to adjust probability-updating step 
sizes, turning the vector towards the promising direction faster. Comparison results show that the  
frequency-based compact genetic algorithm (fb-cGA) requires substantially (up to nine times) fewer 
function evaluations when compared with traditional cGA. However, in-depth explanation and 
analysis of why this algorithm outperforms others remained lacking.  Accordingly, in this paper, we 
conduct parameter studies and analyse how the algorithm behaves while solving various problems.  

 
FREQUENCY-BASED COMPACT GENETIC ALGORITHM (fb-cGA) 
 

cGA is one of various evolutionary algorithms. Instead of evolving the population for 
searching solutions, it employs a probabilistic model, PV, which requires relatively small amount of 
memory. Furthermore, the algorithm eliminates genetic operators such as crossover and mutation.  

cGA keeps a PV over a chromosome to represent the population. The number of 
probabilities in the vector is equal to the chromosome length. Each probability is defined as the 
probability with the associated bit being equal to 1. The pseudo-code of cGA is shown in Figure 1. 
The two parameters are the chromosome length (l) and the population size (psize), which are used to 
further specify an updating step size (i.e. step size defined as 1 / psize). (Note that the relation 
between psize and the updating size in the cGA is analogous to the one between population size and  
evolving speed in sGA.) 
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               Figure 1.  Pseudo-code of cGA                             Figure 2.  Pseudo-code of tournament cGA 
 

First, the cGA initially sets each of the probabilities in the vector to 0.5. According to the 
PV, the algorithm randomly generates two candidate solutions, denoted as individual1 and 
individual2. Next, the solutions are evaluated, i.e. assigned fitness values. The winner, the one with 
the greater fitness value, is selected. In step 5, the PV is then updated towards the winner. The value 
of each probability changes if the winner’s associated bit is not equal to the loser’s: either 
increasing when the winner’s bit is one, or decreasing otherwise. The loop continues to run until the 
PV converges, meaning that each probability in the vector is either zero or one. 

Harik et al. [1] also modified cGA by adding more candidates, called tournament cGA, 
shown in Figure 2. The modified version randomly generates a set of s candidate solutions, denoted 
by an array S in the pseudo-code, and uses a tournament selection to choose the winner, which will 
be stored in S[1]. The PV is then updated by comparing S[1] with S[i] (for all i not equal to 1) in the 
same manner as the original cGA. 

Both of the cGAs update each probability in the vector towards either one or zero. Some 
probabilities gradually increase while others drop. However, some might fluctuate, reflecting 
uncertainty in updating the PV. It is known that the PV fluctuates during the beginning period and 
converges to a certain direction at the end. The algorithms seem to work well in the case where 
problems have consistent information, leading the algorithms to turn the vector towards only one 
direction. However, if the problems are deceptive, they might delude the algorithms into searching 
for solutions in the wrong directions. Consequently, the cGAs could not provide the desired solution 
quality in spite of spending much of searching time. There has been much research aimed at 
modifying and improving the cGAs in such case. 

In our previous work [25], we applied a frequency-based technique to update the PV, using the 
numbers of updates and the continuities of preceding updates as criteria. (The update continuity is 

     initialise(p) 
     while (p does not converge) do 
          individual1 := generate(p) 
          individual2 := generate(p) 
          evaluate(individual1, individual2) 
          winner, loser := compete(individual1,  
                                                   individual2) 

     for i:=1 to l 
     begin 

      if winner[i] ≠ loser[i] then 
             if winner[i] = 1 then 
       p[i] := p[i] + 1/psize 
             else 
       p[i] := p[i] – 1/psize 

     endfor 
endwhile 

 

     s := tournament size 
     initialise(p) 
     while (p does not converge) do 
          create(p, S[], s) 
          evaluate(S[]) 
          rearrange(S[]) // S[1] is the best individual 
          for i := 2 to s 
          begin 

     winner, loser := compete(S[1], S[i]) 
     for i:=1 to l 

           begin 
          if winner[i] ≠ loser[i] then 
               if winner[i] = 1 then 
         p[i] := p[i] + 1/psize 
               else 
         p[i] := p[i] – 1/psize 
                endfor 
          endfor      
     endwhile 
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defined as the number of consecutive updates moving towards the same direction). We measured 
the uncertainty by observing the direction of each probability in the vector: if the direction is the 
same for a long time (high continuity), the uncertainty is low. The monitored continuities serve as a 
guideline or a promising trend that quickly leads to vector convergence. 

Specifically, for each probability in the vector, the frequencies of two types of updates: 
stepping-up (increasing the probability towards 1) and stepping-down (decreasing the probability 
towards 0), were counted. Likewise, two types of update continuities were collected. The stepping-
up continuity is reset to zero if the current update moves towards 0 and the stepping-down 
continuity is reset to zero if the current update moves towards 1. The fb-cGA technique is shown in 
Figure 3. 

 

   
  Updating strategy of fb-cGA 
 
  1:    for i := 1 to l 
  2:    begin 
  3:         if winner[i] ≠ loser[i] then 
  4:             if winner[i] = 1 then 
  5:               Ufreq[i] := Ufreq[i] + 1; 
  6:              Ucon[i] := Ucon[i] + 1; 
  7:             Dcon [i] := 0; 
  8:                   if (Ufreq[i] > Dfreq[i] AND Gen > (psize/3)) then 
  9:                         p[i] := p[i] + ((1/psize)+(p[i] * (Ucon[i]/100)); 
 10:             else 
 11:                   p[i] := p[i] + (1/ psize); 
 12:             else 
 13:             Dfreq[i] := Dfreq[i] + 1; 
 14:             Dcon [i] := Dcon [i] + 1; 
 15:             Ucon[i] := 0; 
 16:             if (Dfreq[i] > Ufreq[i] AND Gen > (psize/3)) then 
 17:                   p[i] := p[i] - ((1/psize) + (p[i]*(Dcon [i] / 100)); 
 18:             else 
 19:                   p[i] := p[i] - (1/psize); 
 20:    endfor 
 
Parameters:   
       Ufreq   :   number of stepping-up updates  
       Dfreq   :   number of stepping-down updates  
       Ucon    :   number of consecutive stepping-up updates  
       Dcon    :   number of consecutive stepping-down updates  
       Gen      :   generation number (incremented in Step 6) 
 

Figure 3.  Pseudo-code of fb-cGA 
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Figure 3 presents the pseudo-code of the frequency-based updating strategy in fb-cGA. 
Ufreq denotes the number of probability updates towards one (i.e. stepping-up updates). Dfreq 
denotes the number of probability updates towards zero (i.e. stepping-down updates). Gen denotes 
the generation number whose value is increased incrementally in step 6. The proposed updating 
strategy is performed when Gen is greater than 1/3 of the population size (psize). For the first third 
of the generations, fb-cGA works like the original method to explore solutions and find the right 
direction. It waits until the generation number reaches psize/3 because it needs time to gather 
sufficient information to see the trend. For the last two-thirds of the generations, the ith probability is 
updated when the ith bit of the winner (winner[i]) and the one of the loser (loser[i]) are not equal. If 
winner[i] is 1, the algorithm checks whether, from past experience, this probability is updated 
towards 1 most of the time (i.e. Ufreq greater than Dfreq). If so, the probability vector should be 
updated according to the majority with a larger step size. The step size can be determined by adding 
the term Ucon/100 multiplied by the previous value of ith probability, where Ucon denotes the 
number of consecutive stepping-up updates. In contrast, when winner[i] is 0, the algorithm performs 
in a similar manner but considers Dfreq and Dcon instead. The ith probability is updated by 
decreasing towards zero.     

In this paper, we study the effects of the psize parameter and show that using psize/4 can 
improve the efficiency of fb-cGA. Thus, we use psize/4 instead of the previously proposed psize/3 
[25] throughout the experiments conducted and presented in this paper.   
 
PARAMETER STUDIES  
 

As mentioned earlier, the proposed method performs the new updating strategy when the 
number of generations is greater than psize/4. The reason behind this strategy is that the statistics 
obtained during the beginning period are not reliable enough to capture the trend. In this section, 
empirical experiments are presented to explain why we set this parameter as psize/4. The algorithm 
on 4 benchmark problems, viz. 100-bits One-Max, 100-bits Random Max, 64-bits Royal Road and 
ten copies of 3-bits Trap problems, were tested. The characteristics of the four problems are 
explained below.    

The One-Max problem is quite simple. The objective is to find the solution which is a bit 
string whose bits are all one. The fitness value is equal to the number of 1-bits in the bit string. The 
Random Max problem is similar to the One-Max problem in finding a bit-string solution whose bit 
pattern is exactly the same as the one of the target. However, instead of being all one, the target bit 
pattern is selected randomly. Obtained by comparing bit by bit, the fitness value is the number of 
bits equal to the associated ones of the target. Notice that this problem is designed to determine 
whether an algorithm is biased against one or zero.  

The Royal Road is a group of bit patterns built up from sequences of short bit patterns. The 
bit pattern is called schema. There are 15 schemas for 64-bits royal road as shown in Figure 4. After 
comparing the bit string with each schema, the fitness value is calculated by summing up the 
numbers of bits equal to those of si for all i. For example, a fitness value of a bit string that contains 
all one (the optimum solution) is (8  8) + (4  16) + (2  32) + 64 = 256. 

The Trap problem is one of many difficult problems used for testing GAs. It is designed to 
fool gradient-based optimisers that favour zeroes, but the optimal solution is composed of all 1-bits. 
We can create a k×m Trap problem by combining the m groups of a k-bits trap. The fitness value is 
calculated by summing up the scores associated with all groups. For instance, a 3-bit Trap problem 
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gives a score of 3, 0, 1 and 2 for a group of three, two, one and zero 1-bits respectively. For example, 
a candidate solution ‘111 001 110 000 100’ has a fitness value of 3 + 1 + 0 + 2 + 1 = 7. 

 
Schema 1 = 11111111********************************************************; s1 = 8 
Schema 2 = ********11111111************************************************; s2 = 8 
Schema 3 = ****************11111111****************************************; s3 = 8 
Schema 4 = ************************11111111********************************; s4 = 8 
Schema 5 = ********************************11111111************************; s5 = 8 
Schema 6 = ****************************************11111111****************; s6 = 8 
Schema 7 = ************************************************11111111********; s7 = 8 
Schema 8 = ********************************************************11111111; s8 = 8 
Schema 9 = 1111111111111111************************************************; s9 = 16 
Schema10 =****************1111111111111111********************************; s10 = 16 
Schema11 =********************************1111111111111111****************; s11 = 16 
Schema12 =************************************************1111111111111111; s12 = 16 
Schema13 =11111111111111111111111111111111********************************; s13 = 32 
Schema14 =********************************11111111111111111111111111111111; s14 = 32 
Schema15 =1111111111111111111111111111111111111111111111111111111111111111; s15 = 64 
 

Figure 4.  Royal Road problem 
 

We ran the proposed algorithm with all benchmark problems described above. For each 
tournament size of 2, 4 and 8, the parameter was varied among psize/2, psize/3, psize/4 and psize/5. 
The results shown in Table 1 are efficiency ratios [= (solution quality / number of evaluations) × 
1000]. The efficiency ratio is used as a quantitative measurement to quantify a quality rate: the 
higher the rate, the better the efficiency. When the value of n is varied from 2 to 4, the efficiency 
ratio is better when n is large (4 or 5) in the case of solving the easy problems (i.e. One-Max and 
Random Max).  For the harder but non-deceptive problem (i.e. Royal Road), a small value of n (2 or  

 
       Table 1.  Efficiency ratio of varying tournament and population sizes in One-Max, Random  
        Max, Royal Road and Trap problems 
 

Problem Efficiency ratio 
Average 

One-Max Random Max Royal Road Trap 

T
ou
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en
t 

Si
ze

 2
 

psize/2 56.63 32.51 4.97 0.37 23.62 
psize/3 53.14 32.23 5.65 0.42 22.86 
psize/4 56.79 33.68 5.35 0.50 24.08 
psize/5 54.48 34.00 5.35 0.52 23.59 

T
ou

rn
am

en
t 

Si
ze

 4
 

psize/2 69.08 41.56 10.03 0.80 30.37 
psize/3 78.88 41.61 10.53 0.95 32.99 
psize/4 89.20 44.76 9.87 0.95 36.20 
psize/5 80.36 49.07 9.65 1.03 35.03 

T
ou

rn
am

en
t 

Si
ze

 8
 

psize/2 86.95 42.38 17.51 0.69 36.89 
psize/3 83.52 40.06 14.47 0.91 34.74 
psize/4 87.17 47.69 16.01 1.06 37.99 
psize/5 91.19 47.28 14.03 1.15 38.42 
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3) yields a slightly better ratio. This can be interpreted that the proposed algorithm needs more time 
to collect more diverse and higher fitness-valued samples before increasing its updating step size. 
For the deceptive problem (i.e. Trap), the efficiency ratio tends to be relatively high when n is large. 
This is because in the Trap problem the fb-cGA cannot find a good solution no matter what 
parameters are __ the fitness value might remain similar. Therefore, the efficiency depends on the 
number of fitness evaluations more than the fitness value. In terms of tournament size, a larger size 
tends to provide a larger efficiency ratio. Overall, almost all of the best quality rates come from 
psize/4 and psize/5 (highlighted in Table 1). The average rate of psize/4 from all problems and all 
sizes of the tournament is 32.76, and that of psize/5 is 32.35. The psize/4 is therefore more desirable 
in terms of efficiency. 

As shown in Figure 5, the convergence graphs, obtained from the One-Max problem 
experiments (psize = 100), reflect the algorithm behaviour. The dash lines are plotted at the 
generation numbers equal to psize/n (x = psize/n), showing when the proposed updating strategy is 
triggered. If n is larger, the proposed strategy starts sooner. Passing this line, the algorithm updates 
the PV with a larger step size when the winner’s bit conforms to the majority direction (i.e. meeting 
the condition on line 8 or 16 in Figure 3). As the graphs show, the fitness values gradually improve 
in the early generations (generation number < psize/n) but increase abruptly after the trigger. This 
behaviour explains why the algorithm’s PV converges to a solution using fewer function 
evaluations.  

  

  
(a) (b) 

  
(c) (d) 

 
Figure 5.  Convergence graphs of experiments with parameters: (a) psize/2, (b) psize/3, (c) psize/4 
and (d) psize/5  
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PERFORMANCE COMPARISONS  
 

At first, we tested all of the algorithms – sGA, cGA, mcGA, pe-cGA, ne-cGA and fb-cGA – 
with the 100-bit One-Max problem. Each graph in Figure 6 shows the results when the parameter 
psize (population size) varies between 4-100 with a step value of 8. All algorithms used the 
tournament size of 2. Each line shows an average result from 50 runs. In general, when the 
population size becomes larger, GAs take more function evaluations but yield better solutions. 

Figure 6a shows that the solution quality (the numbers of correct bits) obtained from fb-cGA 
is comparable with those obtained from sGA, cGA and mcGA, while pe-cGA and ne-cGA have 
lower solution qualities. In terms of the number of function evaluations, Figure 6b shows that fb-
cGA outperforms sGA, cGA and mcGA if the population size is large. When it is small (psize < 
40), fb-cGA needs more function evaluations than do others. The example where psize is equal to 4 
is used to explain this situation; the algorithm collects the statistics merely from one generation 
(psize/4 = 1) as a guide to update the PV with a large step size. The triggering time may be too 
early, leading the vector to a wrong direction. Consequently, the algorithm would spend more time 
(i.e. a larger number of function evaluations) searching before coming back to the right direction. 
Nevertheless, the number of fitness evaluations of fb-cGA does not increase as much as the 
population size and is comparable to those of pe-cGA and ne-cGA when the population size is 100.    

 

  
(a)  Solution quality (b)  Number of function evaluations 

 
Figure 6.  Correct bits and function evaluations (of all the algorithms) in One-Max problem 

 
Figure 7 shows the performance of all the algorithms on the Random Max problem. The fb-

cGA performance is moderate when compared with other techniques. It requires a large number of 
function evaluations to find the solution in the case of a small population, but when the population 
size increases the numbers of function evaluations tend to be comparable to those in cGA and 
mcGA.  

Figure 8 shows the performance of all the algorithms on the Royal Road problem using 
tournament sizes of 2, 4 and 8. The number of population sizes varies between 4-100 with a step 
value of 8. Figures 8a, 8c and 8e show the solution quality in terms of fitness value. Figures 8b, 8d 
and 8f show the numbers of function evaluations. The fb-cGA yields comparable results in terms of 
solution quality with those from sGA, cGA and mcGA while requiring a much smaller number of 
function evaluations. When compared with ne-cGA in the case of tournament size of 2, fb-cGA has a 
higher fitness value than that of ne-cGA but requires more function evaluations. However, for 
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tournament sizes of 4 and 8, fb-cGA yields comparable fitness values with those of ne-cGA and 
needs fewer fitness evaluations. In this problem, pe-cGA requires the smallest number of function 
evaluations but yields lowest fitness values. 

 

  

(a) Solution quality (b) Number of function evaluations 
 

Figure 7.  Correct bits and function evaluations (of all the algorithms) in Random Max problem 
 

Figure 9 shows the algorithms’ performance on the 3-Trap problem – the Trap problem with 
a group of 3 bits (k=3) – using tournament sizes of 2, 4 and 8, and population sizes of 8, 500, 1000, 
1500, 2000, 2500 and 3000. Figures 9a, 9c and 9e show the solution quality in terms of the number 
of correct building blocks (the number of 3-bits blocks containing all 1-bits). Figures 9b, 9d and 9f 
show the numbers of function evaluations taken to find the solution. Figure 9a shows that the 
solution quality of fb-cGA is higher than that of sGA, cGA and mcGA, but lower than that of pe-
cGA and ne-cGA. The fb-cGA requires the smallest number of function evaluations, using them 
approximately 14, 9, 12, 3 and 2 times fewer than do sGA, original cGA, mcGA, pe-cGA and ne-
cGA respectively. This cofirms the efficiency of the proposed method in terms of the number of 
function evaluations saved.  

 
ANALYSIS OF ALGORITHMS’ CONVERGENCE AND BEHAVIOUR 
 

The convergence analysis was carried out by using plots of the fitness values over time 
(generations). The behaviour analysis was performed through the graphic representation of all 
probability values in the PV from the first to the last generation to track how the probabilities 
change.  

Figure 10 shows the fitness values and the probability values of cGA, mcGA, pe-cGA, ne-
cGA and fb-cGA for the One-Max problem with tournament sizes of 2 and psize of 100. The graphs 
on the right show probability values in density of greyscale. Bearing in mind that the objective of 
the One-Max problem is to find a solution in which all bits are 1, all the shades representing 
probability values shown in the graphs on the right should fade to white (probability = 1) in the final 
generation. 

The cGA, mcGA and fb-cGA can find the optimal solution (fitness value = 100), the ne-
cGA yields a result very close to the optimal, while the pe-cGA’s PV converges to one far from the 
optimal. The convergence graphs of cGA and mcGA are very similar. Their PV converges to the 
solution at nearly the same generation. However, the way in which the probabilities change is 
slightly different. The shades of mcGA fade quicker and more smoothly than do those of cGA. The 
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smooth change in the probability  values  of  mcGA  is  in  accordance  with  its  updating  rule  in 
that the moving average approach waits to see the trend, thus slowing down the increase or decrease 
in the probability values. 
 

  
(a) Solution quality (tournament size 2) (b) Number of function evaluations (tournament size 2) 

  

(c) Solution quality (tournament size 4) (d) Number of function evaluations (tournament size 4) 

  
(e) Solution quality (tournament size 8) (f) Number of function evaluations (tournament size 8) 

 
Figure 8.  Fitness values and function evaluations (of all the algorithms) in Royal Road problem 
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(a) Solution quality (tournament size 2) (b) Number of function evaluations (tournament size 2) 

  

(c) Solution quality (tournament size 4) (d) Number of function evaluations (tournament size 4) 

  
(e) Solution quality (tournament size 8) (f) Number of function evaluations (tournament size 8) 

 
Figure 9.  Correct building blocks and function evaluations (of all the algorithms) in Trap problem 

 

 
 



 
Maejo Int. J. Sci. Technol. 2015, 9(01), 121-135; doi: 10.14456/mijst.2015.10  
 

 

132

  
(a) Convergence of fitness values (cGA) (b) 100 probability values of probability vector (cGA) 

  
(c) Convergence of fitness values (mcGA) (d) 100 probability values of probability vector (mcGA) 

  
(e) Convergence of fitness values (pe-cGA) (f) 100 probability values of probability vector (pe-cGA) 

 
Figure 10.  Convergence of fitness values and change in 100 probability values in the 
probability vectors at each generation. Darker shading represents the probability closer to 0 
while white represents the probability of 1. All probabilities are initialised to 0.5. All plots 
show the average values from 50 runs. 
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(i) Convergence (fb-cGA) (j) Probability (fb-cGA) 

Figure 10 (continued). The convergence and probability analysis 
  

Both the pe-cGA’s and ne-cGA’s shades turn light grey faster than do the cGA’s and  
mcGA’s, as shown in the early generations of Figures 10f and 10h. However, the pe-cGA’s final PV 
is unfavourable and the ne-cGA’s approaches, but does not quite reach, the optimum. This is 
characteristic of elitism. The elite (the best solution so far) often contains zero bits in the 
chromosome, which deceives the algorithm into updating the probability towards zero. In the case 
where newly generated candidate solutions are worse than the elite, the PV is updated towards the 
elite again and the probability at the associated position may come closer to zero. This situation may 
lead the elitism-based algorithms to update the PV towards the wrong direction. Elitism affects the 
pe-cGA’s performance more than the ne-cGA’s due to its everlasting elite.    

The fb-cGA’s PV converges to the solution faster than the other algorithms (Figure 10i). 
The shade representing probability values in Figure 10j turns white in a small number of 
generations. To efficiently apply our proposed technique to a real-world problem, the chromosome 
should have all of its bits uncorrelated with one another. It is important to realise that the fb-cGA 
evolves its PV by updating all associated probabilities of all bits. The update is done only one bit at 
a time without taking into account the information of the other bits. The results of One-Max 
problem shown in Figure 10 serve as an example that supports this claim: fb-cGA can solve the 
problem using far fewer number of generations (approximately 400, instead of about 1300 
generations required by the traditional cGA). This significant outperformance stems from the new 
dynamic updating strategy: the proposed technique decides to update the probabilities with a larger 
step size based on the collected statistics. However, if the chromosome bits of the real-world 
problem are correlated with one another, the proposed algorithm might not find the best solution, as 
shown in the Royal Road and the Trap problem.  

For a real-world optimisation problem that has multiple local optima, there is a higher chance 
that the fb-cGA may get stuck at a local optimum.  For example, in the field of computational vision, 
efficient algorithms such as cGA may be used to recognise objects in an image. However, if the input 
image is complex, it might introduce various local optima in the search space. Because fb-cGA uses 
a trend in early generations to quickly decide to update PV with a larger updating step size, it might 
prematurely decide to search towards a seemingly promising direction at a certain time. Once the 
proposed algorithm gets stuck, it is hard to escape from the local optimum because it already has a 
strong bias in favour of either zero or one. To handle this kind of problem, we should wait longer to 
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see a correct trend before using a large step size. In addition, the step size should be incrementally 
increased during the evolution.     
 
CONCLUSIONS   
 

This paper presents a behaviour analysis of fb-cGA. To update the PV, the fb-cGA collects 
and utilises the update number of each probability in both up and down directions. The numbers of 
updates are used to adjust probability-updating step sizes, turning the vector towards the promising 
direction faster. When the effect of parameter psize/n on the algorithm performance was investigated, 
the results suggested that the newly proposed updating strategy should be used when the generation 
number is greater than psize/4. The analysis, through graphic representation of all probabilities from 
the first to the last generation, shows that the fb-cGA updates the PVs towards the solution quicker 
than the other algorithms and also requires fewer function evaluations.  
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