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บทคัดยอ

การเก็บขอมูลการเคลื่อนไหวของตานั้นมีคาใชจายสูงและลําบาก อีกทั้งมีโอกาสบอยครั้งที่
จะเกิดขอมูลสูญหาย สมมติวาเรากําลังจะเก็บขอมูลการเคลื่อนไหวของตาจากผูใชตาง ๆ ที่มอง
ที่รูปภาพชุดหนึ่ง มีโอกาสเปนไปไดที่เราจะไมสามารถเก็บขอมูลไดทุก ๆ ผูใชในแตละรูปภาพ
ในชุดนั้น (หนึ่งหรือมากกวาหนึ่งมุมมอง (View) อาจจะไมไดถูกเก็บเพื่อเปนตัวแทนของภาพ)
เราสมมติวาความสัมพันธระหวางมุมมองตาง ๆ สามารถเรียนรูไดการเก็บมุมมองทั้งหมดหรือ
รายการ (Item) ดังนั้นงานนี้จะเปนการสรางขอมูลขึ้นมาแทนในมุมมองที่ขาดหายไปของแตละ
รายการที่ไมสมบูรณ โดยสรางจากความสัมพันธที่ไดมาจากรายการที่สมบูรณโดยใชคุณสมบัติ
พีชคณิตของเทนเซอร (Tensor Algebra) เราไดแสดงวา ปญหานี้สามารถพิจารณาใหเปนการ
เรียนรูแบบถดถอย ยิ่งไปกวานั้น เราใชกรอบคิดของการหาคาที่เหมาะสมโดยใชพื้นฐานของการ
เรียนรูที่มีมารจินสูงสุด (Maximum Margin Learning) มาแกไขปญหา ซึ่งวิธีนี้สามารถควบคุมได
งาย ปญหานี้จะคลายกับการเรียนรูที่จะทํานายการมองของมนุษยบนรูปภาพ โดยเราไดนําเสนอ
อัลกอริทึมใหมที่เรียกวา Tensor-based Multi-View Learning (TMVL) อีกทั้งไดนําเสนอเทคนิค
ในการเพิ่มประสิทธิภาพของการทํานายโดยใชลักษณะเดนที่ไดมาจากการแยกองคประกอบโดย
วิธีโครเนคเกอร (Kronecker Decomposition) ของรูปภาพรวมกับขอมูลการเคลื่อนไหวของตา
โดยการใชลักษณะเดนที่นําเสนอนี้สามารถเพิ่มประสิทธิภาพในการทํานายไดอยางมาก วิธีที่นํา
เสนอนี้ไดรับการพิสูจนแลววามีประสิทธิภาพมากขึ้นกวาเทคนิคอื่น ๆ

คําหลัก: การเรียนรูหลายมุมมอง; ขอมูลสูญหาย; พีชคณิตของเทนเซอร; การเรียนรูที่มีมารจิน
สูงสุด; การเคลื่อนไหวของตา; การแยกองคประกอบโดยวิธีโครเนคเกอร.
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Abstract

Eye movement data collection is very expensive and laborious. Moreover, there are
usually missing values. Assuming that we are collecting eye movement data from a set of
images viewed by different users, there is a possibility that we will not able to collect the
data of every user from every image–one or more views may not be represented in the
image. We assume that the relationships among the views can be learnt from the whole
collection of views (or items). The task is then to reproduce the missing part of the in-
complete items from the relationships derived from the complete items and the known part
of these items. Using certain properties of tensor algebra, we showed that this problem
can be formulated consistently as a regression type learning task. Furthermore, there is a
maximum margin based optimisation framework in which this problem can be solved in a
tractable way. This problem is similar to learning to predict where a person is looking in an
image. Therefore, we proposed an algorithm called “Tensor-based Multi-View Learning”
(TMVL) in this report. Furthermore, we also proposed a technique for improving prediction
by introducing a new feature set obtained from Kronecker decomposition of the image
fused with user’s eye movement data. Using this new feature can improve prediction per-
formance markedly. The proposed approach was proven to be more effective than two
well-known saliency detection techniques.

Keyword: multi-view learning; missing data; tensor algebra; maximum margin learning;
eye movements; Kronecker decomposition.
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Exclusive Summary
รหัสโครงการ: TRG5680090

โครงการ: การใชเทคนิคการเรียนรูของเครื่องจักรเพื่อทํานายการมองของมนุษยบนรูปภาพ

งานวิจัยชิ้นนี้ศึกษาเกี่ยวกับการมองของมนุษย โดยพยายามที่จะทํานายวาผูใชนั้นจะมองตรง
สวนไหนรูปภาพตาง ๆ ในชุดขอมูล ซึ่งมีแรงจูงใจมาจากปญหาของการเก็บขอมูลการเคลื่อนไหว
ของตา (Eye Movement Data) นั้นมีคาใชจายสูงและลําบาก อีกทั้งมีโอกาสบอยครั้งที่จะเกิด
ขอมูลสูญหาย (Missing Data) ดังนั้น เราจึงพยายามที่จะอนุมานขอมูลในสวนของขอมูลที่หายไป
โดยที่เราสมมติวา เรามีขอมูลการมองที่สมบูรณของผูใชทุกคน บนรูปภาพทุกรูป ซึ่งเราสามารถ
หาความสัมพันธของพฤติกรรมการมองของผูใชเหลานี้ได จากนั้นเราสามารถที่จะอนุมานขอมูลที่
สูญหายไดโดยใชความสัมพันธที่ไดมา

งานวิจัยนี้ไดนําเสนออัลกอริทึมใหมที่เรียกวา Tensor-based Multi-View Learning (TMVL)
ซึ่งเรียนรูจากหลายมุมมอง (ในที่นี้คือจํานวนผูใช) อีกทั้งไดนําเสนอเทคนิคในการเพิ่มประสิทธิภาพ
ของการทํานายโดยใชลักษณะเดนที่ไดมาจากการแยกองคประกอบโดยวิธีโครเนคเกอร (Kro-
necker Decomposition) ของรูปภาพรวมกับขอมูลการเคลื่อนไหวของตา ซึ่งวิธีการที่นําเสนอนี้
ไดถูกนํามาผานการทดสอบและการพิสูจนแลววามีประสิทธิภาพมากขึ้นกวาเทคนิคพื้นฐานอื่น
ๆ จากผลการทดลองเราไดแสดงใหเห็นวา การสรางโมเดลที่มีการพิจารณาการปรับตัวของผูใช
(User Adaptation) นั้นอาจจะมีประโยชน
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Chapter 1

Introduction
Many researchers have paid attention to image understanding that allows computer to cap-
ture the meanings of images in the same way as humans do. One of the challenging tasks
in image understanding is saliency prediction. Visual saliency is a property of locations
or object in the visual world, e.g., in images. If an object is salient, it stands out from its
neighbours, with a high probability of being able to draw humans’ attention to it.

It is very important to learn which parts humans tend to look at in scenes or images.
Saliency prediction is useful in many applications–such as graphic design, web design, and
human computer interaction–because it enables designers to evaluate their visual design
quality. Many methods of saliency modelling have been proposed [1, 2]. More methods
can be found in a recent survey paper that covered 256 publications related to saliency
object detection [3]. Saliency models can be divided into two categories: supervised and
unsupervised learning based models.

Itti et al. (1988) and Harel et al. (2006) investigated bottom-up visual saliency (i.e.,
low level image feature that does not involve supervised information) [1, 2]; unfortunately,
human gazes do not usually match the map [4] because they are highly influenced by any
image related tasks. If users are requested to view images without having been given a
particular task, their gazes will be automatically directed by low-level image feature. In the
case that users have been given a clear and specific task, their eye movements will be
controlled by the content of the image. Consequently, top-down visual features are the
features that should be considered [5]. Another approach is supervised learning based
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saliency model. It utilises eye movement data which are mapped with image features [6,
7, 8, 9].

In order to learn where humans tend to look at in images, an eye tracker is required
to collect eye movement data. In real-world scenarios, eye movement data collection is
tedious, laborious, and expensive. Moreover, data loss is inevitable as (i) an eye tracker
may temporarily lose track of a subject because he or she is moving during the experiment,
and (ii) a subject may fail to respond to all of the tasks. Consequently, we aimed to
estimate missing eye movement data from the available data on the same task. It is
similar to learning to predict where users tend to look at based on their previous eye
movement data on other images and on other available users’ eye movement data on the
considered image. This leads to the learning scenario introduced in this report. It is built
with a general assumption that multiple views of a problem are available. It is not always
possible to observe all of the views in a realistic scenario; therefore, this problem can
be cast as a multi-view learning problem with missing data. In this scenario, we assume
that initially there is a subset of training samples in which a complete set of views can be
observed, but later on probably only some random subsets of views can be collected.

The goal of the learning task is to estimate the values of missing views in each sample.
This scenario can occur in a real experiment. This type of problem is a generalisation
of classical supervised learning problems such as regression. Face recognition is one of
the applications that can be considered under this framework (when some parts or views
of the faces are unknown because of occlusion, for example). In developing the learning
framework, we made two mild assumptions: (i) there is a reasonable large number of
observations (samples) where all of the views are known, therefore, a learning procedure
can be realised; and (ii) from incomplete observations, at least one view is available. We
made no assumption about the distribution of the missing views, but any prior knowledge
about the missing data can be exploited to improve the estimation of their values.

In this report, we introduced a formulation that can be considered as a generalised
regression problem in which missing values are estimated from available views and their
relationships are extracted from training samples. Assuming that the missing views of a
sample are output y and the known parts are input x, then we have y ⇐ Wx, where W
is a linear operator that learns from complete data and describes the relationships be-
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tween different views. The difficulty of this kind of regression arises from the fact that the
output and input may vary among the sample items. We proposed a “Tensor-based Multi-
view Learning (TMVL)” algorithm to handle the problem of incomplete view. Providing a
tractable learning algorithm, TMVL is based on properties of tensor algebra and maximum
margin-based optimisation framework. Tensor decomposition has already been used in
some missing data problems, e.g., [10, 11], but their settings are different from ours. Liu
et al. (2013) investigated a low-rank tensor technique based on tensor-trace norm minimi-
sation problem in image reconstruction [10], while Chen and Grauman (2014) proposed
a probabilistic tensor model for inferring human appearance from unseen viewpoints [11].
In this report, we show that our proposed method can estimate missing eye movements,
which can be exploited for predicting where humans are likely to look at in images.

We also propose a novel approach for fusing eye movement information with image
features in order to enhance prediction performance. There are many pieces of evidence
suggesting that fusing low-level image features with eye movement improves prediction ac-
curacy [12, 13, 14, 15]. Here, we employed factors derived from Kronecker decomposition
of image fused with eye movement data to represent each view in TMVL.

The outline of the report is as follows: Chapter 2 describes all methods proposed
in this work, including TMVL algorithm, and tensor decomposition. Chapter 3, shows
the performance results of our proposed methods on a real-world dataset. Finally, the
conclusion of our study is presented in Chapter 4.

3



Chapter 2

Methodology
This section explains the methods proposed in this work: Subsection 2.1 describes the
TMVL algorithm, its algebraic framework, and the corresponding optimisation problem.
Subsection 2.2 explains the procedure for decomposing images as tensors, followed by
an approach for combining images with eye movement data in subsection 2.3. A model-
training process framework, including data processing pipeline for two sets of features, is
visually summarised in Figure 2.1.

2.1 Tensor-based Multi-view Learning Algorithm
As previously mentioned, we had a set of complete views of our samples that we used
as training set, and a test set in which the views were not complete (missing randomly).
We aimed to fill in the missing views for each sample. An example of multi-view learning
problem with missing data is shown in Figure 2.2.

2.1.1 Algebraic Framework
Let us denote R = {1, . . . , nR} as the set of indices of the views considered. In our model,
each of these views has a corresponding linear vector space Zr, r ∈ R over real num-
bers. The dimensions of these spaces are denoted by Dim(Zr) = dr, r ∈ R. The set
JR = {j1, . . . , jnR} comprises the indices of the samples within each of the spaces cor-
responding to the views, enumerating the components of the vectors chosen from the

4



Figure 2.1: Main components and data flow in this work. There are two sets of features
which are eye movement information only and image fused with eye movement information.

Views
Source spaces: Z1 Z2 Z3 Z4

⇓ ⇓ ⇓ ⇓

Complete items: z11 z21 z31 z41
(Training) ... ... ... ...

z1m z2m z3m z4m
Incomplete items: z1m+1 z2m+1 · z4m+1

(Test) · · z3m+2 z4m+2

· z2m+3 · ·

z1m+4 · · z4m+4

· z2m+5 z3m+5 ·

· z2m+6 z3m+6 z4m+6

z1m+7 · z3m+7 ·

· · · z4m+8

... ... ... ...

Figure 2.2: Graphical representation of the multi-view learning framework for a four-view
learning problem.
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space corresponding to the views. The range of these indices is equal to the number of
dimensions of the corresponding space.

A sample is chosen out of direct products of these spaces, and each sample item
consists of as many vectors as the number of views,

Views:
Linear vector spaces: Z1 . . . ZnR

⇓ . . . ⇓

Sample: z1i . . . znR
i i = 1, . . . ,m.

The product space of the views is given by the tensor product of the spaces, Z =⊗
r∈R Zr. This construction forms the algebraic framework of our solution, see [16, 17] and

the references therein for more details.
If we are given two tensor products of vectors then the following contraction operator

[., .] can be defined over them as

[
⊗

q∈Q uq,
⊗

r∈R vr] = ∏
q∈Q∩R⟨uq,vq⟩⊗q∈Q\R uq

⊗
r∈R\Q vr, (2.1)

where the inner product is computed for all common indices. When the two index sets are
coincident then the following well known identity can be used to unfold the inner products
of the tensor products as

⟨
⊗

q∈Q zri ,⊗q∈Q zqj⟩ = ∏
q∈Q⟨zqi ,zqj⟩. (2.2)

This identity states that the inner product of tensor products of vectors is equal to the
product of the inner product of these vectors.

This interpretation of the indices is compatible with the notations commonly used in
tensor algebra, namely, with the so-called “Einstein summation convention”. The symbol
of summation ∑ is omitted and summation has to be carried out over all indices which are
denoted by the same symbol. Since we use this strategy to denote views and algorithmic
iterations which are not tensor indices, we choose to handle summations with special
care by making them explicit via the contraction operator [., .]. Furthermore, we assume an
orthogonal representation of the indices, hence in turn, there is no need to make distinction
between covariant and contravariant indices.

In the learning problem, we use a linear operator, a tensor, that is an element of the
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dual space of Z, the space of linear functionals defined on Z, namely

W ∈ Z∗, W = [WJR
] = [Wj1,...,jnR

],

where Z∗ denotes the dual space of all possible linear functionals defined on Z.
We can write up Frobenius type inner products between the linear operator W and the

tensor product of vectors of the views as

⟨W,
⊗

r∈R zri ⟩F =
∑

j1,...,jnR
Wj1,...,jnR

∏
r∈R zrijr . (2.3)

In similar fashion, we can compute the Frobenius norm of W by

∥W∥F =
(∑

j1,...,jnR
W 2

j1,...,jnR

) 1
2 . (2.4)

In the next step, the set of views is partitioned into two arbitrary parts,

RX ⊂ R, RY = R \RX ,

we term the views occurring in RX as inputs, and the views in RY can be handled as
outputs. Corresponding to either RX or RY , the set of indices belonging to each view has
to be split apart,

JX ⊂ JR, JX = {jr, r ∈ RX}, JY = JR \ JX .

Fixing a partition, a contraction of W can be defined as

WJY
= WJR\JX

=W⊗
r∈RX

zri def
=

∑
jr∈JX

WJR

∏
r∈RX

zrijr , (2.5)

where the components of W are summed only over the input views.
Consequently, the relationship between the inputs and the outputs can be described by

the following inner product

⟨
⊗

s∈RY
zsi ,W⊗

r∈RX
zri ⟩F def

=
∑

JY

∏
s∈RY

zsijs
∑

JX
WJR

∏
r∈RX

zrijr . (2.6)

It provides a similarity measure between the outputs and the projection of the inputs by
the linear operator W. If the norm of W is fixed, then this inner product takes a greater
value if the angle between the direction of the outputs and the projection of the inputs is
smaller, thus the correlation between them is greater. If both the inputs and the outputs
are normalised to the same length then this similarity measure implies small distance as
well.

Based on these definitions, we can derive a simple but fundamental Lemma:
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Lemma 1. For all partitions RX ,RY of R the inner products

⟨
⊗

s∈RY
zsi ,W⊗

r∈RX
zri ⟩F

have the same value, namely
⟨W,

⊗
r∈R zri ⟩F .

Proof. We need to unfold only the corresponding definitions of the inner products that give
the next chain of equalities

⟨
⊗

s∈RY
zsi ,W⊗

r∈RX
zri ⟩F =

∑
JY

∏
s∈RY

zsijs
∑

JX
WJR

∏
r∈RX

zrijr
=

∑
j1,...,jnR

Wj1,...,jnR

∏
r∈R zrijr

= ⟨W,
⊗

r∈R zri ⟩F .
Q.E.D.

This Lemma shows that the value of the inner product of the tensor products is invariant
on the partitioning of the views into inputs and outputs.

2.1.2 The Optimisation Problem
To force a high similarity between the projected inputs and the outputs taken out of a fixed
partition of the views, a “Support Vector Machine”-style, maximum-margin-based optimi-
sation problem is formulated for the regression task. Please note the earlier application of
the framework [18, 19]:

min 1
2∥W∥2F + C

∑m
i=1 ξi

w.r.t. W tensor ∈ Z∗, ξ ∈ Rm,

s.t. ⟨
⊗
s∈RY

zsi︸ ︷︷ ︸
Outputs

,W ⊗
r∈RX

zri︸ ︷︷ ︸
Inputs

⟩F ≥ 1− ξi,

ξi ≥ 0, i = 1, . . . ,m,

(2.7)

where C > 0 is penalty constant.
The form is similar to the Support Vector Machine case with two notable exceptions: (i)

the outputs are no longer binary labels, {−1,+1}, but vectors of an arbitrary linear vector
space, and (ii) the normal vector of the separating hyperplane is reinterpreted as a linear
operator projecting the inputs into the space of the outputs.
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The regularisation term in the objective function forces the projections of the inputs and
the outputs to be similar with respect to their inner products. When the inputs and the
outputs are normalised, they live on a sphere in both corresponding spaces, hence we
solve the problem by using the structure of Spherical rather than Euclidean geometry.

Based on Lemma 1, we state the next theorem:

Theorem 2. For all partitions, RX ,RY of R the optimisation problem (2.7) is equivalent to
the following one:

min 1
2∥W∥2F + C

∑m
i=1 ξi

w.r.t. W tensor ∈ Z∗, ξ ∈ Rm,

s.t. ⟨W,
⊗

r∈R zri ⟩F ≥ 1− ξi, i = 1, . . . ,m,

ξi ≥ 0, i = 1, . . . ,m.

(2.8)

This equivalence holds true if the inputs and the outputs are partitioned independently for
every sample item.

Proof. We can reformulate the constraints by following Lemma 1 that proves the statement.
Q.E.D.

This fact guarantees that the linear operator W has a universal property that it is inde-
pendent of the way how the views are grouped into inputs and outputs, thus it consistently
characterises the underlying multi-view learning problem.

The seemingly complex problem represented by (2.8) can be solved via a simple La-
grangian dual:

min 1
2α

′(K1 • · · · •KnR

)
α− 1′α

w.r.t. α ∈ Rm

s.t. 0 ≤ α ≤ C1,
(2.9)

where
(Kr)ij = ⟨zri ,zrj ⟩, r ∈ R, i, j ∈ {1, . . . ,m} (2.10)

are kernels corresponding to each of the views. In the formulation of the Lagrangian dual,
we exploited the identity given by (2.2).

The • operator expresses the element-wise, Hadamard, product of matrices. This dual
can be solved in a straightforward way for very large scale applications1. After the dual

1The website of the authors provides an open source implementation to this problem.
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variables were computed, the optimum solution for the universal linear operator becomes

W =
∑m

i=1 αi

⊗
r∈R zri . (2.11)

In the test phase, known and unknown views are considered as inputs and outputs,
respectively. The output can be estimated in the following way:(⊗

s∈Ry
zs) ∼W⊗

r∈RX
zr =

∑m
i=1 αi[

⊗
r∈R zri ,⊗r∈RX

zr]
=

∑m
i=1 αi

∏
r∈RX

⟨zri ,zr⟩⊗s∈RY
zsi

=
∑m

i=1 βi

⊗
s∈RY

zsi ,
(2.12)

where
βi = αi

∏
r∈RX

⟨zri ,zr⟩, i = 1 . . . ,m. (2.13)
Thus, the prediction is a linear combination of the corresponding known outputs.

2.1.3 Computational Complexity of the Proposed Method
For estimation of the computational complexity of the problem presented in (2.9), one
can recognise that (2.9) is equivalent to the dual problem of an unbiased Support Vector
Machine (SVM). Consequently, the problem in (2.9) can be solved by applying the same
type of methods that should have the same complexity depending on the sparsity of the
included kernels, see a discussion about this in [20]. The basic task of the SVM is to
separate two classes of output data by a hyperplane. The settings of the SVM contain a
sample {yi,xi}, yi ∈ {−1,+1}, xi ∈ X (= Rn) and the separating hyperplane which is defined
by its normal vector w. Furthermore, input vectors might be embedded into a feature
space, HX , via a function ϕ : X → HX , where it is assumed that HX is a Hilbert space.

The corresponding primal optimisation problem of the SVM is formulated as
min 1

2∥w∥22 + C1′ξ

w.r.t. w ∈ Rn, ξ ∈ Rm,

s.t. yiw′ϕxi ≥ 1− ξi,

ξ ≥ 0, i = 1, . . . ,m,

(2.14)

while the dual problem of the SVM has the form (see for example in [21]),
min 1

2α
′(yy′ •KX)α− 1′α

w.r.t. α ∈ Rm,

s.t. 0 ≤ α ≤ C1.
(2.15)
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After introducing the notation K = (yy′•KX) in the SVM dual, and similarly K =
(K1•· · ·•KnR

)
in the dual of the multi-view learning problem (2.9), we arrive at the same optimisation
problem, thus the computational complexity of the proposed learning problem is the same
as the complexity of the SVM.

2.1.4 Non-linear Relations
Another consequence of the optimisation problem of the proposed learning method being
equivalent to that of the SVM is that the kernel trick can be applied here as well (see [21]
for more details). Since both the dual problem (2.9) and the prediction (2.12) contain all
input feature vectors as components of the corresponding inner products, a knowledge of
the positive semi-definite kernel matrix suffices for carrying out computations in the training
and in the prediction as well. More concretely, let all input features–the representation of
the image parts in this application–be implicitly embedded into a feature space by these
given functions,

ϕr : Zr → Hr, r ∈ RX , (2.16)

where Hr is a Hilbert space for each r. Then we can write up the elements of the kernels
as,

(Kr)ij = ⟨ϕr(zri ,ϕr(zrj)⟩ , r ∈ RX , i, j = {1, . . . ,m}. (2.17)

For example, Gaussian or Polynomial kernels can be chosen on top of the available linear
features.

2.2 Decomposing Images as Tensors
Images expressed by matrices can be represented as a product of the factors computed
by Kronecker decomposition. This Kronecker decomposition, after a reordering of the
elements of the image matrix, can be carried out by singular value decomposition (SVD).
That kind of transformation of images can reveal the structure of the images, e.g., edges,
and corners, and can yield a high level compression of the image matrices. In the case of
colour images, the representing matrices can be replaced with tensors in order to capture
the third dimension of the colours.
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2.2.1 Kronecker decomposition of matrices
Let us consider a real 2-dimensional (2D) image decomposition of which we can expect the
points nearby within continuous 2D blocks to relate stronger to each other than to the points
in the 1-dimensional rows or columns. A question is, “can the SVD decomposition provide
2D blocks instead of vectors?” To achieve this end, a Kronecker product of matrices is
introduced.

The Kronecker product of a matrix X can be expressed as

X = A⊗B =



A1,1B A1,2B · · · A1,nAB
A2,1B A2,2B · · · A2,nA

B
... ... . . . ...

AmA,1B AmA,2B · · · AmA,nA
B


(2.18)

where A ∈ RmA×nA , B ∈ RmB×nB , mX = mA ×mB, and nX = nA × nB.
In the Kronecker decomposition, the second component, B, might be interpreted as a

2D filter of the image represented by the matrix X. We can try to find a sequence of filters
by using the procedure presented in Algorithm 1.

Algorithm 1 Calculate the Kronecker decomposition of a matrix
Require: matrix X, number of iteration n,

Require: size of A ∈ RmA×nA , size of B ∈ RmB×nB

Ensure: (A(1),B(1)), . . . , (A(n),B(n))

1: X(1) = X
2: for k = 1 to n do
3: A(k),B(k) = argminA,B ∥X(k) −A⊗B∥2Frobenius

4: X(k) = X(k) −A(k) ⊗B(k), ## deflation
5: end for

The question can be stated now as, “if X is given, how can we compute the optimum
solution A and B for the problem minA,B ∥X(k) −A⊗B∥2Frobenius?
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2.2.2 Kronecker Decomposition as SVD
We can make an important observation that the algorithm solving the tensor decomposition
problem does not depend directly on the order of the elements of the matrix, thus a
permutation of the indexes, i.e. reordering of the columns and/or the rows, preserves the
same solution. Based on this observation, the Kronecker decomposition can be computed
via the SVD (see [22] for more details). An example that illuminates how the reordering of
the matrix X can solve the Kronecker decomposition problem is demonstrated here:

The matrices in the Kronecker product

X = A⊗B

x11 x12 x13 x14 x15 x16

x21 x22 x23 x24 x25 x26

x31 x32 x33 x34 x35 x36

x41 x42 x43 x44 x45 x46

x51 x52 x53 x54 x55 x56

x61 x62 x63 x64 x65 x66



=


a11 a12 a13

a21 a22 a23

a31 a32 a33

⊗

 b11 b12

b21 b22

 ,

can be reordered into

X̃ = Ã⊗ B̃

x11 x13 x15 x31 x33 x35 x51 x53 x55

x12 x14 x16 x32 x34 x36 x52 x54 x56

x21 x23 x25 x41 x43 x45 x61 x63 x65

x22 x24 x26 x42 x44 x46 x62 x64 x66



=



b11

b12

b21

b22


⊗

[
a11 a12 a13 a21 a22 a23 a31 a32 a33

]
,

where the blocks of X and the matrices A and B are vectorised in a row-wise order.
We recognise that X̃ = Ã ⊗ B̃ can be interpreted as the first step in the SVD algorithm

where we might apply substitutions √
su = Ã and √

sv = B̃. The proof that this reordering
provides a correct solution to the Kronecker decomposition can be found in [22].

The main steps of the Kronecker decomposition can be summarised as follows:
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1. Reorder (reshape) the matrix,

2. Compute the SVD decomposition,

3. Compute the approximation of X̃ by Ã⊗ B̃

4. Invert the reordering.

This kind of Kronecker decomposition is often referred as the Nearest Orthogonal Kro-
necker Product as well [22].

We can extend this procedure to higher order tensors represented by higher order
arrays (see the review paper of [23]). We can apply this method on the following objects:

• colour images, where three matrices express the RGB layers, a tensor of order 3,
e.g. 1024× 1024× 3,

• video stream of grey-scale images, where the third dimension is time,

• video stream of colour images, where the third dimension is colour, and the fourth
dimension is time.

The Kronecker decomposition presented above can be extended further to include
more than two factors (more details, alternative approaches and applications can be found
in [23]). The Kronecker decomposition algorithm, as shown in Algorithm 1), implements
a non-linear polynomial approximation of the target matrix or a higher order tensor. The
degree of the applied polynomial is equal to the number of included factors.

2.2.3 A Set Theoretic Approach to Reordering
A matrix representation as an ordered collection of elements can be reinterpreted by using
the language of set theory. Let X be a matrix with size m×n. For the sake of simplicity, we
assume that the elements [Xij ] of X are real numbers. The structure of the matrix X can be
described as a set X of the elements {Xij} with cardinality mn on which two equivalence
relations, Rr and Rc, are imposed, one based on the rows and the other based on the
columns, i.e. two elements are equivalent with respect to Rr if they are in the same row,
and equivalent with respect to Rc if they are in the same column.
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Now, the reordering of the matrix elements X is expressible by imposing another kind of
equivalence relations that classify the elements into different classes. These equivalence
relations have to satisfy the following rules: all of the equivalence classes within the relation
R have to have the same cardinality. The equal cardinality rule implies that the product
of the number of the equivalence classes NR and the common cardinality of the classes,
cardR, is equal to the cardinality of X , namely to mn. Then, the reordering of the matrix
elements can be carried out by sorting the equivalence classes into columns and rows of
a new matrix.

Note that the equivalence relation R can be decomposed further into a series of equiv-
alence relations (R1, . . . ,RN ). This decomposition can be realised in a recursive way.

1. Let the set of classes of R1 be given by C(R)1, . . . , C(R)NR1
, with common cardinality

cardR1
.

2. For every class of relations, Rk apply the same type of equivalence relations, Rk+1.
Since the cardinality of the classes of Rk is the same, this relation can be applied
uniformly. Consequently, the cardinality of the classes and the number of the classes
in Rk+1 are the same for all classes of Rk.

By reversing the recursive classification of the elements, we can build a tensor T of
order N + 1 by starting on the classes of the RN .

Since the internal structure of the matrix X is not directly exploited, only the set of
its elements are classified. The reordering procedure described above can be applied
on any tensor of arbitrary order. Thus, any tensor can be reordered into another tensor
of arbitrary order. An example of order one tensor, vectorisation, can be given by an
equivalence relation where all elements fall into the same equivalent class.

This interpretation of the reordering leads us to the realm of Algebraic Statistics, and
within that realm, to the Combinatorial Design Theory [24, 25]. The Combinatorial Design
Theory addresses the problem of how to build systems of finite sets that satisfy certain
requirements of symmetries as stated in the classical theory of Latin squares. These
theories play a very important role in creating balanced statistical experimental designs,
especially for medical tests.
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2.2.4 Compression
Furthermore, the tensor decomposition can provide a very high level compression of im-
ages. Some examples are presented here. The compression ratio is computed by dividing
the number of elements of the image matrix with the total number of elements of the com-
ponents in the decomposition.

The original image matrix is given by integers in the range of 0, . . . , 255 for both grey-
scale and RGB colour images. The decomposition happens in the space of real numbers,
but after having been decomposed, the real numbers in the components can be rescaled
and transformed into the original integer interval.

Let the size of a grey-scale image be equal to (1024, 1024), then we can have various
patterns of decompositions as shown in Table 2.1.

Component Singular Full Compression
Size Values Size Ratio

(32, 32), (32, 32) 10 s = 10 ∗ 2 ∗ 322 10242

s = 51.2

(16, 16), (16, 16), (4, 4) 20 s = 20 ∗ (2 ∗ 162 + 42) 10242

s = 99.29

Table 2.1: Examples of possible patterns of decomposition of a grey-scale image with
1024× 1024.

The components provide a tightly-compressed signature for the image as illustrated in
Figure 2.3.

Figure 2.3: The right image is a recovered image from the Kronecker decomposition of
the original image on the left. The factors were (48, 64, 1), (16, 16, 3) with 6 singular values.
The compression ratio was 102.4.
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(a) Image without compression
(b) Image compressed by Kro-
necker decomposition (c) Image compressed by SVD

Figure 2.4: An example of image compressed by the proposed and a conventional tech-
nique when the compression ratio was 100.

The Kronecker-decomposition-based features can be compared with those from a con-
ventional compression technique with SVD and the well-known SIFT features [26]. Let
the size of an RGB colour image be (640, 960, 3) and the sizes of the components in the
tensor decomposition be (10, 15, 1), (8, 8, 1), (8, 8, 3), and let 45 singular values be computed,
then 45 ∗ (10 ∗ 15 + 82 + 3 ∗ 82) 8-bit data items can be obtained with a high compression
ratio of ∼ 100. This is equivalent to (i) using image compression with SVD with 4 singular
values which gives ((640 ∗ 4) + 4 + (940 ∗ 4)) ∗ 3 data items and (ii) ∼ 36 SIFT feature vec-
tors with 128 real valued components, where we assume that these real numbers can be
represented by 32 bits. The tensor decomposition can recover a good approximation of
the original image and the colour information while the conventional technique cannot do
so, as shown in Figure 2.4. Although the 36 SIFT points may be able to capture some
particular characteristic points, they cannot recover the main structure of the entire image
at all.

2.2.5 Interpretation of Image Components
The components provided by the tensor decomposition can be endowed with a practical
interpretation. Let us discuss the two-component case where the image matrix X is ex-
pressed as a Kronecker product of two other matrices A and B. Since the second factor B
in the product is forced to be the same for all positions, it has to be equal to a nonlinearly
aggregated matrix. This factor is shifted around within the image and it is only scaled by
elements of the matrix A. Thus, B can be interpreted as an image filter.
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Figure 2.5: First level of the Kronecker decomposition in case of the first 8 largest singular
values.

In Figure 2.5, the first level components belonging to the sequence of decreasing sin-
gular values are of the compressed image shown in Figure 2.3. This image is factorised
into two levels and the corresponding low level components are presented in Figure 2.6.
Some characteristic patterns can be recognised from these factors. The factor belonging
to the second singular vector represents a horizontal edge filter and the factor belonging
to the third singular value yields a vertical line filter.

In this way, the image decomposition finds the boundaries of the critical regions, edges,
and corners in which most of the structural information concentrates, and as mentioned
earlier, it also produces a very highly compressed skeleton of the data.

Since in every step the decomposition processes the residue of the previous step, it
predicts those parts that have hardly been approximated earlier, thus in every step a new
layer of the structure is discovered. In images, these layers are first the flat areas, then
edges of different directions–vertical, horizontal, and slant–corners of different kind, and
the higher order singularities of the intensity surface. This kind of incremental approach
resembles a boost in which hardly predictable sample items receive larger weights.
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Figure 2.6: Second level of the Kronecker decomposition in case of the first 8 largest
singular values.

2.2.6 Relation to Known Saliency Detection Approaches
Generally applied saliency detectors are built on estimated derivatives of the intensity
function, I, of an image (see for example [27]). These derivatives can provide information
about the locations that the intensity changes significantly faster than a given threshold.
The general first order edge and corner detection algorithms consist of two phases: the
first phase uses a Gaussian filter to smooth out the noise caused by non-differentiable
representation of the image, and the second phase estimates the gradients of the image
intensity. The higher order methods also exploit the second derivative, the Hessian, of the
intensity image. Estimation of the derivatives can be performed by applying image filters
on the image intensity, e.g. Laplacian, Sobel and Prewitt.

For example Harris-Laplace detector relies on the first order partial derivatives, Ix, Iy, of
the intensity measured in the local neighbourhood of a given image point

A(x) = ∑
i,j

wij

 I2x(x) IxIy(x)
IxIy(x) I2y (x)

 , R = det(A)− α trace2
(A).

Similarly the Hessian affine region detector exploits the second partial derivatives of the
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Gaussian-filtered intensity, the Laplacian of the Gaussian (LoG) representation,

H(x) =

 Lxx(x) Lxy(x)
Lxy(x) Lyy(x)

 , L(x) = g(·|0, σI)⊗ I(x), LoG = trace(H),

where L is the Gaussian-filtered intensity, and g is a Gaussian filter with a parameter σI .
Our Kronecker decomposition based algorithm iteratively reproduces the partial deriva-

tives of the intensity function via higher order polynomial approximation of successive
error terms. During this iterative procedure, the algorithm automatically selects, in the
least-square sense, the best fitting filters as the last factor of the Kronecker product. In
this way, it gives an approximation of the multivariate Taylor series of the intensity image
that provides an estimation of the full series of those partial derivatives that are exploited in
well-known saliency detectors. It is also important to mention that the global optimality of
the Kronecker decomposition allows us to select only regions where the derivatives change
the most and eliminate flat, redundant ones. This selective property leads to high level
compression of the information needed to describe the variation of the intensity. For ex-
ample, Harris detector based methods focus only on local features without forcing globally
optimal extraction.

2.3 Combining Images with Eye Movements
The images processed in our eye movement experiments were assumed to be RGB colour
images represented by 3 parallel matrices and indexed by row and column coordinates of
the pixels in the images. Since the sizes of the images varied, all of them were transformed
into the same common size in the learning procedure. That common size was 50× 50.

The eye movements in all of the experiments were given as a list of coordinate pairs
consisting of the image related row and column indices. When the eyes moved beyond
the image, those eye movement coordinates were represented by invalid, e.g., negative
values. Therefore, the coordinate pairs of the eye movement had to be filtered to extract
only those points that corresponded to valid image pixels. When the sizes of the images
were transformed to the same size, that transformation applied to the eye movement
coordinates as well.

When eye movement coordinates were combined with an image, we needed to deal
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with the uncertainty of eye positions caused by measurement errors and movements of
the eyes and the head that were probably not related to the image. That uncertainty was
handled by applying Gaussian smoothing, a spatial filter, to each point of eye movement.
The Gaussian filter was centred at a point u with a width parameter σ assigns to each
image point x,

g(x|u, σ) = e−
∥x−u∥2

2σ . (2.19)

The centres of the Gaussian filters were localised at the observed points of the eye move-
ments. Since all image points could be connected by the filter to all eye movement points,
as many filter values were assigned to each image point as the number of observed eye
movement points. To aggregate the filter values, we applied the following function on all
of the image points x:

gA(x) =maxu g(x|u, σ). (2.20)

The function gA assigned to each point of the image, x, a Gaussian filter value that belonged
to the closest point of the eye movement. That Gaussian filter can well represent foveation
in human vision [28].

In Figure 2.7, the eye movement trajectories on a stimuli image of six contributing users
are presented. We were able to have some impression on the similarity and the variation
of the responds of the users looking at the same image and trying to perform the same
task.

Figure 2.8 shows images that were already merged with eye movements data. These
images would subsequently be decomposed by a Kronecker product. The decomposition
of the Kronecker product on the image and the combined images with eye movement data
are shown in Figure 2.9.
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(a) User 1 (b) User 2 (c) User 3

(d) User 4 (e) User 5 (f) User 6

Figure 2.7: The eye movements of six different users on a sample image.

Figure 2.8: Eye movement data overlaid on the image (left) and images merged with eye
movement data (right) of two users.
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Stimuli image

Image merged with eye movement data of User 1

Image merged with eye movement data of User 2

Figure 2.9: Kronecker decomposition of the original stimuli image and the corresponding
eye movement data of two users; two Kronecker factors and six singular values were
computed
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Chapter 3

Performance Evaluations and
Discussions
We evaluated our TMVL algorithm on a publicly available eye tracking dataset [4]. The
dataset contains eye tracking data of 15 different users on 1003 images. Each image
consists of three-second free-view trajectories of different users. In order to encourage
users to pay attention to the task, they were memory-tested at the end of the data collection
of 100 images.

In our experiment, only eight users were randomly selected; hence, there were eight
views in this setting. Each view was represented by a heatmap of each user. Heatmap
quantifies the degree of importance of parts of image; a higher probability of an important
part is implied by a higher density of eye movements on that part. We investigated two
sets of heatmap input features.

1. Heatmap generated from eye movement data alone (HE): A user’s heatmap was
created by convolving a Gaussian kernel with each eye fixation point.

2. Heatmap generated from eye movement data and the image (HEI): This set of fea-
tures was generated by a Kronecker decomposition of an image combined with
eye movement data as described in section 2.3 with σ of 2. We extracted fea-
tures with two components of Kronecker product from a grey scale processed im-
age. The sizes of the high (first) (A) and low (second) (B) level component were
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(10,10), and (5,5), respectively with 20 singular values. The feature vector became[
A1 ⊗B1 A2 ⊗B2 . . . A20 ⊗B20

]
.

All heatmaps were normalised to unit norm. To compare prediction performances, we
used three performance matrices as follows:

1. Area under the receiver operating characteristic (AUROC) is one of commonly used
performance metrics for comparing heatmaps and eye fixations1. It is based on an
ROC curve that can be computed by varying the threshold of the predicted heatmap.
A pixel is predicted as a target when its heatmap value is greater than the threshold,
while it is classified as a background when the value is below the threshold. AUROC
ranges from 0 (complete mismatch) to 1 (perfect match).

2. Correlation indicates the degree of linear relationship between two maps. It ranges
from −1 (perfect correlation but in the opposite direction) to +1 (perfect correlation).
Zero indicates no correlation between the two maps.

3. Jensen-–Shannon divergence (JSD) was used to identify the dissimilarity between
two distributions. It is based on Kullback-Leibler divergence (KLD) which can capture
a certain kind of non-linear, entropy type and dependency. KLD is defined as,

DKL(P ||Q) =
∑
i=1

ln
(
Pi

Qi

)
Pi (3.1)

where P,Q are the probability distributions. JSD is symmetric while KLD is not [29].
Square root of JSD has matrix properties. The more similar the two objects are, the
smaller the value of JSD is, and vice versa. JSD is defined as,

DJS(P ||Q) =
1

2
DKL(P ||M) +

1

2
DKL(Q||M) (3.2)

where M = 1
2 (P +Q).

Here, linear kernel function was used. Model selection was performed with five-fold
cross validation based on AUROC. We examined two scenarios of the test sets: (i) {1-7}
missing views were randomly selected and (ii) one fixed view was missing for each run.
The experiments were run 10 times with different random data splits.

1Available for download at http://www.vision.caltech.edu/∼harel/share/gbvs.php.
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Although our scenario is of a supervised learning approach, but its setting is different
from those mentioned earlier in the introduction. All previous works used a saliency map
of average locations fixated by all users as a global model. In our scenario, we instead
used individual fixation maps and focused on user models. Our assumption was that there
were some correlations between users’ eye movement behaviours. We aim to predict the
individual maps. There was no available technique designed for this kind of scenario, so
we compared our proposed method with baseline methods in a similar way that we did
in one of our previous works [30]. The baseline methods were two well-known saliency
map models: Conventional Visual Saliency (CVS) [1], and Graph-Based Visual Saliency
(GBVS) [2].

3.1 Randomly Select Missing Views
When the number of missing views increased, AUROC and correlation decreased for all al-
gorithms as shown in Figure 3.1a and 3.1b, respectively. On the other hand, JSD increased
when there was an increase in the number of missing views as shown in Figure 3.1c. When
the number of missing views increased, TMVL-HE performance was dramatically reduced
while GBVS and CVS’s performances were slightly decrease. TMVL-HE only used eye
movement data, therefore, the prediction performances highly depended on number of
available view, while GBVS and CVS used image information. TMVL-HE ’s performances
on AUROC were better than those on GBVS when there were 1–2 missing views and
better than those on CVS when there were 1–3 missing views. Unfortunately, TMVL-HE

performances on AUROC were worse than those on GBVS and CVS in other cases as
shown in Figure 3.1a. However, TMVL-HE was still able to achieve better average corre-
lation and JSD than GBVS and CVS were in all cases as shown in Figure 3.1b and 3.1c,
respectively.

Figure 3.2 shows an example of prediction by GBVS, CVS, and our proposed algorithm
when two views were missing. It can be seen that GBVS and CVS failed to predict where
users were looking at. Both algorithms put attention on the woman’s arm and the windows
while users actually focused on her face. Clearly, TMVL was more effective than GBVS
and CVS for all three performance matrices as shown in Table 3.1,
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Figure 3.1: A boxplot comparison of all methods when randomly selected {1-7} missing
views were considered.

Figure 3.2: True and TMVL-predicted heatmaps of an eight-view problem with two views
missing (User 1 and 2) compared to those predicted by baseline methods–GBVS and CVS.
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User Method AUROC Corr JSD

1
TMVL 0.8065 0.7160 0.3726
GBVS 0.6543 0.0783 1.2755
CVS 0.7358 0.0792 1.2454

2
TMVL 0.7812 0.6900 0.4064
GBVS 0.6707 0.0985 1.1863
CVS 0.6983 0.0981 1.1627

Table 3.1: Performance matrices of all of the methods on the image in figure 3.2. Bold
values indicate the best performance achieved in each user.

We improved prediction performance by using HEI as feature vectors and compared
the prediction results with those from other methods, as shown in Figure 3.3. TMVL-
HEI outperformed CVS in all cases but was only better than GBVS in {1–4}-missing-view
cases. TMVL was comparable to GBVS when five views were missing but was worse
than GBVS in the case of {6–7} missing views. It should be noted that we only evaluated
the performances on AUROC as it compared the predicted heatmaps directly with eye
movement data for all of the methods. Correlation and JSD compare between predicted
heatmaps to target heatmaps but target heatmaps for TMVL with HE and with HEI were
different. Hence, we were not able to directly compare these matrices. It is clear that using
HEI that combined images with eye movement information could dramatically enrich the
performance on AUROC over using HE as shown in Figure 3.4. AUROC was improved at
2.82% in 1-missing-view case and up to 15.20% in seven-missing-view case.

Figure 3.5 shows an example of predictions by all of the methods when two views
were missing. Again, GBVS and CVS failed to predict that the cat on the table would
be favourably looked at rather than chairs with light shone on them. Both TMVL with HE

and HEI were able to detect the cat; however, TMVL-HEI was able to capture more eye
movements than TMVL-HE did, especially for User 2.
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Figure 3.3: A comparison between the proposed method and two existing saliency predic-
tion methods in the case of randomly selected {1–7} missing views
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Figure 3.5: A comparison of predicted heatmaps by all of the considered methods.

Method User Index
1 2 3 4 5 6 7 8

TMVL-HEI 0.8550 0.8631 0.7939 0.8300 0.9010 0.8468 0.8418 0.7901
TMVL-HE 0.8349 0.8508 0.7690 0.8079 0.8711 0.8246 0.8184 0.7670
GBVS 0.8040 0.7848 0.7638 0.8028 0.8410 0.7888 0.8025 0.7636
CVS 0.7426 0.7164 0.7146 0.7517 0.7708 0.7257 0.7457 0.7171

Table 3.2: A comparison between all of the methods with AUROC when only one fixed
view/user are missing. Bold values indicate the best AUROC achieved in each user.

3.2 Fixing A Missing View
In this scenario, we wanted to predict where a user would be looking at in a (test) set of
images based on where the other seven users were looking at in the same set. According
to Table 3.2–Table 3.4, TMVL was the best contender for all users, followed by GBVS
and CVS in that order. Using HEI as input features could improve prediction performance
significantly for all cases and on all matrices.

Compared to GBVS and CVS, TMVL-HE showed an improvement with AUROC for all
users at 3.01% and 11.20% on the average, respectively, as shown in Figure 3.6a. TMVL-
HEI performance was improved much more, 5.81% against GBVS and 14.22% against
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Feature Method User Index
1 2 3 4 5 6 7 8

HEI TMVL 0.4147 0.4747 0.3568 0.4046 0.4569 0.4266 0.4154 0.3657
GBVS 0.2310 0.2319 0.2356 0.2736 0.2259 0.2432 0.2660 0.2645
CVS 0.1762 0.1757 0.1829 0.2114 0.1727 0.1829 0.2045 0.2097

HE TMVL 0.3276 0.4433 0.2951 0.3437 0.4013 0.3874 0.3706 0.2861
GBVS 0.1835 0.1932 0.1856 0.2083 0.1928 0.1981 0.2135 0.1976
CVS 0.1425 0.1465 0.1476 0.1662 0.1501 0.1526 0.1675 0.1604

Table 3.3: A comparison between all of the methods with correlation when only one fixed
view/user are missing.

Feature Method User Index
1 2 3 4 5 6 7 8

HEI TMVL 0.6324 0.5279 0.5152 0.4866 0.6234 0.5364 0.4998 0.4095
GBVS 0.7442 0.7046 0.5912 0.5893 0.8102 0.6735 0.6193 0.4921
CVS 0.7625 0.7171 0.5927 0.5968 0.8343 0.6844 0.6277 0.4833

HE TMVL 0.6792 0.5463 0.7011 0.6606 0.6055 0.6083 0.6269 0.7003
GBVS 1.1585 1.1138 1.0224 1.0024 1.1760 1.0451 0.9996 0.9582
CVS 1.2184 1.1753 1.0757 1.0595 1.2376 1.1056 1.0587 1.0103

Table 3.4: A comparison between all of the methods with JSD when only one fixed view/
user are missing.
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Figure 3.6: Relative improvement of TMVL compared to GBVS and CVS when only one
fixed view/user was missing.

CVS on the average, as shown in Figure 3.6b. Our proposed algorithm achieved the
highest improvement compared to both baselines for User 2. This means that other users’
eye movements behaviours were very useful to User 2. However, the least improvement
was found for User 8. This indicates that user adaptation can be useful as the performance
was improved even though not so much for the case of User 8. Using TMVL-HEI yielded
better AUROC, at 2.73% on the average than TMVL-HE did, as shown in Figure 3.7.
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Chapter 4

Conclusion
In this report, we introduced a missing-value prediction schema built upon maximum-
margin-based learning and invariances of tensor algebra. Our proposed algorithm was
tested on an eye movement dataset in order to identify where users were looking at in
images. We also proposed a new technique that decomposes images called “Kronecker
Decomposition”. This technique can be used in image compression applications. We also
proposed an approach to combine image with eye movement data. The processed image
is then decomposed by using Kronecker decomposition. We have demonstrated that our
framework was able to perform better than two well-known saliency detection techniques.
Several initial results show that user adaptation may be useful; thus, user information
should be investigated further in future research.
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✇✝�� ❛❡ ✆☛✠☎♠✆✠✝✞✆��✟ ❞✝❧❡✞✠❡❞ ❛✟ �☎✇✁�❡✉❡� ✝♠✆✕❡ ♦❡✆✠☛❧❡☞ ✧✄ ✠❤❡ ✞✆s❡ ✠❤✆✠ ☛s❡❧s

❤✆✉❡ ❛❡❡✄ ✕✝✉❡✄ ✆ ✞�❡✆❧ ✆✄❞ s✙❡✞✝✿✞ ✠✆s✂✖ ✠❤❡✝❧ ❡✟❡ ♠☎✉❡♠❡✄✠s ✇✝�� ❛❡ ✞☎✄✠❧☎��❡❞

❛✟ ✠❤❡ ✞☎✄✠❡✄✠ ☎♦ ✠❤❡ ✝♠✆✕❡☞ ❈☎✄s❡✡☛❡✄✠�✟✖ ✠☎✙✁❞☎✇✄ ✉✝s☛✆� ♦❡✆✠☛❧❡s ✆❧❡ ✠❤❡

♦❡✆✠☛❧❡s ✠❤✆✠ s❤☎☛�❞ ❛❡ ✞☎✄s✝❞❡❧❡❞ ❬✭❪☞ ❆✄☎✠❤❡❧ ✆✙✙❧☎✆✞❤ ✝s s☛✙❡❧✉✝s❡❞ �❡✆❧✄✝✄✕

❛✆s❡❞ s✆�✝❡✄✞✟ ♠☎❞❡�☞ ✧✠ ☛✠✝�✝s❡s ❡✟❡ ♠☎✉❡♠❡✄✠ ❞✆✠✆ ✇❤✝✞❤ ✆❧❡ ♠✆✙✙❡❞ ✇✝✠❤✾✺

✝♠✆✕❡ ♦❡✆✠☛❧❡s ❬✮✖ ❀✖ ✵✖ ✴❪☞
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■� ♦✁✂✄✁ t♦ ❧✄☎✁� ✇✆✄✁✄ ✆✉✝☎�✞ t✄�✂ t♦ ❧♦♦✟ ☎t ✐� ✐✝☎✠✄✞✡ ☎� ✄❡✄ t✁☎☛✟✄✁ ✐✞

✁✄r✉✐✁✄✂ t♦ ☛♦❧❧✄☛t ✄❡✄ ✝♦✈✄✝✄�t ✂☎t☎❞ ■� ✁✄☎❧☞✇♦✁❧✂ ✞☛✄�☎✁✐♦✞✡ ✄❡✄ ✝♦✈✄✝✄�t

✂☎t☎ ☛♦❧❧✄☛t✐♦� ✐✞ t✄✂✐♦✉✞✡ ❧☎✌♦✁✐♦✉✞✡ ☎�✂ ✄✍✎✄�✞✐✈✄❞ ▼♦✁✄♦✈✄✁✡ ✂☎t☎ ❧♦✞✞ ✐✞

✐�✄✈✐t☎✌❧✄ ☎✞ ✭✐✏ ☎� ✄❡✄ t✁☎☛✟✄✁ ✝☎❡ t✄✝✎♦✁☎✁✐❧❡ ❧♦✞✄ t✁☎☛✟ ♦✑ ☎ ✞✉✌❥✄☛t ✌✄☛☎✉✞✄✸✒

✆✄ ♦✁ ✞✆✄ ✐✞ ✝♦✈✐�✠ ✂✉✁✐�✠ t✆✄ ✄✍✎✄✁✐✝✄�t✡ ☎�✂ ✭✐✐✏ ☎ ✞✉✌❥✄☛t ✝☎❡ ✑☎✐❧ t♦ ✁✄✞✎♦�✂

t♦ ☎❧❧ ♦✑ t✆✄ t☎✞✟✞❞ ❈♦�✞✄r✉✄�t❧❡✡ ✇✄ ☎✐✝✄✂ t♦ ✄✞t✐✝☎t✄ ✝✐✞✞✐�✠ ✄❡✄ ✝♦✈✄✝✄�t

✂☎t☎ ✑✁♦✝ t✆✄ ☎✈☎✐❧☎✌❧✄ ✂☎t☎ ♦� t✆✄ ✞☎✝✄ t☎✞✟❞ ■t ✐✞ ✞✐✝✐❧☎✁ t♦ ❧✄☎✁�✐�✠ t♦ ✎✁✄✂✐☛t

✇✆✄✁✄ ✉✞✄✁✞ t✄�✂ t♦ ❧♦♦✟ ☎t ✌☎✞✄✂ ♦� t✆✄✐✁ ✎✁✄✈✐♦✉✞ ✄❡✄ ✝♦✈✄✝✄�t ✂☎t☎ ♦� ♦t✆✄✁

✐✝☎✠✄✞ ☎�✂ ♦� ♦t✆✄✁ ☎✈☎✐❧☎✌❧✄ ✉✞✄✁✞✓ ✄❡✄ ✝♦✈✄✝✄�t ✂☎t☎ ♦� t✆✄ ☛♦�✞✐✂✄✁✄✂ ✐✝☎✠✄❞✸✔

❚✆✐✞ ❧✄☎✂✞ t♦ t✆✄ ❧✄☎✁�✐�✠ ✞☛✄�☎✁✐♦ ✐�t✁♦✂✉☛✄✂ ✐� t✆✐✞ ✎☎✎✄✁❞ ■t ✐✞ ✌✉✐❧t ✇✐t✆ ☎

✠✄�✄✁☎❧ ☎✞✞✉✝✎t✐♦� t✆☎t ✝✉❧t✐✎❧✄ ✈✐✄✇✞ ♦✑ ☎ ✎✁♦✌❧✄✝ ☎✁✄ ☎✈☎✐❧☎✌❧✄❞ ■t ✐✞ �♦t

☎❧✇☎❡✞ ✎♦✞✞✐✌❧✄ t♦ ♦✌✞✄✁✈✄ ☎❧❧ ♦✑ t✆✄ ✈✐✄✇✞ ✐� ☎ ✁✄☎❧✐✞t✐☛ ✞☛✄�☎✁✐♦s t✆✄✁✄✑♦✁✄✡ t✆✐✞

✎✁♦✌❧✄✝ ☛☎� ✌✄ ☛☎✞t ☎✞ ☎ ✝✉❧t✐☞✈✐✄✇ ❧✄☎✁�✐�✠ ✎✁♦✌❧✄✝ ✇✐t✆ ✝✐✞✞✐�✠ ✂☎t☎❞ ■�

t✆✐✞ ✞☛✄�☎✁✐♦✡ ✇✄ ☎✞✞✉✝✄ t✆☎t ✐�✐t✐☎❧❧❡ t✆✄✁✄ ✐✞ ☎ ✞✉✌✞✄t ♦✑ t✁☎✐�✐�✠ ✞☎✝✎❧✄✞ ✐�✹✒

✇✆✐☛✆ ☎ ☛♦✝✎❧✄t✄ ✞✄t ♦✑ ✈✐✄✇✞ ☛☎� ✌✄ ♦✌✞✄✁✈✄✂✡ ✌✉t ❧☎t✄✁ ♦� ✎✁♦✌☎✌❧❡ ♦�❧❡ ✞♦✝✄

✁☎�✂♦✝ ✞✉✌✞✄t✞ ♦✑ ✈✐✄✇✞ ☛☎� ✌✄ ☛♦❧❧✄☛t✄✂❞

❚✆✄ ✠♦☎❧ ♦✑ t✆✄ ❧✄☎✁�✐�✠ t☎✞✟ ✐✞ t♦ ✄✞t✐✝☎t✄ t✆✄ ✈☎❧✉✄✞ ♦✑ ✝✐✞✞✐�✠ ✈✐✄✇✞ ✐�

✄☎☛✆ ✞☎✝✎❧✄❞ ❚✆✐✞ ✞☛✄�☎✁✐♦ ☛☎� ♦☛☛✉✁ ✐� ☎ ✁✄☎❧ ✄✍✎✄✁✐✝✄�t❞ ❚✆✐✞ t❡✎✄ ♦✑ ✎✁♦✌❧✄✝

✐✞ ☎ ✠✄�✄✁☎❧✐✞☎t✐♦� ♦✑ ☛❧☎✞✞✐☛☎❧ ✞✉✎✄✁✈✐✞✄✂ ❧✄☎✁�✐�✠ ✎✁♦✌❧✄✝✞ ✞✉☛✆ ☎✞ ✁✄✠✁✄✞✞✐♦�❞✹✔

❋☎☛✄ ✁✄☛♦✠�✐t✐♦� ✐✞ ♦�✄ ♦✑ t✆✄ ☎✎✎❧✐☛☎t✐♦�✞ t✆☎t ☛☎� ✌✄ ☛♦�✞✐✂✄✁✄✂ ✉�✂✄✁ t✆✐✞

✑✁☎✝✄✇♦✁✟ ✭✇✆✄� ✞♦✝✄ ✎☎✁t✞ ♦✁ ✈✐✄✇✞ ♦✑ t✆✄ ✑☎☛✄✞ ☎✁✄ ✉�✟�♦✇� ✌✄☛☎✉✞✄ ♦✑ ♦☛☞

☛❧✉✞✐♦�✡ ✑♦✁ ✄✍☎✝✎❧✄✏❞ ■� ✂✄✈✄❧♦✎✐�✠ t✆✄ ❧✄☎✁�✐�✠ ✑✁☎✝✄✇♦✁✟✡ ✇✄ ✝☎✂✄ t✇♦ ✝✐❧✂

☎✞✞✉✝✎t✐♦�✞❛ ✭✐✏ t✆✄✁✄ ✐✞ ☎ ✁✄☎✞♦�☎✌❧✄ ❧☎✁✠✄ �✉✝✌✄✁ ♦✑ ♦✌✞✄✁✈☎t✐♦�✞ ✭✞☎✝✎❧✄✞✏

✇✆✄✁✄ ☎❧❧ ♦✑ t✆✄ ✈✐✄✇✞ ☎✁✄ ✟�♦✇�✡ t✆✄✁✄✑♦✁✄✡ ☎ ❧✄☎✁�✐�✠ ✎✁♦☛✄✂✉✁✄ ☛☎� ✌✄ ✁✄☞✔✒

☎❧✐✞✄✂s ☎�✂ ✭✐✐✏ ✑✁♦✝ ✐�☛♦✝✎❧✄t✄ ♦✌✞✄✁✈☎t✐♦�✞✡ ☎t ❧✄☎✞t ♦�✄ ✈✐✄✇ ✐✞ ☎✈☎✐❧☎✌❧✄❞ ❲✄

✝☎✂✄ �♦ ☎✞✞✉✝✎t✐♦� ☎✌♦✉t t✆✄ ✂✐✞t✁✐✌✉t✐♦� ♦✑ t✆✄ ✝✐✞✞✐�✠ ✈✐✄✇✞✡ ✌✉t ☎�❡ ✎✁✐♦✁

✟�♦✇❧✄✂✠✄ ☎✌♦✉t t✆✄ ✝✐✞✞✐�✠ ✂☎t☎ ☛☎� ✌✄ ✄✍✎❧♦✐t✄✂ t♦ ✐✝✎✁♦✈✄ t✆✄ ✄✞t✐✝☎t✐♦�

♦✑ t✆✄✐✁ ✈☎❧✉✄✞❞

■� t✆✐✞ ✎☎✎✄✁✡ ✇✄ ✐�t✁♦✂✉☛✄✂ ☎ ✑♦✁✝✉❧☎t✐♦� t✆☎t ☛☎� ✌✄ ☛♦�✞✐✂✄✁✄✂ ☎✞ ☎ ✠✄�✄✁☞✔✔

☎❧✐✞✄✂ ✁✄✠✁✄✞✞✐♦� ✎✁♦✌❧✄✝ ✐� ✇✆✐☛✆ ✝✐✞✞✐�✠ ✈☎❧✉✄✞ ☎✁✄ ✄✞t✐✝☎t✄✂ ✑✁♦✝ ☎✈☎✐❧☎✌❧✄

✈✐✄✇✞ ☎�✂ t✆✄✐✁ ✁✄❧☎t✐♦�✞✆✐✎✞ ☎✁✄ ✄✍t✁☎☛t✄✂ ✑✁♦✝ t✁☎✐�✐�✠ ✞☎✝✎❧✄✞❞ ❆✞✞✉✝✐�✠
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t�✁t t�✂ ♠✄☎☎✄✆✝ ✈✄✂✞☎ ♦✟ ✁ ☎✁♠s✠✂ ✁❛✂ ♦✡ts✡t ② ✁✆☛ t�✂ ❦✆♦✞✆ s✁❛t☎ ✁❛✂ ✄✆✐

s✡t ①✱ t�✂✆ ✞✂ �✁✈✂ ② ✭ ❲①✱ ✞�✂❛✂ ❲ ✄☎ ✁ ✠✄✆✂✁❛ ♦s✂❛✁t♦❛ t�✁t ✠✂✁❛✆☎ ✟❛♦♠

❝♦♠s✠✂t✂ ☛✁t✁ ✁✆☛ ☛✂☎❝❛✄❞✂☎ t�✂ ❛✂✠✁t✄♦✆☎�✄s☎ ❞✂t✞✂✂✆ ☛✄☞✂❛✂✆t ✈✄✂✞☎✌ ❚�✂ ☛✄✟✐✻✍

✎❝✡✠t✏ ♦✟ t�✄☎ ❦✄✆☛ ♦✟ ❛✂✝❛✂☎☎✄♦✆ ✁❛✄☎✂☎ ✟❛♦♠ t�✂ ✟✁❝t t�✁t t�✂ ♦✡ts✡t ✁✆☛ ✄✆s✡t

♠✁✏ ✈✁❛✏ ✁♠♦✆✝ t�✂ ☎✁♠s✠✂ ✄t✂♠☎✌ ✑✂ s❛♦s♦☎✂☛ ✁ ❭❚✂✆☎♦❛✐❞✁☎✂☛ ▼✡✠t✄✐✈✄✂✞

▲✂✁❛✆✄✆✝ ✒❚▼✓▲✔✕ ✁✠✝♦❛✄t�♠ t♦ �✁✆☛✠✂ t�✂ s❛♦❞✠✂♠ ♦✟ ✄✆❝♦♠s✠✂t✂ ✈✄✂✞✌ P❛♦✐

✈✄☛✄✆✝ ✁ t❛✁❝t✁❞✠✂ ✠✂✁❛✆✄✆✝ ✁✠✝♦❛✄t�♠✱ ❚▼✓▲ ✄☎ ❞✁☎✂☛ ♦✆ s❛♦s✂❛t✄✂☎ ♦✟ t✂✆☎♦❛

✁✠✝✂❞❛✁ ✁✆☛ ♠✁✖✄♠✡♠ ♠✁❛✝✄✆✐❞✁☎✂☛ ♦st✄♠✄☎✁t✄♦✆ ✟❛✁♠✂✞♦❛❦✌ ❚✂✆☎♦❛ ☛✂❝♦♠s♦✐✻✗

☎✄t✄♦✆ �✁☎ ✁✠❛✂✁☛✏ ❞✂✂✆ ✡☎✂☛ ✄✆ ☎♦♠✂ ♠✄☎☎✄✆✝ ☛✁t✁ s❛♦❞✠✂♠☎✱ ✂✌✝✌✱ ❬✶✘✱ ✶✶❪✱ ❞✡t

t�✂✄❛ ☎✂tt✄✆✝☎ ✁❛✂ ☛✄☞✂❛✂✆t ✟❛♦♠ ♦✡❛☎✌ ▲✄✡ ❡✙ ✚✛✜ ✒✢✘✶✣✔ ✄✆✈✂☎t✄✝✁t✂☛ ✁ ✠♦✞✐❛✁✆❦

t✂✆☎♦❛ t✂❝�✆✄❤✡✂ ❞✁☎✂☛ ♦✆ t✂✆☎♦❛✐t❛✁❝✂ ✆♦❛♠ ♠✄✆✄♠✄☎✁t✄♦✆ s❛♦❞✠✂♠ ✄✆ ✄♠✁✝✂

❛✂❝♦✆☎t❛✡❝t✄♦✆ ❬✶✘❪✱ ✞�✄✠✂ ❈�✂✆ ✁✆☛ ●❛✁✡♠✁✆ ✒✢✘✶✤✔ s❛♦s♦☎✂☛ ✁ s❛♦❞✁❞✄✠✄☎t✄❝

t✂✆☎♦❛ ♠♦☛✂✠ ✟♦❛ ✄✆✟✂❛❛✄✆✝ �✡♠✁✆ ✁ss✂✁❛✁✆❝✂ ✟❛♦♠ ✡✆☎✂✂✆ ✈✄✂✞s♦✄✆t☎ ❬✶✶❪✌ ■✆✼✍

t�✄☎ s✁s✂❛✱ ✞✂ ☎�♦✞ t�✁t ♦✡❛ s❛♦s♦☎✂☛ ♠✂t�♦☛ ❝✁✆ ✂☎t✄♠✁t✂ ♠✄☎☎✄✆✝ ✂✏✂ ♠♦✈✂✐

♠✂✆t☎✱ ✞�✄❝� ❝✁✆ ❞✂ ✂✖s✠♦✄t✂☛ ✟♦❛ s❛✂☛✄❝t✄✆✝ ✞�✂❛✂ �✡♠✁✆☎ ✁❛✂ ✠✄❦✂✠✏ t♦ ✠♦♦❦ ✁t

✄✆ ✄♠✁✝✂☎✌

✑✂ ✁✠☎♦ s❛♦s♦☎✂ ✁ ✆♦✈✂✠ ✁ss❛♦✁❝� ✟♦❛ ✟✡☎✄✆✝ ✂✏✂ ♠♦✈✂♠✂✆t ✄✆✟♦❛♠✁t✄♦✆ ✞✄t�

✄♠✁✝✂ ✟✂✁t✡❛✂☎ ✄✆ ♦❛☛✂❛ t♦ ✂✆�✁✆❝✂ s❛✂☛✄❝t✄♦✆ s✂❛✟♦❛♠✁✆❝✂✌ ❚�✂❛✂ ✁❛✂ ♠✁✆✏✼✗

s✄✂❝✂☎ ♦✟ ✂✈✄☛✂✆❝✂ ☎✡✝✝✂☎t✄✆✝ t�✁t ✟✡☎✄✆✝ ✠♦✞✐✠✂✈✂✠ ✄♠✁✝✂ ✟✂✁t✡❛✂☎ ✞✄t� ✂✏✂ ♠♦✈✂✐

♠✂✆t ✄♠s❛♦✈✂☎ s❛✂☛✄❝t✄♦✆ ✁❝❝✡❛✁❝✏ ❬✶✢✱ ✶✣✱ ✶✤✱ ✶✥❪✌ ❍✂❛✂✱ ✞✂ ✂♠s✠♦✏✂☛ ✟✁❝t♦❛☎

☛✂❛✄✈✂☛ ✟❛♦♠ ❑❛♦✆✂❝❦✂❛ ☛✂❝♦♠s♦☎✄t✄♦✆ ♦✟ ✄♠✁✝✂ ✟✡☎✂☛ ✞✄t� ✂✏✂ ♠♦✈✂♠✂✆t ☛✁t✁

t♦ ❛✂s❛✂☎✂✆t ✂✁❝� ✈✄✂✞ ✄✆ ❚▼✓▲✌

❚�✂ ♦✡t✠✄✆✂ ♦✟ t�✂ s✁s✂❛ ✄☎ ✁☎ ✟♦✠✠♦✞☎✇ ❙✂❝t✄♦✆ ✢ ☛✂☎❝❛✄❞✂☎ ✁✠✠ ♠✂t�♦☛☎ s❛♦✐✽✍

s♦☎✂☛ ✄✆ t�✄☎ ✞♦❛❦✱ ✄✆❝✠✡☛✄✆✝ ❚▼✓▲ ✁✠✝♦❛✄t�♠✱ ✁✆☛ t✂✆☎♦❛ ☛✂❝♦♠s♦☎✄t✄♦✆✌ ❙✂❝✐

t✄♦✆ ✣✱ ☎�♦✞☎ t�✂ s✂❛✟♦❛♠✁✆❝✂ ❛✂☎✡✠t☎ ♦✟ ♦✡❛ s❛♦s♦☎✂☛ ♠✂t�♦☛☎ ♦✆ ✁ ❛✂✁✠✐✞♦❛✠☛

☛✁t✁☎✂t✌ ❋✄✆✁✠✠✏✱ t�✂ ❝♦✆❝✠✡☎✄♦✆ ♦✟ ♦✡❛ ☎t✡☛✏ ✄☎ s❛✂☎✂✆t✂☛ ✄✆ ☎✂❝t✄♦✆ ✤✌

✷✦ ✧★✩✪✫✬✫✮✫✯②

❚�✄☎ ☎✂❝t✄♦✆ ✂✖s✠✁✄✆☎ t�✂ ♠✂t�♦☛☎ s❛♦s♦☎✂☛ ✄✆ t�✄☎ ✞♦❛❦✇ ❙✡❞☎✂❝t✄♦✆ ✢✌✶✽✗

☛✂☎❝❛✄❞✂☎ t�✂ ❚▼✓▲ ✁✠✝♦❛✄t�♠✱ ✄t☎ ✁✠✝✂❞❛✁✄❝ ✟❛✁♠✂✞♦❛❦✱ ✁✆☛ t�✂ ❝♦❛❛✂☎s♦✆☛✄✆✝

✤
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❋�✁✂✄☎ ✶✆ ▼✝�✞ ❝✟✠✡✟✞☎✞t☛ ✝✞❛ ❛✝t✝ ✌✟✇ �✞ t☞�☛ ✇✟✄♦✍ ❚☞☎✄☎ ✝✄☎ t✇✟ ☛☎t☛ ✟✎ ✎☎✝t✂✄☎☛ ✇☞�❝☞

✝✄☎ ☎❡☎ ✠✟✈☎✠☎✞t �✞✎✟✄✠✝t�✟✞ ✟✞✏❡ ✝✞❛ �✠✝✁☎ ✎✂☛☎❛ ✇�t☞ ☎❡☎ ✠✟✈☎✠☎✞t �✞✎✟✄✠✝t�✟✞✍

✑✒✓✔✕✔✖✗✓✔✑✘ ✒♣✑✙✚✛✕✜ ❙✢✙✖✛✣✓✔✑✘ ✷✜✷ ✛✤✒✚✗✔✘✖ ✓✥✛ ✒♣✑✣✛✦✢♣✛ ❢✑♣ ✦✛✣✑✕✒✑✖✧

✔✘✐ ✔✕✗✐✛✖ ✗✖ ✓✛✘✖✑♣✖★ ❢✑✚✚✑✩✛✦ ✙② ✗✘ ✗✒✒♣✑✗✣✥ ❢✑♣ ✣✑✕✙✔✘✔✘✐ ✔✕✗✐✛✖ ✩✔✓✥ ✛②✛

✕✑✪✛✕✛✘✓ ✦✗✓✗ ✔✘ ✖✢✙✖✛✣✓✔✑✘ ✷✜✫✜ ❆ ✕✑✦✛✚✧✓♣✗✔✘✔✘✐ ✒♣✑✣✛✖✖ ❢♣✗✕✛✩✑♣✬★ ✔✘✣✚✢✦✧

✔✘✐ ✗ ✦✗✓✗ ✒♣✑✣✛✖✖✔✘✐ ✒✔✒✛✚✔✘✛ ❢✑♣ ✓✩✑ ✖✛✓✖ ✑❢ ❢✛✗✓✢♣✛✖★ ✔✖ ✪✔✖✢✗✚✚② ✖✢✕✕✗♣✔✖✛✦ ✔✘✾✭

✮✔✐✢♣✛ ✯✜

✰✱✲✱ ✳✴✵✸✹✺✻✼✽✸✴❞ ✿❀❁❂❃✻❄❃✴❅ ▲✴✽✺✵❃✵❇ ❈❁❇✹✺❃❂❧❉

❆✖ ✒♣✛✪✔✑✢✖✚② ✕✛✘✓✔✑✘✛✦★ ✩✛ ✥✗✦ ✗ ✖✛✓ ✑❢ ✣✑✕✒✚✛✓✛ ✪✔✛✩✖ ✑❢ ✑✢♣ ✖✗✕✒✚✛✖ ✓✥✗✓

✩✛ ✢✖✛✦ ✗✖ ✓♣✗✔✘✔✘✐ ✖✛✓★ ✗✘✦ ✗ ✓✛✖✓ ✖✛✓ ✔✘ ✩✥✔✣✥ ✓✥✛ ✪✔✛✩✖ ✩✛♣✛ ✘✑✓ ✣✑✕✒✚✛✓✛

❊✕✔✖✖✔✘✐ ♣✗✘✦✑✕✚②r✜ ❲✛ ✗✔✕✛✦ ✓✑ ●✚✚ ✔✘ ✓✥✛ ✕✔✖✖✔✘✐ ✪✔✛✩✖ ❢✑♣ ✛✗✣✥ ✖✗✕✒✚✛✜ ❆✘✾❍

✛✤✗✕✒✚✛ ✑❢ ✕✢✚✓✔✧✪✔✛✩ ✚✛✗♣✘✔✘✐ ✒♣✑✙✚✛✕ ✩✔✓✥ ✕✔✖✖✔✘✐ ✦✗✓✗ ✔✖ ✖✥✑✩✘ ✔✘ ✮✔✐✢♣✛ ✷✜

✰✱✲✱✲✱ ❈❁❇✴✼✺✽❃■ ❏✺✽❉✴❅✹✺❑

◆✛✓ ✢✖ ✦✛✘✑✓✛ ❘ ❖ P✯◗ ❯ ❯ ❯ ◗ ♥❱❣ ✗✖ ✓✥✛ ✖✛✓ ✑❢ ✔✘✦✔✣✛✖ ✑❢ ✓✥✛ ✪✔✛✩✖ ✣✑✘✖✔✦✧

✛♣✛✦✜ ❳✘ ✑✢♣ ✕✑✦✛✚★ ✛✗✣✥ ✑❢ ✓✥✛✖✛ ✪✔✛✩✖ ✥✗✖ ✗ ✣✑♣♣✛✖✒✑✘✦✔✘✐ ✚✔✘✛✗♣ ✪✛✣✓✑♣ ✖✒✗✣✛

❩❨◗ ❬ ❭ ❘ ✑✪✛♣ ♣✛✗✚ ✘✢✕✙✛♣✖✜ ❪✥✛ ✦✔✕✛✘✖✔✑✘✖ ✑❢ ✓✥✛✖✛ ✖✒✗✣✛✖ ✗♣✛ ✦✛✘✑✓✛✦ ✙②❫✭✭

❴✔✕❊❩❨r ❖ ❵❨◗ ❬ ❭ ❘❯ ❪✥✛ ✖✛✓ ❜❱ ❖ P❥❤◗ ❯ ❯ ❯ ◗ ❥❦♠❣ ✣✑✕✒♣✔✖✛✖ ✓✥✛ ✔✘✦✔✣✛✖ ✑❢

✓✥✛ ✖✗✕✒✚✛✖ ✩✔✓✥✔✘ ✛✗✣✥ ✑❢ ✓✥✛ ✖✒✗✣✛✖ ✣✑♣♣✛✖✒✑✘✦✔✘✐ ✓✑ ✓✥✛ ✪✔✛✩✖★ ✛✘✢✕✛♣✗✓✧

✔✘✐ ✓✥✛ ✣✑✕✒✑✘✛✘✓✖ ✑❢ ✓✥✛ ✪✛✣✓✑♣✖ ✣✥✑✖✛✘ ❢♣✑✕ ✓✥✛ ✖✒✗✣✛ ✣✑♣♣✛✖✒✑✘✦✔✘✐ ✓✑ ✓✥✛

✪✔✛✩✖✜ ❪✥✛ ♣✗✘✐✛ ✑❢ ✓✥✛✖✛ ✔✘✦✔✣✛✖ ✔✖ ✛q✢✗✚ ✓✑ ✓✥✛ ✘✢✕✙✛♣ ✑❢ ✦✔✕✛✘✖✔✑✘✖ ✑❢ ✓✥✛

✣✑♣♣✛✖✒✑✘✦✔✘✐ ✖✒✗✣✛✜❫✭❍

s

47



❱�✁✂✄

❙☎✆✝✞✁ ✄s✟✞✁✄✠ ❩✶ ❩✷ ❩✸ ❩✹

✰ ✰ ✰ ✰

❈☎✡s☛✁☞✁ �☞✁✡✄✠ ③✶✶ ③✷✶ ③✸✶ ③✹✶

✭✌✝✟�r�r✍✎
✳
✳
✳

✳
✳
✳

✳
✳
✳

✳
✳
✳

③✶♠ ③✷♠ ③✸♠ ③✹♠

■r✞☎✡s☛✁☞✁ �☞✁✡✄✠ ③✶♠✏✶ ③✷♠✏✶ ✑ ③✹♠✏✶

✭✌✁✄☞✎ ✑ ✑ ③✸♠✏✷ ③✹♠✏✷

✑ ③✷♠✏✸ ✑ ✑

③✶♠✏✹ ✑ ✑ ③✹♠✏✹

✑ ③✷♠✏✒ ③✸♠✏✒ ✑

✑ ③✷♠✏✓ ③✸♠✏✓ ③✹♠✏✓

③✶♠✏✔ ✑ ③✸♠✏✔ ✑

✑ ✑ ✑ ③✹♠✏✕

✳
✳
✳

✳
✳
✳

✳
✳
✳

✳
✳
✳

❋✖✗✘✙✚ ✛✜ ●✙✢✣✤✖✥✢✦ ✙✚✣✙✚✧✚★t✢t✖✩★ ✩♦ t✤✚ ✪✘✦t✖✉✫✖✚✬ ✦✚✢✙★✖★✗ ♦✙✢✪✚✬✩✙✮ ♦✩✙ ✢ ♦✩✘✙✉✫✖✚✬ ✦✚✢✙★✉

✖★✗ ✣✙✩♣✦✚✪✯

✻

48



❆ s�✁✂✄☎ ✐s ❝❤✆s☎✝ ✆♦✞ ✆✟ ❞✐✠☎❝✞ ✂✠✆❞♦❝✞s ✆✟ ✞❤☎s☎ s✂�❝☎s✡ �✝❞ ☎�❝❤ s�✁✂✄☎

✐✞☎✁ ❝✆✝s✐s✞s ✆✟ �s ✁�✝② ✈☎❝✞✆✠s �s ✞❤☎ ✝♦✁❜☎✠ ✆✟ ✈✐☎☛s✡

❱✐☎☛s☞

▲✐✝☎�✠ ✈☎❝✞✆✠ s✂�❝☎s☞ ❩✶ ✿ ✿ ✿ ❩♥❘

✰ ✿ ✿ ✿ ✰

❙�✁✂✄☎☞ ③✶
✌ ✿ ✿ ✿ ③

♥❘
✌ ✍ ❂ ✎❀ ✿ ✿ ✿ ❀♠✿

❚❤☎ ✂✠✆❞♦❝✞ s✂�❝☎ ✆✟ ✞❤☎ ✈✐☎☛s ✐s ❣✐✈☎✝ ❜② ✞❤☎ ✞☎✝s✆✠ ✂✠✆❞♦❝✞ ✆✟ ✞❤☎ s✂�❝☎s✡

❩ ❂
◆

r✷✏ ❩r✳ ❚❤✐s ❝✆✝s✞✠♦❝✞✐✆✝ ✟✆✠✁s ✞❤☎ �✄❣☎❜✠�✐❝ ✟✠�✁☎☛✆✠✑ ✆✟ ✆♦✠ s✆✄♦✞✐✆✝✡

s☎☎ ❬✎✒✡ ✎✓❪ �✝❞ ✞❤☎ ✠☎✟☎✠☎✝❝☎s ✞❤☎✠☎✐✝ ✟✆✠ ✁✆✠☎ ❞☎✞�✐✄s✳

■✟ ☛☎ �✠☎ ❣✐✈☎✝ ✞☛✆ ✞☎✝s✆✠ ✂✠✆❞♦❝✞s ✆✟ ✈☎❝✞✆✠s ✞❤☎✝ ✞❤☎ ✟✆✄✄✆☛✐✝❣ ❝✆✝✞✠�❝✞✐✆✝

✆✂☎✠�✞✆✠ ❬✿❀ ✿❪ ❝�✝ ❜☎ ❞☎✔✝☎❞ ✆✈☎✠ ✞❤☎✁ �s

❬
◆

q✷✕ ✉q❀
◆

r✷✏ ✖r❪ ❂
◗

q✷✕✗✏✘✉q❀ ✖q✙
◆

q✷✕✚✏ ✉q
◆

r✷✏✚✕ ✖r❀ ✭✎✛

☛❤☎✠☎ ✞❤☎ ✐✝✝☎✠ ✂✠✆❞♦❝✞ ✐s ❝✆✁✂♦✞☎❞ ✟✆✠ �✄✄ ❝✆✁✁✆✝ ✐✝❞✐❝☎s✳ ❲❤☎✝ ✞❤☎ ✞☛✆

✐✝❞☎✜ s☎✞s �✠☎ ❝✆✐✝❝✐❞☎✝✞ ✞❤☎✝ ✞❤☎ ✟✆✄✄✆☛✐✝❣ ☛☎✄✄ ✑✝✆☛✝ ✐❞☎✝✞✐✞② ❝�✝ ❜☎ ♦s☎❞ ✞✆

♦✝✟✆✄❞ ✞❤☎ ✐✝✝☎✠ ✂✠✆❞♦❝✞s ✆✟ ✞❤☎ ✞☎✝s✆✠ ✂✠✆❞♦❝✞s �s

✘
◆

q✷✕ ③r
✌ ❀

◆

q✷✕ ③
q
❥✙ ❂

◗

q✷✕✘③
q
✌ ❀ ③

q
❥✙✿

✭✢✛

❚❤✐s ✐❞☎✝✞✐✞② s✞�✞☎s ✞❤�✞ ✞❤☎ ✐✝✝☎✠ ✂✠✆❞♦❝✞ ✆✟ ✞☎✝s✆✠ ✂✠✆❞♦❝✞s ✆✟ ✈☎❝✞✆✠s ✐s ☎❡♦�✄

✞✆ ✞❤☎ ✂✠✆❞♦❝✞ ✆✟ ✞❤☎ ✐✝✝☎✠ ✂✠✆❞♦❝✞ ✆✟ ✞❤☎s☎ ✈☎❝✞✆✠s✳✣✣✤

❚❤✐s ✐✝✞☎✠✂✠☎✞�✞✐✆✝ ✆✟ ✞❤☎ ✐✝❞✐❝☎s ✐s ❝✆✁✂�✞✐❜✄☎ ☛✐✞❤ ✞❤☎ ✝✆✞�✞✐✆✝s ❝✆✁✁✆✝✄②

♦s☎❞ ✐✝ ✞☎✝s✆✠ �✄❣☎❜✠�✡ ✝�✁☎✄②✡ ☛✐✞❤ ✞❤☎ s✆✥❝�✄✄☎❞ ❭✦✐✝s✞☎✐✝ s♦✁✁�✞✐✆✝ ❝✆✝✈☎✝✥

✞✐✆✝t✳ ❚❤☎ s②✁❜✆✄ ✆✟ s♦✁✁�✞✐✆✝
P

✐s ✆✁✐✞✞☎❞ �✝❞ s♦✁✁�✞✐✆✝ ❤�s ✞✆ ❜☎ ❝�✠✠✐☎❞

✆♦✞ ✆✈☎✠ �✄✄ ✐✝❞✐❝☎s ☛❤✐❝❤ �✠☎ ❞☎✝✆✞☎❞ ❜② ✞❤☎ s�✁☎ s②✁❜✆✄✳ ❙✐✝❝☎ ☛☎ ♦s☎ ✞❤✐s

s✞✠�✞☎❣② ✞✆ ❞☎✝✆✞☎ ✈✐☎☛s �✝❞ �✄❣✆✠✐✞❤✁✐❝ ✐✞☎✠�✞✐✆✝s ☛❤✐❝❤ �✠☎ ✝✆✞ ✞☎✝s✆✠ ✐✝❞✐❝☎s✡✣✣✧

☛☎ ❝❤✆✆s☎ ✞✆ ❤�✝❞✄☎ s♦✁✁�✞✐✆✝s ☛✐✞❤ s✂☎❝✐�✄ ❝�✠☎ ❜② ✁�✑✐✝❣ ✞❤☎✁ ☎✜✂✄✐❝✐✞ ✈✐�

✞❤☎ ❝✆✝✞✠�❝✞✐✆✝ ✆✂☎✠�✞✆✠ ❬✿❀ ✿❪✳ ❋♦✠✞❤☎✠✁✆✠☎✡ ☛☎ �ss♦✁☎ �✝ ✆✠✞❤✆❣✆✝�✄ ✠☎✂✠☎s☎✝✥

✞�✞✐✆✝ ✆✟ ✞❤☎ ✐✝❞✐❝☎s✡ ❤☎✝❝☎ ✐✝ ✞♦✠✝✡ ✞❤☎✠☎ ✐s ✝✆ ✝☎☎❞ ✞✆ ✁�✑☎ ❞✐s✞✐✝❝✞✐✆✝ ❜☎✞☛☎☎✝

❝✆✈�✠✐�✝✞ �✝❞ ❝✆✝✞✠�✈�✠✐�✝✞ ✐✝❞✐❝☎s✳

■✝ ✞❤☎ ✄☎�✠✝✐✝❣ ✂✠✆❜✄☎✁✡ ☛☎ ♦s☎ � ✄✐✝☎�✠ ✆✂☎✠�✞✆✠✡ � ✞☎✝s✆✠✡ ✞❤�✞ ✐s �✝ ☎✄☎✁☎✝✞

✓
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♦� t✁✂ ❞✄☎✆ s✝☎✞✂ ♦� ❩✱ t✁✂ s✝☎✞✂ ♦� ✆❧✟✂☎✠ �✄✟✞t❧♦✟☎✆s ❞✂✡✟✂❞ ♦✟ ❩✱ ✟☎♥✂✆☛

❲ ✷ ❩
☞
❀ ❲ ❂ ❬✌❏❘❪ ❂ ❬✌❥✶✍✎✎✎✍❥✏❘

❪❀

✇✁✂✠✂ ❩☞ ❞✂✟♦t✂s t✁✂ ❞✄☎✆ s✝☎✞✂ ♦� ☎✆✆ ✝♦ss❧✑✆✂ ✆❧✟✂☎✠ �✄✟✞t❧♦✟☎✆s ❞✂✡✟✂❞ ♦✟ ❩✳✒✓✔

✕✂ ✞☎✟ ✇✠❧t✂ ✄✝ ❋✠♦✑✂✟❧✄s t☛✝✂ ❧✟✟✂✠ ✝✠♦❞✄✞ts ✑✂t✇✂✂✟ t✁✂ ✆❧✟✂☎✠ ♦✝✂✠☎t♦✠

❲ ☎✟❞ t✁✂ t✂✟s♦✠ ✝✠♦❞✄✞t ♦� ✈✂✞t♦✠s ♦� t✁✂ ✈❧✂✇s ☎s

❤❲❀
◆

r✖✗ ③r
✐ ✘✙ ❂

P

❥✶✍✎✎✎✍❥✏❘
✌❥✶✍✎✎✎✍❥✏❘

◗

r✖✗ ③r
✐❥✚ ✿

✭✛✜

■✟ s❧♥❧✆☎✠ �☎s✁❧♦✟✱ ✇✂ ✞☎✟ ✞♦♥✝✄t✂ t✁✂ ❋✠♦✑✂✟❧✄s ✟♦✠♥ ♦� ❲ ✑☛

❦❲❦✙ ❂
✢P

❥✶✍✎✎✎✍❥✏❘
✌✣

❥✶✍✎✎✎✍❥✏❘

✤ ✶
✥ ✿ ✭✦✜

■✟ t✁✂ ✟✂✧t st✂✝✱ t✁✂ s✂t ♦� ✈❧✂✇s ❧s ✝☎✠t❧t❧♦✟✂❞ ❧✟t♦ t✇♦ ☎✠✑❧t✠☎✠☛ ✝☎✠ts✱

★❳ ✩ ★❀ ★❨ ❂ ★ ✪ ★❳❀

✇✂ t✂✠♥ t✁✂ ✈❧✂✇s ♦✞✞✄✠✠❧✟❝ ❧✟ ★❳ ☎s ❧✟✝✄ts✱ ☎✟❞ t✁✂ ✈❧✂✇s ❧✟ ★❨ ✞☎✟ ✑✂

✁☎✟❞✆✂❞ ☎s ♦✄t✝✄ts✳ ❈♦✠✠✂s✝♦✟❞❧✟❝ t♦ ✂❧t✁✂✠ ★❳ ♦✠ ★❨ ✱ t✁✂ s✂t ♦� ❧✟❞❧✞✂s

✑✂✆♦✟❝❧✟❝ t♦ ✂☎✞✁ ✈❧✂✇ ✁☎s t♦ ✑✂ s✝✆❧t ☎✝☎✠t✱

✫❳ ✩ ✫✬❀ ✫❳ ❂ ❢✮r❀ ✯ ✷ ★❳❣❀ ✫❨ ❂ ✫✬ ✪ ✫❳✿

❋❧✧❧✟❝ ☎ ✝☎✠t❧t❧♦✟✱ ☎ ✞♦✟t✠☎✞t❧♦✟ ♦� ❲ ✞☎✟ ✑✂ ❞✂✡✟✂❞ ☎s

✌✰✲ ❂ ✌✰❘✴✰✵ ❂ ❲
◆

r✖✗✵
③r
✐

✸✹✺
❂

P

❥✚✖❏✵
✌✰❘

◗

r✖✗✵
③r
✐❥✚ ❀

✭✻✜

✇✁✂✠✂ t✁✂ ✞♦♥✝♦✟✂✟ts ♦� ❲ ☎✠✂ s✄♥♥✂❞ ♦✟✆☛ ♦✈✂✠ t✁✂ ❧✟✝✄t ✈❧✂✇s✳

❈♦✟s✂✼✄✂✟t✆☛✱ t✁✂ ✠✂✆☎t❧♦✟s✁❧✝ ✑✂t✇✂✂✟ t✁✂ ❧✟✝✄ts ☎✟❞ t✁✂ ♦✄t✝✄ts ✞☎✟ ✑✂

❞✂s✞✠❧✑✂❞ ✑☛ t✁✂ �♦✆✆♦✇❧✟❝ ❧✟✟✂✠ ✝✠♦❞✄✞t

❤
◆

✽✖✗✲
③✽
✐ ❀❲

◆

r✖✗✵
③r
✐ ✘✙

✸✹✺
❂

P

✰✲

◗

✽✖✗✲
③✽
✐❥✾

P

✰✵
✌✰❘

◗

r✖✗✵
③r✐❥✚ ✿

✭❁✜

■t ✝✠♦✈❧❞✂s ☎ s❧♥❧✆☎✠❧t☛ ♥✂☎s✄✠✂ ✑✂t✇✂✂✟ t✁✂ ♦✄t✝✄ts ☎✟❞ t✁✂ ✝✠♦❃✂✞t❧♦✟ ♦� t✁✂

❧✟✝✄ts ✑☛ t✁✂ ✆❧✟✂☎✠ ♦✝✂✠☎t♦✠ ❲✳ ■� t✁✂ ✟♦✠♥ ♦� ❲ ❧s ✡✧✂❞✱ t✁✂✟ t✁❧s ❧✟✟✂✠

✝✠♦❞✄✞t t☎❄✂s ☎ ❝✠✂☎t✂✠ ✈☎✆✄✂ ❧� t✁✂ ☎✟❝✆✂ ✑✂t✇✂✂✟ t✁✂ ❞❧✠✂✞t❧♦✟ ♦� t✁✂ ♦✄t✝✄ts

❅
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❛�✁ t✂✄ ♣☎✆❥✄✝t✞✆� ✆♦ t✂✄ ✞�♣✐t✟ ✞✟ ✟s❛✠✠✄☎✡ t✂✐✟ t✂✄ ✝✆☎☎✄✠❛t✞✆� ❜✄t✇✄✄� t✂✄s ✞✟✶☛☞

❣☎✄❛t✄☎✌ ■♦ ❜✆t✂ t✂✄ ✞�♣✐t✟ ❛�✁ t✂✄ ✆✐t♣✐t✟ ❛☎✄ �✆☎s❛✠✞✟✄✁ t✆ t✂✄ ✟❛s✄ ✠✄�❣t✂

t✂✄� t✂✞✟ ✟✞s✞✠❛☎✞t② s✄❛✟✐☎✄ ✞s♣✠✞✄✟ ✟s❛✠✠ ✁✞✟t❛�✝✄ ❛✟ ✇✄✠✠✌

❇❛✟✄✁ ✆� t✂✄✟✄ ✁✄❞�✞t✞✆�✟✡ ✇✄ ✝❛� ✁✄☎✞✍✄ ❛ ✟✞s♣✠✄ ❜✐t ♦✐�✁❛s✄�t❛✠ ▲✄ss❛✎

✏✑✒✒✓ ✔✕ ❋✖✗ ✘✙✙ ✚✘✗✛✜✛✜✖✢✣ ❘❳❀❘❨ ✖✤ ❘ ✛✥✦ ✜✢✢✦✗ ✚✗✖✧★✩✛✣

❤
◆

✪✷✫✬
③✪✭ ❀❲

◆

r✷✫✮
③r✭ ✯✰

✥✘✱✦ ✛✥✦ ✣✘✲✦ ✱✘✙★✦✈ ✢✘✲✦✙♥

❤❲❀
◆

r✷✫ ③r✭ ✯✰ ✿

P✗✖✖✤✳ ✴✄ �✄✄✁ t✆ ✐�♦✆✠✁ ✆�✠② t✂✄ ✝✆☎☎✄✟♣✆�✁✞�❣ ✁✄❞�✞t✞✆�✟ ✆♦ t✂✄ ✞��✄☎ ♣☎✆✁✵

✐✝t✟ t✂❛t ❣✞✍✄ t✂✄ �✄✸t ✝✂❛✞� ✆♦ ✄❡✐❛✠✞t✞✄✟

❤
◆

✪✷✫✬
③✪✭ ❀❲

◆

r✷✫✮
③r✭ ✯✰ ❂

✹

❏✬

◗

✪✷✫✬
③✪✭✺✻

✹

❏✮
✼❏✽

◗

r✷✫✮
③r✭✺✾

❂
✹

✺❁❃❄❄❄❃✺❅✽
✼✺❁❃❄❄❄❃✺❅✽

◗

r✷✫ ③r✭✺✾

❂ ❤❲❀
◆

r✷✫ ③r✭ ✯✰ ✿

❆✌❈✌❉✌

❚✂✞✟ ▲✄ss❛ ✟✂✆✇✟ t✂❛t t✂✄ ✍❛✠✐✄ ✆♦ t✂✄ ✞��✄☎ ♣☎✆✁✐✝t ✆♦ t✂✄ t✄�✟✆☎ ♣☎✆✁✐✝t✟✶❊●

✞✟ ✞�✍❛☎✞❛�t ✆� t✂✄ ♣❛☎t✞t✞✆�✞�❣ ✆♦ t✂✄ ✍✞✄✇✟ ✞�t✆ ✞�♣✐t✟ ❛�✁ ✆✐t♣✐t✟✌

❍✳❑✳❍✳ ▼✥✦ ❖✚✛✜✲✜✣✘✛✜✖✢ P✗✖❙✙✦✲

❚✆ ♦✆☎✝✄ ❛ ✂✞❣✂ ✟✞s✞✠❛☎✞t② ❜✄t✇✄✄� t✂✄ ♣☎✆❥✄✝t✄✁ ✞�♣✐t✟ ❛�✁ t✂✄ ✆✐t♣✐t✟
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❜② ❛ ✆②�✝✌�✁❛✄✝✎ ❚✆✝ s✝tt✂✄☎s ♦✟ t✆✝ ❙✏✑ ❝♦✄t❛✂✄ ❛ s❛✞�✁✝ ❢✒✐❀ ①✐❣❀ ✒✐ ✓

❢✔✕❀✰✕❣❀ ①✐ ✓ ❳✭✖ ❘♥✮ ❛✄❞ t✆✝ s✝�❛✌❛t✂✄☎ ✆②�✝✌�✁❛✄✝ ✇✆✂❝✆ ✂s ❞✝✗✄✝❞ ❜② ✂ts

✄♦✌✞❛✁ ✈✝❝t♦✌ ✘✎ ❋✠✌t✆✝✌✞♦✌✝❡ ✂✄�✠t ✈✝❝t♦✌s ✞✂☎✆t ❜✝ ✝✞❜✝❞❞✝❞ ✂✄t♦ ❛ ✟✝❛t✠✌✝✶☛✙

s�❛❝✝❡ ❍✚❡ ✈✂❛ ❛ ✟✠✄❝t✂♦✄ ✣ ✿ ❳ ✦ ❍✚❡ ✇✆✝✌✝ ✂t ✂s ❛ss✠✞✝❞ t✆❛t ❍✚ ✂s ❛

✛✂✁❜✝✌t s�❛❝✝✎

❚✆✝ ❝♦✌✌✝s�♦✄❞✂✄☎ �✌✂✞❛✁ ♦�t✂✞✂s❛t✂♦✄ �✌♦❜✁✝✞ ♦✟ t✆✝ ❙✏✑ ✂s ✟♦✌✞✠✁❛t✝❞

❛s

✞✂✄
✜
✢✤✘✤

✢
✢ ✰ ❈✥✵✧

✇✎✌✎t✎ ✘ ✓ ❘♥❀ ✧ ✓ ❘♠❀

s✎t✎ ✒✐✘
✵✣★✐ ✩ ✥ ✔ ✪✐❀

✧ ✩ ✫❀ ✬ ✖ ✕❀ ✯ ✯ ✯ ❀✱❀

✭✕✲✮

✇✆✂✁✝ t✆✝ ❞✠❛✁ �✌♦❜✁✝✞ ♦✟ t✆✝ ❙✏✑ ✆❛s t✆✝ ✟♦✌✞ ✭s✝✝ ✟♦✌ ✝✡❛✞�✁✝ ✂✄ ❬✷✕❪✮❡

✞✂✄
✜
✢✳

✵✭✴✴✵ ✸ ❑✚✮✳✔ ✥✵✳

✇✎✌✎t✎ ✳ ✓ ❘♠❀

s✎t✎ ✫ ✹ ✳ ✹ ❈✥✯

✭✕✺✮

❆✟t✝✌ ✂✄t✌♦❞✠❝✂✄☎ t✆✝ ✄♦t❛t✂♦✄ ❑ ✖ ✭✴✴✵ ✸❑✚✮ ✂✄ t✆✝ ❙✏✑ ❞✠❛✁❡ ❛✄❞ s✂✞✂✁❛✌✁②

❑ ✖
✻
❑✜ ✸ ✼ ✼ ✼ ✸ ❑♥✽

✾
✂✄ t✆✝ ❞✠❛✁ ♦✟ t✆✝ ✞✠✁t✂✉✈✂✝✇ ✁✝❛✌✄✂✄☎ �✌♦❜✁✝✞ ✭❁✮❡ ✇✝

❛✌✌✂✈✝ ❛t t✆✝ s❛✞✝ ♦�t✂✞✂s❛t✂♦✄ �✌♦❜✁✝✞❡ t✆✠s t✆✝ ❝♦✞�✠t❛t✂♦✄❛✁ ❝♦✞�✁✝✡✂t② ♦✟✶❂☞

t✆✝ �✌♦�♦s✝❞ ✁✝❛✌✄✂✄☎ �✌♦❜✁✝✞ ✂s t✆✝ s❛✞✝ ❛s t✆✝ ❝♦✞�✁✝✡✂t② ♦✟ t✆✝ ❙✏✑✎

❃❄❅❄❇❄ ◆❉❊●■❏❊▲▼❖ P▲■▼◗❏❉❊❯

❆✄♦t✆✝✌ ❝♦✄s✝❱✠✝✄❝✝ ♦✟ t✆✝ ✝❱✠✂✈❛✁✝✄❝✝ ♦✟ t✆✝ ❞✠❛✁ ♦�t✂✞✂s❛t✂♦✄ �✌♦❜✁✝✞s

♦✟ t✆✝ �✌♦�♦s✝❞ ✞✝t✆♦❞ ❛✄❞ t✆✝ ❙✏✑ ✂s t✆❛t t✆✝ ❦✝✌✄✝✁ t✌✂❝❦ ❝❛✄ ❜✝ ❛��✁✂✝❞

✆✝✌✝ ❛s ✇✝✁✁ ✭s✝✝ ❬✷✕❪ ✟♦✌ ✞♦✌✝ ❞✝t❛✂✁s ♦✄ ❜❛❝❦☎✌♦✠✄❞ ♦✟ ❦✝✌✄✝✁ t✌✂❝❦✮✎ ❙✂✄❝✝ ❜♦t✆

t✆✝ ❞✠❛✁ �✌♦❜✁✝✞ ✭❁✮ ❛✄❞ t✆✝ �✌✝❞✂❝t✂♦✄ ✭✕✷✮ ❝♦✄t❛✂✄ ❛✁✁ ✂✄�✠t ✟✝❛t✠✌✝ ✈✝❝t♦✌s ❛s

❝♦✞�♦✄✝✄ts ♦✟ t✆✝ ❝♦✌✌✝s�♦✄❞✂✄☎ ✂✄✄✝✌ �✌♦❞✠❝ts ❦✄♦✇✂✄☎ ♦✄✁② ❛ �♦s✂t✂✈✝ s✝✞✂✉

❞✝✗✄✂t✝ ❦✝✌✄✝✁ ✞❛t✌✂✡ s✠❲❝✝s ✟♦✌ ❝❛✌✌②✂✄☎ ♦✠t ❝♦✞�✠t❛t✂♦✄s ✂✄ t✆✝ t✌❛✂✄✂✄☎

❛✄❞ ✂✄ t✆✝ �✌✝❞✂❝t✂♦✄ ❛s ✇✝✁✁✎ ✑♦✌✝ ❝♦✄❝✌✝t✝✁②❡ ✁✝t ❛✁✁ ✂✄�✠t ✟✝❛t✠✌✝s ④ t✆✝

✕✷
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r�✁r�✂�✄t☎t✆✝✄ ✝♦ t✞� ✆✐☎✟� ✁☎rt✂ ✆✄ t✞✆✂ ☎✁✁❛✆✠☎t✆✝✄ ④ ❜� ✆✐✁❛✆✠✆t❛✡ �✐❜�❡❡�❡

✆✄t✝ ☎ ♦�☎t❢r� ✂✁☎✠� ❜✡ t✞�✂� ♦❢✄✠t✆✝✄✂☛

✣☞ ✿ ❩☞ ✦ ❍☞❀ ✌ ✷ ❘❳❀ ✭✍✎✏

✇✞�r� ❍☞ ✆✂ ☎ ✑✆❛❜�rt ✂✁☎✠� ♦✝r �☎✠✞ ✌✳ ❚✞�✄ ✇� ✠☎✄ ✇r✆t� ❢✁ t✞� �❛�✐�✄t✂ ✝♦

t✞� ❦�r✄�❛✂ ☎✂☛

✭❑✒✏✓✔ ❂ ❤✣☞✭③
☞
✓ ❀ ✣☞✭③

☞
✔ ✏✕ ❀ ✌ ✷ ❘❳❀ ✖❀ ❥ ❂ ✗✍❀ ✘ ✘ ✘ ❀♠❣✘ ✭✍✙✏

❋✝r �✚☎✐✁❛�☛ ●☎❢✂✂✆☎✄ ✝r P✝❛✡✄✝✐✆☎❛ ❦�r✄�❛✂ ✠☎✄ ❜� ✠✞✝✂�✄ ✝✄ t✝✁ ✝♦ t✞� ☎✈☎✆❛✛

☎❜❛� ❛✆✄�☎r ♦�☎t❢r�✂✳

✜✢✜✢ ❉✤❝✥✧★✥✩✪✫✬ ■✧✮✬✤✩ ✮✩ ✯✤✫✩✥✰✩✶✱✲

✴✐☎✟�✂ �✚✁r�✂✂�❡ ❜✡ ✐☎tr✆✠�✂ ✠☎✄ ❜� r�✁r�✂�✄t�❡ ☎✂ ☎ ✁r✝❡❢✠t ✝♦ t✞� ♦☎✠t✝r✂

✠✝✐✁❢t�❡ ❜✡ ✵r✝✄�✠❦�r ❡�✠✝✐✁✝✂✆t✆✝✄✳ ❚✞✆✂ ✵r✝✄�✠❦�r ❡�✠✝✐✁✝✂✆t✆✝✄☛ ☎♦t�r ☎

r�✝r❡�r✆✄✟ ✝♦ t✞� �❛�✐�✄t✂ ✝♦ t✞� ✆✐☎✟� ✐☎tr✆✚☛ ✠☎✄ ❜� ✠☎rr✆�❡ ✝❢t ❜✡ ✂✆✄✟❢❛☎r

✈☎❛❢� ❡�✠✝✐✁✝✂✆t✆✝✄ ✭✸✹✺✏✳ ❚✞☎t ❦✆✄❡ ✝♦ tr☎✄✂♦✝r✐☎t✆✝✄ ✝♦ ✆✐☎✟�✂ ✠☎✄ r�✈�☎❛

t✞� ✂tr❢✠t❢r� ✝♦ t✞� ✆✐☎✟�✂☛ �✳✟✳☛ �❡✟�✂☛ ☎✄❡ ✠✝r✄�r✂☛ ☎✄❡ ✠☎✄ ✡✆�❛❡ ☎ ✞✆✟✞ ❛�✈�❛✶✻✼

✠✝✐✁r�✂✂✆✝✄ ✝♦ t✞� ✆✐☎✟� ✐☎tr✆✠�✂ ☎✂ ✇�❛❛✳ ✴✄ ✠☎✂� ✝♦ ✠✝❛✝❢r ✆✐☎✟�✂☛ t�✄✂✝r✂ ✠☎✄

r�✁❛☎✠� t✞� ✐☎tr✆✠�✂ ✆✄ ✝r❡�r t✝ ✠☎✁t❢r� t✞� t✞✆r❡ ❡✆✐�✄✂✆✝✄ ✝♦ t✞� ✠✝❛✝❢r✂✳

✜✢✜✢✽✢ ✾✰✥✫✤❝❁✤✰ ❞✤❝✥✧★✥✩✪❃✪✥✫ ✥❄ ✧✮❃✰✪❝✤✩

▲�t ❢✂ ✠✝✄✂✆❡�r ☎ r�☎❛ ❅✛❡✆✐�✄✂✆✝✄☎❛ ✭❅✺✏ ✆✐☎✟� ❡�✠✝✐✁✝✂✆t✆✝✄ ✝♦ ✇✞✆✠✞

✇� ✠☎✄ �✚✁�✠t t✞☎t t✞� ✁✝✆✄t✂ ✄�☎r❜✡ ✇✆t✞✆✄ ✠✝✄t✆✄❢✝❢✂ ❅✺ ❜❛✝✠❦✂ ✠☎✄ r�❛☎t�✶✻✲

✂tr✝✄✟�r t✝ �☎✠✞ ✝t✞�r t✞☎✄ ✁✝✆✄t✂ ✆✄ t✞� ✍✛❡✆✐�✄✂✆✝✄☎❛ r✝✇✂ ✝r ✠✝❛❢✐✄✂✳ ❆

q❢�✂t✆✝✄ ✆✂☛ ❭✠☎✄ t✞� ✸✹✺ ❡�✠✝✐✁✝✂✆t✆✝✄ ✁r✝✈✆❡� ❅✺ ❜❛✝✠❦✂ ✆✄✂t�☎❡ ✝♦ ✈�✠t✝r✂❇❈☛

☎✠✞✆�✈� t✞✆✂ �✄❡☛ ☎ ✵r✝✄�✠❦�r ❡�✠✝✐✁✝✂✆t✆✝✄ ✆✂ ☎✁✁❛✆�❡✳

❚✞� ✵r✝✄�✠❦�r ✁r✝❡❢✠t ✝♦ ☎ ✐☎tr✆✚ ❊ ✠☎✄ ❜� �✚✁r�✂✂�❡ ☎✂

❊ ❂ ❏▼◆ ❂

❖

◗
◗
◗
◗
◗
◗
❙

❯❱❲❱◆ ❯❱❲❨◆ ❬ ❬ ❬ ❯❱❲❪❫◆

❯❨❲❱◆ ❯❨❲❨◆ ❬ ❬ ❬ ❯❨❲❪❫◆

✳
✳
✳

✳
✳
✳

✳ ✳ ✳
✳
✳
✳

❯❴❫❲❱◆ ❯❴❫❲❨◆ ❬ ❬ ❬ ❯❴❫❲❪❫◆

❵

❧
❧
❧
❧
❧
❧
♥

✭✍♣✏

✍s
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✇�✁✂✁ ❆ ✷ ❘♠✄☎♥✄✱ ❇ ✷ ❘♠✆☎♥✆✱ ✝❳ ❂ ✝✞ ✟✝✠✱ ❛✡☛ ☞❳ ❂ ☞✞ ✟ ☞✠✳

■✡ t�✁ ❑✂✌✡✁✍❦✁✂ ☛✁✍✌❞✎✌♦✏t✏✌✡✱ t�✁ ♦✁✍✌✡☛ ✍✌❞✎✌✡✁✡t✱ ❇✱ ❞✏✑�t ❜✁ ✏✡✐✶✒✓

t✁✂✎✂✁t✁☛ ❛♦ ❛ ✔✕ ✖✗t✁✂ ✌✘ t�✁ ✏❞❛✑✁ ✂✁✎✂✁♦✁✡t✁☛ ❜② t�✁ ❞❛t✂✏✙ ✚✳ ❲✁ ✍❛✡

t✂② t✌ ✖✡☛ ❛ ♦✁s✛✁✡✍✁ ✌✘ t�✌♦✁ ✖✗t✁✂♦ ❜② ❛✎✎✗②✏✡✑ t�✁ ✎✂✌✍✁☛✛✂✁ ✎✂✁♦✁✡t✁☛ ✏✡

✜✗✑✌✂✏t�❞ ✢✳

❆✣✤✥✦✧★✩✪ ✫ ❈❛✗✍✛✗❛t✁ t�✁ ❑✂✌✡✁✍❦✁✂ ☛✁✍✌❞✎✌♦✏t✏✌✡ ✌✘ ❛ ❞❛t✂✏✙

✬✭✮✯✧✦✭✰ ❞❛t✂✏✙ ✚❀ ✡✛❞❜✁✂ ✌✘ ✏t✁✂❛t✏✌✡ ☞❀

✬✭✮✯✧✦✭✰ ♦✏✲✁ ✌✘ ❆ ✷ ❘♠✄☎♥✄❀ ♦✏✲✁ ✌✘ ❇ ✷ ❘♠✆☎♥✆

❊✴✵✯✦✭✰ ✸❆✹✺✻❀❇✹✺✻✼❀ ✿ ✿ ✿ ❀ ✸❆✹♥✻❀❇✹♥✻✼

✽✾ ✚✹✺✻ ❂ ✚

❁✾ ❢✥✦ ❃ ❂ ✢ t✌ ☞ ❄✥

❅✾ ❆✹❉✻❀ ❇✹❉✻ ❂ ❛✂✑❞✏✡❋●❍ ❏✚
✹❉✻ ▲❆▼❇❏◆❖rP◗❙♥❚❯❱

❨✾ ✚✹❉✻ ❂ ✚✹❉✻ ▲❆✹❉✻ ▼ ❇✹❉✻❀ ❩❩ ☛✁❬❛t✏✌✡
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◆r✇✓ ✄t❡ ✂❡r✂☎❡✂✆✁✝ r♦ ✄t❡ ❞❛✄✂✆✏ ❡☛❡❞❡✁✄✞ ✸ ✆✞ ❡✏✠✂❡✞✞✆❜☛❡ ❜② ✆❞✠r✞✆✁✝

❛✁r✄t❡✂ ❦✆✁☎ r♦ ❡✚☞✆✈❛☛❡✁✟❡ ✂❡☛❛✄✆r✁✞ ✄t❛✄ ✟☛❛✞✞✆♦② ✄t❡ ❡☛❡❞❡✁✄✞ ✆✁✄r ☎✆✼❡✂❡✁✄✌✽✙
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❝�✁✂✂✄✂☎ ❚✆✄✂✄ ✄❡✝✞✟✁�✄❛❝✄ r✄�✁✠✞✡❛✂ ✆✁✟✄ ✠✡ ✂✁✠✞✂s☛ ✠✆✄ s✡��✡✇✞❛☞ r✝�✄✂✌ ✁�� ✡s ✠✆✄

✄❡✝✞✟✁�✄❛❝✄ ❝�✁✂✂✄✂ ✇✞✠✆✞❛ ✠✆✄ r✄�✁✠✞✡❛ ❘ ✆✁✟✄ ✠✡ ✆✁✟✄ ✠✆✄ ✂✁✍✄ ❝✁r✎✞❛✁�✞✠☛☎ ❚✆✄

✄❡✝✁� ❝✁r✎✞❛✁�✞✠☛ r✝�✄ ✞✍✐�✞✄✂ ✠✆✁✠ ✠✆✄ ✐r✡✎✝❝✠ ✡s ✠✆✄ ❛✝✍❜✄r ✡s ✠✆✄ ✄❡✝✞✟✁�✄❛❝✄

❝�✁✂✂✄✂ ◆✏ ✁❛✎ ✠✆✄ ❝✡✍✍✡❛ ❝✁r✎✞❛✁�✞✠☛ ✡s ✠✆✄ ❝�✁✂✂✄✂✑ ❝✁r✎✏✑ ✞✂ ✄❡✝✁� ✠✡ ✠✆✄

❝✁r✎✞❛✁�✞✠☛ ✡s ❳ ✑ ❛✁✍✄�☛ ✠✡ ♠✒☎ ❚✆✄❛✑ ✠✆✄ r✄✡r✎✄r✞❛☞ ✡s ✠✆✄ ✍✁✠r✞✓ ✄�✄✍✄❛✠✂✷✔✕

❝✁❛ ❜✄ ❝✁rr✞✄✎ ✡✝✠ ❜☛ ✂✡r✠✞❛☞ ✠✆✄ ✄❡✝✞✟✁�✄❛❝✄ ❝�✁✂✂✄✂ ✞❛✠✡ ❝✡�✝✍❛✂ ✁❛✎ r✡✇✂ ✡s

✁ ❛✄✇ ✍✁✠r✞✓☎

✖✡✠✄ ✠✆✁✠ ✠✆✄ ✄❡✝✞✟✁�✄❛❝✄ r✄�✁✠✞✡❛ ✗ ❝✁❛ ❜✄ ✎✄❝✡✍✐✡✂✄✎ s✝r✠✆✄r ✞❛✠✡ ✁ ✂✄r✞✄✂

✡s ✄❡✝✞✟✁�✄❛❝✄ r✄�✁✠✞✡❛✂ ✭✗✶❀ ✿ ✿ ✿ ❀✗✘✮☎ ❚✆✞✂ ✎✄❝✡✍✐✡✂✞✠✞✡❛ ❝✁❛ ❜✄ r✄✁�✞✂✄✎ ✞❛ ✁

r✄❝✝r✂✞✟✄ ✇✁☛☎✷✕✙

✚☎ ▲✄✠ ✠✆✄ ✂✄✠ ✡s ❝�✁✂✂✄✂ ✡s ✗✶ ❜✄ ☞✞✟✄❛ ❜☛ ❈✭❘✮✶❀ ✿ ✿ ✿ ❀ ❈✭❘✮✘✛✜
✑ ✇✞✠✆ ❝✡✍✍✡❛

❝✁r✎✞❛✁�✞✠☛ ❝✁r✎✢✜☎

✣☎ ❋✡r ✄✟✄r☛ ❝�✁✂✂ ✡s r✄�✁✠✞✡❛✂✑ ❘❦ ✁✐✐�☛ ✠✆✄ ✂✁✍✄ ✠☛✐✄ ✡s ✄❡✝✞✟✁�✄❛❝✄ r✄�✁✤

✠✞✡❛✂✑ ❘❦✰✶☎ ❙✞❛❝✄ ✠✆✄ ❝✁r✎✞❛✁�✞✠☛ ✡s ✠✆✄ ❝�✁✂✂✄✂ ✡s ❘❦ ✞✂ ✠✆✄ ✂✁✍✄✑ ✠✆✞✂

r✄�✁✠✞✡❛ ❝✁❛ ❜✄ ✁✐✐�✞✄✎ ✝❛✞s✡r✍�☛☎ ✥✡❛✂✄❡✝✄❛✠�☛✑ ✠✆✄ ❝✁r✎✞❛✁�✞✠☛ ✡s ✠✆✄✷✕✕

❝�✁✂✂✄✂ ✁❛✎ ✠✆✄ ❛✝✍❜✄r ✡s ✠✆✄ ❝�✁✂✂✄✂ ✞❛ ❘❦✰✶ ✁r✄ ✠✆✄ ✂✁✍✄ s✡r ✁�� ❝�✁✂✂✄✂

✡s ❘❦☎

❇☛ r✄✟✄r✂✞❛☞ ✠✆✄ r✄❝✝r✂✞✟✄ ❝�✁✂✂✞✦❝✁✠✞✡❛ ✡s ✠✆✄ ✄�✄✍✄❛✠✂✑ ✇✄ ❝✁❛ ❜✝✞�✎ ✁ ✠✄❛✂✡r

✧ ✡s ✡r✎✄r ◆ ★ ✚ ❜☛ ✂✠✁r✠✞❛☞ ✡❛ ✠✆✄ ❝�✁✂✂✄✂ ✡s ✠✆✄ ❘✘☎

❙✞❛❝✄ ✠✆✄ ✞❛✠✄r❛✁� ✂✠r✝❝✠✝r✄ ✡s ✠✆✄ ✍✁✠r✞✓ ✩ ✞✂ ❛✡✠ ✎✞r✄❝✠�☛ ✄✓✐�✡✞✠✄✎✑ ✡❛�☛✷✪✙

✠✆✄ ✂✄✠ ✡s ✞✠✂ ✄�✄✍✄❛✠✂ ✁r✄ ❝�✁✂✂✞✦✄✎☎ ❚✆✄ r✄✡r✎✄r✞❛☞ ✐r✡❝✄✎✝r✄ ✎✄✂❝r✞❜✄✎ ✁❜✡✟✄

❝✁❛ ❜✄ ✁✐✐�✞✄✎ ✡❛ ✁❛☛ ✠✄❛✂✡r ✡s ✁r❜✞✠r✁r☛ ✡r✎✄r☎ ❚✆✝✂✑ ✁❛☛ ✠✄❛✂✡r ❝✁❛ ❜✄

r✄✡r✎✄r✄✎ ✞❛✠✡ ✁❛✡✠✆✄r ✠✄❛✂✡r ✡s ✁r❜✞✠r✁r☛ ✡r✎✄r☎ ❆❛ ✄✓✁✍✐�✄ ✡s ✡r✎✄r ✡❛✄

✠✄❛✂✡r✑ ✟✄❝✠✡r✞✂✁✠✞✡❛✑ ❝✁❛ ❜✄ ☞✞✟✄❛ ❜☛ ✁❛ ✄❡✝✞✟✁�✄❛❝✄ r✄�✁✠✞✡❛ ✇✆✄r✄ ✁�� ✄�✄✍✄❛✠✂

s✁�� ✞❛✠✡ ✠✆✄ ✂✁✍✄ ✄❡✝✞✟✁�✄❛✠ ❝�✁✂✂☎✷✪✕

❚✆✞✂ ✞❛✠✄r✐r✄✠✁✠✞✡❛ ✡s ✠✆✄ r✄✡r✎✄r✞❛☞ �✄✁✎✂ ✝✂ ✠✡ ✠✆✄ r✄✁�✍ ✡s ✫❧✬✯✱✲✳✴✵ ✸✹✳✹✴✺✻

✹✴✵✺✑ ✁❛✎ ✇✞✠✆✞❛ ✠✆✁✠ r✄✁�✍✑ ✠✡ ✠✆✄ ✼✽✾✱✴❁✳✹✽✲✴✳❧ ❉✯✺✴✬❁ ❂❃✯✽✲♦ ❬✣❄✑ ✣❅❪☎ ❚✆✄

✥✡✍❜✞❛✁✠✡r✞✁� ❊✄✂✞☞❛ ❚✆✄✡r☛ ✁✎✎r✄✂✂✄✂ ✠✆✄ ✐r✡❜�✄✍ ✡s ✆✡✇ ✠✡ ❜✝✞�✎ ✂☛✂✠✄✍✂

✡s ✦❛✞✠✄ ✂✄✠✂ ✠✆✁✠ ✂✁✠✞✂s☛ ❝✄r✠✁✞❛ r✄❡✝✞r✄✍✄❛✠✂ ✡s ✂☛✍✍✄✠r✞✄✂ ✁✂ ✂✠✁✠✄✎ ✞❛ ✠✆✄
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❝�✁✂✂✄❝✁� t☎✆✝✞✟ ✝♦ ▲❛✠✡☛ s☞✌❛✍❡s✳ ❚☎✆✂✆ t☎✆✝✞✄✆✂ ♣�✁✟ ✁ ✈✆✞✟ ✄✐♣✝✞t✁✎t ✞✝�✆ ✄✎✷✏✑

❝✞✆✁t✄✎✒ ❜✁�✁✎❝✆✓ ✂t✁t✄✂t✄❝✁� ✆✔♣✆✞✄✐✆✎t✁� ✓✆✂✄✒✎✂❞ ✆✂♣✆❝✄✁��✟ ♦✝✞ ✐✆✓✄❝✁� t✆✂t✂✳

✕✖✕✖✗✖ ❈✘✙✚✍❡ss✡✘☛

❋✉✞t☎✆✞✐✝✞✆❞ t☎✆ t✆✎✂✝✞ ✓✆❝✝✐♣✝✂✄t✄✝✎ ❝✁✎ ♣✞✝✈✄✓✆ ✁ ✈✆✞✟ ☎✄✒☎ �✆✈✆� ❝✝✐✛

♣✞✆✂✂✄✝✎ ✝♦ ✄✐✁✒✆✂✳ ❙✝✐✆ ✆✔✁✐♣�✆✂ ✁✞✆ ♣✞✆✂✆✎t✆✓ ☎✆✞✆✳ ❚☎✆ ❝✝✐♣✞✆✂✂✄✝✎ ✞✁t✄✝

✄✂ ❝✝✐♣✉t✆✓ ❜✟ ✓✄✈✄✓✄✎✒ t☎✆ ✎✉✐❜✆✞ ✝♦ ✆�✆✐✆✎t✂ ✝♦ t☎✆ ✄✐✁✒✆ ✐✁t✞✄✔ ✇✄t☎ t☎✆✷✏✜

t✝t✁� ✎✉✐❜✆✞ ✝♦ ✆�✆✐✆✎t✂ ✝♦ t☎✆ ❝✝✐♣✝✎✆✎t✂ ✄✎ t☎✆ ✓✆❝✝✐♣✝✂✄t✄✝✎✳

❚☎✆ ✝✞✄✒✄✎✁� ✄✐✁✒✆ ✐✁t✞✄✔ ✄✂ ✒✄✈✆✎ ❜✟ ✄✎t✆✒✆✞✂ ✄✎ t☎✆ ✞✁✎✒✆ ✝♦ ✵❀ ✿ ✿ ✿ ❀ ✢✣✣ ♦✝✞

❜✝t☎ ✒✞✆✟✛✂❝✁�✆ ✁✎✓ ❘●✤ ❝✝�✝✉✞ ✄✐✁✒✆✂✳ ❚☎✆ ✓✆❝✝✐♣✝✂✄t✄✝✎ ☎✁♣♣✆✎✂ ✄✎ t☎✆

✂♣✁❝✆ ✝♦ ✞✆✁� ✎✉✐❜✆✞✂❞ ❜✉t ✁♦t✆✞ ☎✁✈✄✎✒ ❜✆✆✎ ✓✆❝✝✐♣✝✂✆✓❞ t☎✆ ✞✆✁� ✎✉✐❜✆✞✂

✄✎ t☎✆ ❝✝✐♣✝✎✆✎t✂ ❝✁✎ ❜✆ ✞✆✂❝✁�✆✓ ✁✎✓ t✞✁✎✂♦✝✞✐✆✓ ✄✎t✝ t☎✆ ✝✞✄✒✄✎✁� ✄✎t✆✒✆✞✷✥✑

✄✎t✆✞✈✁�✳

✦✆t t☎✆ ✂✄✧✆ ✝♦ ✁ ✒✞✆✟✛✂❝✁�✆ ✄✐✁✒✆ ❜✆ ✆★✉✁� t✝ ✭✩✵✢✪❀ ✩✵✢✪✶❞ t☎✆✎ ✇✆ ❝✁✎

☎✁✈✆ ✈✁✞✄✝✉✂ ♣✁tt✆✞✎✂ ✝♦ ✓✆❝✝✐♣✝✂✄t✄✝✎✂ ✁✂ ✂☎✝✇✎ ✄✎ ❚✁❜�✆ ✩✳ ❚☎✆ ❝✝✐♣✝✎✆✎t✂

✫✝✐♣✝✎✆✎t ❙✄✎✒✉�✁✞ ❋✉�� ✫✝✐♣✞✆✂✂✄✝✎

❙✄✧✆ ❱✁�✉✆✂ ❙✄✧✆ ❘✁t✄✝

✭✬✢❀ ✬✢✶❀ ✭✬✢❀ ✬✢✶ ✩✵ ✮ ❂ ✩✵ ✯ ✢ ✯ ✬✢✰ ✱✲✰✴✸

✹ ❂ ✣✩✿✢

✭✩✺❀ ✩✺✶❀ ✭✩✺❀ ✩✺✶❀ ✭✪❀ ✪✶ ✢✵ ✮ ❂ ✢✵ ✯ ✭✢ ✯ ✩✺✰ ✻ ✪✰✶
✱✲✰✴✸

✹ ❂ ✾✾✿✢✾

✼✽❁❃❄ ❅❆ ❊❇✽❉❍❃❄■ ❏❑ ❍❏■■▼❁❃❄ ❍✽◆◆❄❖P■ ❏❑ ◗❄❯❏❉❍❏■▼◆▼❏P ❏❑ ✽ ❣❖❄❲❳■❯✽❃❄ ▼❉✽❣❄ ❨▼◆❩ ❅❬❭❪❫❅❬❭❪❴

♣✞✝✈✄✓✆ ✁ t✄✒☎t�✟✛❝✝✐♣✞✆✂✂✆✓ ✂✄✒✎✁t✉✞✆ ♦✝✞ t☎✆ ✄✐✁✒✆ ✁✂ ✄��✉✂t✞✁t✆✓ ✄✎ ❋✄✒✉✞✆ ✬✳

❚☎✆ ❵✞✝✎✆❝❦✆✞✛✓✆❝✝✐♣✝✂✄t✄✝✎✛❜✁✂✆✓ ♦✆✁t✉✞✆✂ ❝✁✎ ❜✆ ❝✝✐♣✁✞✆✓ ✇✄t☎ t☎✝✂✆✷✥✜

♦✞✝✐ ✁ ❝✝✎✈✆✎t✄✝✎✁� ❝✝✐♣✞✆✂✂✄✝✎ t✆❝☎✎✄★✉✆ ✇✄t☎ ❙❱❢ ✁✎✓ t☎✆ ✇✆��✛❦✎✝✇✎ ❙❤❋❚

♦✆✁t✉✞✆✂ ❥✢✺❧✳ ✦✆t t☎✆ ✂✄✧✆ ✝♦ ✁✎ ❘●✤ ❝✝�✝✉✞ ✄✐✁✒✆ ❜✆ ✭✺✪✵❀ ✾✺✵❀ ✬✶ ✁✎✓ t☎✆ ✂✄✧✆✂ ✝♦

t☎✆ ❝✝✐♣✝✎✆✎t✂ ✄✎ t☎✆ t✆✎✂✝✞ ✓✆❝✝✐♣✝✂✄t✄✝✎ ❜✆ ✭✩✵❀ ✩✣❀ ✩✶❀ ✭♠❀ ♠❀ ✩✶❀ ✭♠❀ ♠❀ ✬✶❞ ✁✎✓

�✆t ✪✣ ✂✄✎✒✉�✁✞ ✈✁�✉✆✂ ❜✆ ❝✝✐♣✉t✆✓❞ t☎✆✎ ✪✣✯✭✩✵✯✩✣✻♠✰✻✬✯♠✰✶ ♠✛❜✄t ✓✁t✁ ✄t✆✐✂

❝✁✎ ❜✆ ✝❜t✁✄✎✆✓ ✇✄t☎ ✁ ☎✄✒☎ ❝✝✐♣✞✆✂✂✄✝✎ ✞✁t✄✝ ✝♦ ♥ ✩✵✵✳ ❚☎✄✂ ✄✂ ✆★✉✄✈✁�✆✎t t✝ ✭✄✶✷q✑

✉✂✄✎✒ ✄✐✁✒✆ ❝✝✐♣✞✆✂✂✄✝✎ ✇✄t☎ ❙❱❢ ✇✄t☎ ✪ ✂✄✎✒✉�✁✞ ✈✁�✉✆✂ ✇☎✄❝☎ ✒✄✈✆✂ ✭✭✺✪✵✯✪✶✻

✪✻✭✾✪✵✯✪✶✶✯✬ ✓✁t✁ ✄t✆✐✂ ✁✎✓ ✭✄✄✶ ♥ ✬✺ ❙❤❋❚ ♦✆✁t✉✞✆ ✈✆❝t✝✞✂ ✇✄t☎ ✩✢♠ ✞✆✁� ✈✁�✉✆✓

✩♠
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❋�✁✂✄☎ ✸✆ ❚✝☎ ✄�✁✝t �✐✞✁☎ �✟ ✞ ✄☎r✠✈☎✄☎❡ �✐✞✁☎ ❢✄✠✐ t✝☎ ❑✄✠✡☎r❦☎✄ ❡☎r✠✐❞✠✟�t�✠✡ ✠❢ t✝☎

✠✄�✁�✡✞♦ �✐✞✁☎ ✠✡ t✝☎ ♦☎❢t❧ ❚✝☎ ❢✞rt✠✄✟ ✇☎✄☎ ✭☛☞❀ ✻☛❀ ✶✌❀ ✭✶✻❀ ✶✻❀ ✸✌ ✇�t✝ ✻ ✟�✡✁✂♦✞✄ ✈✞♦✂☎✟❧ ❚✝☎

r✠✐❞✄☎✟✟�✠✡ ✄✞t�✠ ✇✞✟ ✶✍✎❧☛❧

✏✑✒ ■✓✑✔✕ ✖✗✘✙✚✛✘ ❝✚✓✜✢✕✣✤

✣✗✚s

✏✥✒ ■✓✑✔✕ ❝✚✓✜✢✕✣✣✕✦ ✥②

✧✢✚s✕❝★✕✢ ✦✕❝✚✓✜✚✣✗✘✗✚s

✏❝✒ ■✓✑✔✕ ❝✚✓✜✢✕✣✣✕✦ ✥②

❙✩✪

❋�✁✂✄☎ ☛✆ ❆✡ ☎✫✞✐❞♦☎ ✠❢ �✐✞✁☎ r✠✐❞✄☎✟✟☎❡ ❜✬ t✝☎ ❞✄✠❞✠✟☎❡ ✞✡❡ ✞ r✠✡✈☎✡t�✠✡✞♦ t☎r✝✡�❤✂☎

✇✝☎✡ t✝☎ r✠✐❞✄☎✟✟�✠✡ ✄✞t�✠ ✇✞✟ ✶✍✍❧

✮✯✰✱✯✲✳✲✴✵✷ ✹✺✳✼✳ ✹✳ ❛✵✵✽✰✳ ✴✺❛✴ ✴✺✳✵✳ ✼✳❛✾ ✲✽✰✿✳✼✵ ✮❛✲ ✿✳ ✼✳✱✼✳✵✳✲✴✳❁ ✿❂ ❃❄

✿❅✴✵❇ ❈✺✳ ✴✳✲✵✯✼ ❁✳✮✯✰✱✯✵❅✴❅✯✲ ✮❛✲ ✼✳✮✯❉✳✼ ❛ ❣✯✯❁ ❛✱✱✼✯①❅✰❛✴❅✯✲ ✯❊ ✴✺✳ ✯✼❅❣❅✲❛✾

❅✰❛❣✳ ❛✲❁ ✴✺✳ ✮✯✾✯✽✼ ❅✲❊✯✼✰❛✴❅✯✲ ✹✺❅✾✳ ✴✺✳ ✮✯✲❉✳✲✴❅✯✲❛✾ ✴✳✮✺✲❅●✽✳ ✮❛✲✲✯✴ ❁✯❍❏▲

✵✯✷ ❛✵ ✵✺✯✹✲ ❅✲ ▼❅❣✽✼✳ ◆❇ ❖✾✴✺✯✽❣✺ ✴✺✳ ❃P ◗❘▼❈ ✱✯❅✲✴✵ ✰❛❂ ✿✳ ❛✿✾✳ ✴✯ ✮❛✱✴✽✼✳

✵✯✰✳ ✱❛✼✴❅✮✽✾❛✼ ✮✺❛✼❛✮✴✳✼❅✵✴❅✮ ✱✯❅✲✴✵✷ ✴✺✳❂ ✮❛✲✲✯✴ ✼✳✮✯❉✳✼ ✴✺✳ ✰❛❅✲ ✵✴✼✽✮✴✽✼✳ ✯❊

✴✺✳ ✳✲✴❅✼✳ ❅✰❛❣✳ ❛✴ ❛✾✾❇

❯❱❯❱❲❱ ❳❨❩❬❭❪❭❬❩❫❩❴❵❨ ❵❥ ❳♠❫♥❬ ♣❵♠❪❵❨❬❨❩q

❈✺✳ ✮✯✰✱✯✲✳✲✴✵ ✱✼✯❉❅❁✳❁ ✿❂ ✴✺✳ ✴✳✲✵✯✼ ❁✳✮✯✰✱✯✵❅✴❅✯✲ ✮❛✲ ✿✳ ✳✲❁✯✹✳❁ ✹❅✴✺✉③③

❛ ✱✼❛✮✴❅✮❛✾ ❅✲✴✳✼✱✼✳✴❛✴❅✯✲❇ ④✳✴ ✽✵ ❁❅✵✮✽✵✵ ✴✺✳ ✴✹✯⑤✮✯✰✱✯✲✳✲✴ ✮❛✵✳ ✹✺✳✼✳ ✴✺✳

⑥⑦
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✐�✁✂✄ �✁♠☎✐✆ ❳ ✐✝ ✄✆❡☎✄✝✝✄✞ ✁✝ ✁ ❑☎✟✠✄✡❦✄☎ ❡☎✟✞❞✡♠ ✟♦ ♠✇✟ ✟♠☛✄☎ �✁♠☎✐✡✄✝ ❆

✁✠✞ ❇✳ ❙✐✠✡✄ ♠☛✄ ✝✄✡✟✠✞ ♦✁✡♠✟☎ ❇ ✐✠ ♠☛✄ ❡☎✟✞❞✡♠ ✐✝ ♦✟☎✡✄✞ ♠✟ ❜✄ ♠☛✄ ✝✁�✄ ♦✟☎ ✁❛❛

❡✟✝✐♠✐✟✠✝☞ ✐♠ ☛✁✝ ♠✟ ❜✄ ✄✌❞✁❛ ♠✟ ✁ ✠✟✠❛✐✠✄✁☎❛♥ ✁✂✂☎✄✂✁♠✄✞ �✁♠☎✐✆✳ ❚☛✐✝ ♦✁✡♠✟☎ ✐✝

✝☛✐♦♠✄✞ ✁☎✟❞✠✞ ✇✐♠☛✐✠ ♠☛✄ ✐�✁✂✄ ✁✠✞ ✐♠ ✐✝ ✟✠❛♥ ✝✡✁❛✄✞ ❜♥ ✄❛✄�✄✠♠✝ ✟♦ ♠☛✄ �✁♠☎✐✆✸✍✎

❆✳ ❚☛❞✝☞ ❇ ✡✁✠ ❜✄ ✐✠♠✄☎❡☎✄♠✄✞ ✁✝ ✁✠ ✐�✁✂✄ ✏❛♠✄☎✳

■✠ ❋✐✂❞☎✄ ✺☞ ♠☛✄ ✏☎✝♠ ❛✄❧✄❛ ✡✟�❡✟✠✄✠♠✝ ❜✄❛✟✠✂✐✠✂ ♠✟ ♠☛✄ ✝✄✌❞✄✠✡✄ ✟♦ ✞✄✡☎✄✁✝✑

✐✠✂ ✝✐✠✂❞❛✁☎ ❧✁❛❞✄✝ ✁☎✄ ✟♦ ♠☛✄ ✡✟�❡☎✄✝✝✄✞ ✐�✁✂✄ ✝☛✟✇✠ ✐✠ ❋✐✂❞☎✄ ✒✳ ❚☛✐✝ ✐�✁✂✄

✐✝ ♦✁✡♠✟☎✐✝✄✞ ✐✠♠✟ ♠✇✟ ❛✄❧✄❛✝ ✁✠✞ ♠☛✄ ✡✟☎☎✄✝❡✟✠✞✐✠✂ ❛✟✇ ❛✄❧✄❛ ✡✟�❡✟✠✄✠♠✝ ✁☎✄ ❡☎✄✑

✝✄✠♠✄✞ ✐✠ ❋✐✂❞☎✄ ✻✳ ❙✟�✄ ✡☛✁☎✁✡♠✄☎✐✝♠✐✡ ❡✁♠♠✄☎✠✝ ✡✁✠ ❜✄ ☎✄✡✟✂✠✐✝✄✞ ♦☎✟� ♠☛✄✝✄✸✓✍

♦✁✡♠✟☎✝✳ ❚☛✄ ♦✁✡♠✟☎ ❜✄❛✟✠✂✐✠✂ ♠✟ ♠☛✄ ✝✄✡✟✠✞ ✝✐✠✂❞❛✁☎ ❧✄✡♠✟☎ ☎✄❡☎✄✝✄✠♠✝ ✁ ☛✟☎✐✑

③✟✠♠✁❛ ✄✞✂✄ ✏❛♠✄☎ ✁✠✞ ♠☛✄ ♦✁✡♠✟☎ ❜✄❛✟✠✂✐✠✂ ♠✟ ♠☛✄ ♠☛✐☎✞ ✝✐✠✂❞❛✁☎ ❧✁❛❞✄ ♥✐✄❛✞✝ ✁

❧✄☎♠✐✡✁❛ ❛✐✠✄ ✏❛♠✄☎✳ ■✠ ♠☛✐✝ ✇✁♥☞ ♠☛✄ ✐�✁✂✄ ✞✄✡✟�❡✟✝✐♠✐✟✠ ✏✠✞✝ ♠☛✄ ❜✟❞✠✞✁☎✐✄✝

✟♦ ♠☛✄ ✡☎✐♠✐✡✁❛ ☎✄✂✐✟✠✝☞ ✄✞✂✄✝☞ ✁✠✞ ✡✟☎✠✄☎✝ ✐✠ ✇☛✐✡☛ �✟✝♠ ✟♦ ♠☛✄ ✝♠☎❞✡♠❞☎✁❛ ✐✠♦✟☎✑

�✁♠✐✟✠ ✡✟✠✡✄✠♠☎✁♠✄✝☞ ✁✠✞ ✁✝ �✄✠♠✐✟✠✄✞ ✄✁☎❛✐✄☎☞ ✐♠ ✁❛✝✟ ❡☎✟✞❞✡✄✝ ✁ ❧✄☎♥ ☛✐✂☛❛♥✸✓✎

✡✟�❡☎✄✝✝✄✞ ✝❦✄❛✄♠✟✠ ✟♦ ♠☛✄ ✞✁♠✁✳

❙✐✠✡✄ ✐✠ ✄❧✄☎♥ ✝♠✄❡ ♠☛✄ ✞✄✡✟�❡✟✝✐♠✐✟✠ ❡☎✟✡✄✝✝✄✝ ♠☛✄ ☎✄✝✐✞❞✄ ✟♦ ♠☛✄ ❡☎✄❧✐✟❞✝

✝♠✄❡☞ ✐♠ ❡☎✄✞✐✡♠✝ ♠☛✟✝✄ ❡✁☎♠✝ ♠☛✁♠ ☛✁❧✄ ☛✁☎✞❛♥ ❜✄✄✠ ✁❡❡☎✟✆✐�✁♠✄✞ ✄✁☎❛✐✄☎☞ ♠☛❞✝

✐✠ ✄❧✄☎♥ ✝♠✄❡ ✁ ✠✄✇ ❛✁♥✄☎ ✟♦ ♠☛✄ ✝♠☎❞✡♠❞☎✄ ✐✝ ✞✐✝✡✟❧✄☎✄✞✳ ■✠ ✐�✁✂✄✝☞ ♠☛✄✝✄ ❛✁♥✄☎✝

✁☎✄ ✏☎✝♠ ♠☛✄ ✔✁♠ ✁☎✄✁✝☞ ♠☛✄✠ ✄✞✂✄✝ ✟♦ ✞✐✕✄☎✄✠♠ ✞✐☎✄✡♠✐✟✠✝✖❧✄☎♠✐✡✁❛☞ ☛✟☎✐③✟✠♠✁❛☞ ✁✠✞✸✗✍

✝❛✁✠♠✖✡✟☎✠✄☎✝ ✟♦ ✞✐✕✄☎✄✠♠ ❦✐✠✞☞ ✁✠✞ ♠☛✄ ☛✐✂☛✄☎ ✟☎✞✄☎ ✝✐✠✂❞❛✁☎✐♠✐✄✝ ✟♦ ♠☛✄ ✐✠♠✄✠✝✐♠♥

✝❞☎♦✁✡✄✳ ❚☛✐✝ ❦✐✠✞ ✟♦ ✐✠✡☎✄�✄✠♠✁❛ ✁❡❡☎✟✁✡☛ ☎✄✝✄�❜❛✄✝ ✁ ❜✟✟✝♠ ✐✠ ✇☛✐✡☛ ☛✁☎✞❛♥

❡☎✄✞✐✡♠✁❜❛✄ ✝✁�❡❛✄ ✐♠✄�✝ ☎✄✡✄✐❧✄ ❛✁☎✂✄☎ ✇✄✐✂☛♠✝✳

✷✘✷✘✙✘ ❘✚✛✜✢✣✤✥ ✢✤ ✦✥✤✧✥ ★✜✛✣✚✥✩✪ ❉✚✢✚✩✢✣✤✥ ✫✬✬✭✤✜✩✮✚✯
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✖✐s✒❛ t✑✔t t✗✔✚✖✥✘✗✓✔t✐✘✚ ✔♣♣✣✐✒✙ t✘ t✑✒ ✒❡✒ ✓✘✈✒✓✒✚t ❝✘✘✗✙✐✚✔t✒✖ ✔✖ ✜✒✣✣✦

❲✑✒✚ ✒❡✒ ✓✘✈✒✓✒✚t ❝✘✘✗✙✐✚✔t✒✖ ✜✒✗✒ ❝✘✓❜✐✚✒✙ ✜✐t✑ ✔✚ ✐✓✔✕✒❛ ✜✒ ✚✒✒✙✒✙

t✘ ✙✒✔✣ ✜✐t✑ t✑✒ ♦✚❝✒✗t✔✐✚t❡ ✘✥ ✒❡✒ ♣✘✖✐t✐✘✚✖ ❝✔♦✖✒✙ ❜❡ ✓✒✔✖♦✗✒✓✒✚t ✒✗✗✘✗✖ ✔✚✙

✓✘✈✒✓✒✚t✖ ✘✥ t✑✒ ✒❡✒✖ ✔✚✙ t✑✒ ✑✒✔✙ t✑✔t ✜✒✗✒ ♣✗✘❜✔❜✣❡ ✚✘t ✗✒✣✔t✒✙ t✘ t✑✒ ✐✓✔✕✒✦

❚✑✔t ♦✚❝✒✗t✔✐✚t❡ ✜✔✖ ✑✔✚✙✣✒✙ ❜❡ ✔♣♣✣❡✐✚✕ ●✔♦✖✖✐✔✚ ✖✓✘✘t✑✐✚✕❛ ✔ ✖♣✔t✐✔✣ ✩✣t✒✗❛

t✘ ✒✔❝✑ ♣✘✐✚t ✘✥ ✒❡✒ ✓✘✈✒✓✒✚t✦ ❚✑✒ ●✔♦✖✖✐✔✚ ✩✣t✒✗ ✜✔✖ ❝✒✚t✗✒✙ ✔t ✔ ♣✘✐✚t ✉

✜✐t✑ ✔ ✜✐✙t✑ ♣✔✗✔✓✒t✒✗ ✫ ✔✖✖✐✕✚✖ t✘ ✒✔❝✑ ✐✓✔✕✒ ♣✘✐✚t ①❛

❣✭①❥✉❀ ✫✮ ❂ ✬
✯❦✰✱✲❦✳

✳✴ ✿ ✭✵✧✮

❚✑✒ ❝✒✚t✗✒✖ ✘✥ t✑✒ ●✔♦✖✖✐✔✚ ✩✣t✒✗✖ ✜✒✗✒ ✣✘❝✔✣✐✖✒✙ ✔t t✑✒ ✘❜✖✒✗✈✒✙ ♣✘✐✚t✖ ✘✥ t✑✒

✒❡✒ ✓✘✈✒✓✒✚t✖✦ ❙✐✚❝✒ ✔✣✣ ✐✓✔✕✒ ♣✘✐✚t✖ ❝✘♦✣✙ ❜✒ ❝✘✚✚✒❝t✒✙ ❜❡ t✑✒ ✩✣t✒✗ t✘ ✔✣✣

✒❡✒ ✓✘✈✒✓✒✚t ♣✘✐✚t✖❛ ✔✖ ✓✔✚❡ ✩✣t✒✗ ✈✔✣♦✒✖ ✜✒✗✒ ✔✖✖✐✕✚✒✙ t✘ ✒✔❝✑ ✐✓✔✕✒ ♣✘✐✚t

✔✖ t✑✒ ✚♦✓❜✒✗ ✘✥ ✘❜✖✒✗✈✒✙ ✒❡✒ ✓✘✈✒✓✒✚t ♣✘✐✚t✖✦ ❚✘ ✔✕✕✗✒✕✔t✒ t✑✒ ✩✣t✒✗ ✈✔✣♦✒✖❛

✜✒ ✔♣♣✣✐✒✙ t✑✒ ✥✘✣✣✘✜✐✚✕ ✥♦✚❝t✐✘✚ ✘✚ ✔✣✣ ✘✥ t✑✒ ✐✓✔✕✒ ♣✘✐✚t✖ ①✶

❣❆✭①✮ ❂ ✓✔✛
✹

❣✭①❥✉❀ ✫✮✿ ✭✵✻✮

❚✑✒ ✥♦✚❝t✐✘✚ ❣❆ ✔✖✖✐✕✚✒✙ t✘ ✒✔❝✑ ♣✘✐✚t ✘✥ t✑✒ ✐✓✔✕✒❛ ①❛ ✔ ●✔♦✖✖✐✔✚ ✩✣t✒✗ ✈✔✣♦✒

t✑✔t ❜✒✣✘✚✕✒✙ t✘ t✑✒ ❝✣✘✖✒✖t ♣✘✐✚t ✘✥ t✑✒ ✒❡✒ ✓✘✈✒✓✒✚t✦ ❚✑✔t ●✔♦✖✖✐✔✚ ✩✣t✒✗

❝✔✚ ✜✒✣✣ ✗✒♣✗✒✖✒✚t ✥✘✈✒✔t✐✘✚ ✐✚ ✑♦✓✔✚ ✈✐✖✐✘✚ ❬✵✼❪✦✸✪✎
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✭�✁ ❯✂✄☎ ✶ ✭✆✁ ❯✂✄☎ ✷ ✭✝✁ ❯✂✄☎ ✸

✭✞✁ ❯✂✄☎ ✹ ✭✄✁ ❯✂✄☎ ✺ ✭✟✁ ❯✂✄☎ ✻

❋✠✡☛☞✌ ✼✍ ❚✎✌ ✌❡✌ ♠✏✈✌♠✌✑t✒ ✏♦ ✒✠s ❞✠✓✌☞✌✑t ☛✒✌☞✒ ✏✑ ❛ ✒❛♠✔✕✌ ✠♠❛✡✌✐

■✖ ✗✘✙✚✛✜ ✢✱ ✣✤✜ ✜✥✜ ✦✧★✜✦✜✖✣ ✣✛✩❥✜✪✣✧✛✘✜✫ ✧✖ ✩ ✫✣✘✦✚✉✘ ✘✦✩✙✜ ✧✬ ✫✘✮ ✪✧✖❝

✣✛✘✯✚✣✘✖✙ ✚✫✜✛✫ ✩✛✜ ♣✛✜✫✜✖✣✜✰✲ ❲✜ ✇✜✛✜ ✩✯✉✜ ✣✧ ✤✩★✜ ✫✧✦✜ ✘✦♣✛✜✫✫✘✧✖ ✧✖ ✣✤✜

✫✘✦✘✉✩✛✘✣✥ ✩✖✰ ✣✤✜ ★✩✛✘✩✣✘✧✖ ✧✬ ✣✤✜ ✛✜✫♣✧✖✰✫ ✧✬ ✣✤✜ ✚✫✜✛✫ ✉✧✧✳✘✖✙ ✩✣ ✣✤✜ ✫✩✦✜

✘✦✩✙✜ ✩✖✰ ✣✛✥✘✖✙ ✣✧ ♣✜✛✬✧✛✦ ✣✤✜ ✫✩✦✜ ✣✩✫✳✲

✗✘✙✚✛✜ ✽ ✫✤✧✇✫ ✘✦✩✙✜✫ ✣✤✩✣ ✇✜✛✜ ✩✉✛✜✩✰✥ ✦✜✛✙✜✰ ✇✘✣✤ ✜✥✜ ✦✧★✜✦✜✖✣✫ ✰✩✣✩✲✴✵✾

✿✤✜✫✜ ✘✦✩✙✜✫ ✇✧✚✉✰ ✫✚✯✫✜❀✚✜✖✣✉✥ ✯✜ ✰✜✪✧✦♣✧✫✜✰ ✯✥ ✩ ❑✛✧✖✜✪✳✜✛ ♣✛✧✰✚✪✣✲ ✿✤✜

✰✜✪✧✦♣✧✫✘✣✘✧✖ ✧✬ ✣✤✜ ❑✛✧✖✜✪✳✜✛ ♣✛✧✰✚✪✣ ✧✖ ✣✤✜ ✘✦✩✙✜ ✩✖✰ ✣✤✜ ✪✧✦✯✘✖✜✰ ✘✦✩✙✜✫

✇✘✣✤ ✜✥✜ ✦✧★✜✦✜✖✣ ✰✩✣✩ ✩✛✜ ✫✤✧✇✖ ✘✖ ✗✘✙✚✛✜ ❁✲

❂❃ P❄❅❆❇❅❈❉❊●❄ ❍❏❉▲▼❉◆❖❇❊◗ ❉❊❘ ❙❖◗●▼◗◗❖❇❊◗

❲✜ ✜★✩✉✚✩✣✜✰ ✧✚✛ ✿❱❳❨ ✩✉✙✧✛✘✣✤✦ ✧✖ ✩ ♣✚✯✉✘✪✉✥ ✩★✩✘✉✩✯✉✜ ✜✥✜ ✣✛✩✪✳✘✖✙✴✵❩

✰✩✣✩✫✜✣ ❬❭❪✲ ✿✤✜ ✰✩✣✩✫✜✣ ✪✧✖✣✩✘✖✫ ✜✥✜ ✣✛✩✪✳✘✖✙ ✰✩✣✩ ✧✬ ❫❴ ✰✘❵✜✛✜✖✣ ✚✫✜✛✫ ✧✖

❫❜❜❢ ✘✦✩✙✜✫✲ ❣✩✪✤ ✘✦✩✙✜ ✪✧✖✫✘✫✣✫ ✧✬ ✣✤✛✜✜❝✫✜✪✧✖✰ ✬✛✜✜❝★✘✜✇ ✣✛✩❥✜✪✣✧✛✘✜✫ ✧✬ ✰✘✬❝

✬✜✛✜✖✣ ✚✫✜✛✫✲ ■✖ ✧✛✰✜✛ ✣✧ ✜✖✪✧✚✛✩✙✜ ✚✫✜✛✫ ✣✧ ♣✩✥ ✩✣✣✜✖✣✘✧✖ ✣✧ ✣✤✜ ✣✩✫✳✱ ✣✤✜✥ ✇✜✛✜

✦✜✦✧✛✥❝✣✜✫✣✜✰ ✩✣ ✣✤✜ ✜✖✰ ✧✬ ✣✤✜ ✰✩✣✩ ✪✧✉✉✜✪✣✘✧✖ ✧✬ ❫❜❜ ✘✦✩✙✜✫✲

■✖ ✧✚✛ ✜✮♣✜✛✘✦✜✖✣✱ ✧✖✉✥ ✜✘✙✤✣ ✚✫✜✛✫ ✇✜✛✜ ✛✩✖✰✧✦✉✥ ✫✜✉✜✪✣✜✰❤ ✤✜✖✪✜✱ ✣✤✜✛✜✴❦✾
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❋�✁✂✄☎ ✽✆ ❊✝☎ ♠✞✈☎♠☎❡t ❞✟t✟ ✞✈☎✄✠✟�❞ ✞❡ t✡☎ �♠✟✁☎ ✭✠☎☛t☞ ✟❡❞ �♠✟✁☎✐ ♠☎✄✁☎❞ ✇�t✡ ☎✝☎ ♠✞✈☎✌

♠☎❡t ❞✟t✟ ✭✄�✁✡t☞ ✞☛ t✇✞ ✂✐☎✄✐✉

✍✎✏✎ ✎✑✒✓✔ ✕✑✎✍✖ ✑✗ ✔✓✑✖ ✖✎✔✔✑✗✒s ✘✙✚✓ ✕✑✎✍ ✍✙✖ ✏✎r✏✎✖✎✗✔✎✛ ❜② ✙ ✓✎✙✔❤✙r ♦✜

✎✙✚✓ ✢✖✎✏s ❍✎✙✔❤✙r q✢✙✗✔✑✣✎✖ ✔✓✎ ✛✎✒✏✎✎ ♦✜ ✑❤r♦✏✔✙✗✚✎ ♦✜ r✙✏✔✖ ♦✜ ✑❤✙✒✎✤ ✙

✓✑✒✓✎✏ r✏♦❜✙❜✑♣✑✔② ♦✜ ✙✗ ✑❤r♦✏✔✙✗✔ r✙✏✔ ✑✖ ✑❤r♣✑✎✛ ❜② ✙ ✓✑✒✓✎✏ ✛✎✗✖✑✔② ♦✜ ✎②✎

❤♦✕✎❤✎✗✔✖ ♦✗ ✔✓✙✔ r✙✏✔s ❲✎ ✑✗✕✎✖✔✑✒✙✔✎✛ ✔✍♦ ✖✎✔✖ ♦✜ ✓✎✙✔❤✙r ✑✗r✢✔ ✜✎✙✔✢✏✎✖s

✶s ❍✎✙✔❤✙r ✒✎✗✎✏✙✔✎✛ ✜✏♦❤ ✎②✎ ❤♦✕✎❤✎✗✔ ✛✙✔✙ ✙♣♦✗✎ ✥✦✧✮★ ❆ ✢✖✎✏✩✖ ✓✎✙✔❤✙r✸✪✫

✍✙✖ ✚✏✎✙✔✎✛ ❜② ✚♦✗✕♦♣✕✑✗✒ ✙ ●✙✢✖✖✑✙✗ ❦✎✏✗✎♣ ✍✑✔✓ ✎✙✚✓ ✎②✎ ✣✬✙✔✑♦✗ r♦✑✗✔s

✷s ❍✎✙✔❤✙r ✒✎✗✎✏✙✔✎✛ ✜✏♦❤ ✎②✎ ❤♦✕✎❤✎✗✔ ✛✙✔✙ ✙✗✛ ✔✓✎ ✑❤✙✒✎ ✥✦✧■✮★ ❚✓✑✖

✖✎✔ ♦✜ ✜✎✙✔✢✏✎✖ ✍✙✖ ✒✎✗✎✏✙✔✎✛ ❜② ✙ ❑✏♦✗✎✚❦✎✏ ✛✎✚♦❤r♦✖✑✔✑♦✗ ♦✜ ✙✗ ✑❤✙✒✎

✚♦❤❜✑✗✎✛ ✍✑✔✓ ✎②✎ ❤♦✕✎❤✎✗✔ ✛✙✔✙ ✙✖ ✛✎✖✚✏✑❜✎✛ ✑✗ ✖✢❜✖✎✚✔✑♦✗ ✷s✯ ✍✑✔✓ ✰ ♦✜

✷s ❲✎ ✎✬✔✏✙✚✔✎✛ ✜✎✙✔✢✏✎✖ ✍✑✔✓ ✔✍♦ ✚♦❤r♦✗✎✗✔✖ ♦✜ ❑✏♦✗✎✚❦✎✏ r✏♦✛✢✚✔ ✜✏♦❤✸✱✲

✙ ✒✏✎② ✖✚✙♣✎ r✏♦✚✎✖✖✎✛ ✑❤✙✒✎s ❚✓✎ ✖✑✳✎✖ ♦✜ ✔✓✎ ✓✑✒✓ ✥✣✏✖✔✮ ✥✴✮ ✙✗✛ ♣♦✍ ✥✖✎✚✵

♦✗✛✮ ✥❇✮ ♣✎✕✎♣ ✚♦❤r♦✗✎✗✔ ✍✎✏✎ ✥✶✹✺✶✹✮✺ ✙✗✛ ✥✻✺✻✮✺ ✏✎✖r✎✚✔✑✕✎♣② ✍✑✔✓ ✷✹ ✖✑✗✵

✒✢♣✙✏ ✕✙♣✢✎✖s ❚✓✎ ✜✎✙✔✢✏✎ ✕✎✚✔♦✏ ❜✎✚✙❤✎

✼

✴✾ ✿ ❇✾ ✴❀ ✿ ❇❀ ❁ ❁ ❁ ✴❀❂ ✿ ❇❀❂

❃

s

❆♣♣ ✓✎✙✔❤✙r✖ ✍✎✏✎ ✗♦✏❤✙♣✑✖✎✛ ✔♦ ✢✗✑✔ ✗♦✏❤s ❚♦ ✚♦❤r✙✏✎ r✏✎✛✑✚✔✑♦✗ r✎✏✜♦✏✵

❤✙✗✚✎✖✺ ✍✎ ✢✖✎✛ ✔✓✏✎✎ r✎✏✜♦✏❤✙✗✚✎ ❤✙✔✏✑✚✎✖ ✙✖ ✜♦♣♣♦✍✖★✸✱✫

✶s ❆✏✎✙ ✢✗✛✎✏ ✔✓✎ ✏✎✚✎✑✕✎✏ ♦r✎✏✙✔✑✗✒ ✚✓✙✏✙✚✔✎✏✑✖✔✑✚ ✥❆❯❄❖❅✮ ✑✖ ♦✗✎ ♦✜ ✚♦❤✵

✷✻
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❙�✁✂✉✄✁ ✁✂✐☎✆

■✂✐☎✆ ✂✆♠☎✆✝ ✇✁�✞ ✆❡✆ ✂✟✈✆✂✆✠� ✝✐�✐ ✟♦ ❯✡✆♠ ✶

■✂✐☎✆ ✂✆♠☎✆✝ ✇✁�✞ ✆❡✆ ✂✟✈✆✂✆✠� ✝✐�✐ ✟♦ ❯✡✆♠ ✷

❋☛☞✌✍✎ ✾✏ ❑✍✑✒✎✓❦✎✍ ❞✎✓✑✔✕✑✖☛✗☛✑✒ ✑✘ ✗t✎ ✑✍☛☞☛✒✙✚ ✖✗☛✔✌✚☛ ☛✔✙☞✎ ✙✒❞ ✗t✎ ✓✑✍✍✎✖✕✑✒❞☛✒☞ ✎✛✎

✔✑✜✎✔✎✒✗ ❞✙✗✙ ✑✘ ✗✢✑ ✌✖✎✍✖✣ ✗✢✑ ❑✍✑✒✎✓❦✎✍ ✘✙✓✗✑✍✖ ✙✒❞ ✖☛s ✖☛✒☞✌✚✙✍ ✜✙✚✌✎✖ ✢✎✍✎ ✓✑✔✕✌✗✎❞

✷✤
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♠�✁✂✄ ✉☎✆✝ ♣✆❡✞�❡♠✟✁✠✆ ♠✆✡❡☛✠☎ ✞�❡ ✠�♠♣✟❡☛✁❝ ❤✆✟✡♠✟♣☎ ✟✁✝ ✆✄✆ ☞✌✟✍

✡☛�✁☎✷✳ ■✡ ☛☎ ❜✟☎✆✝ �✁ ✟✁ ❘❖✎ ✠✉❡✏✆ ✡❤✟✡ ✠✟✁ ❜✆ ✠�♠♣✉✡✆✝ ❜✄ ✏✟❡✄☛✁❝ ✡❤✆

✡❤❡✆☎❤�✂✝ �✞ ✡❤✆ ♣❡✆✝☛✠✡✆✝ ❤✆✟✡♠✟♣✳ ❆ ♣☛✌✆✂ ☛☎ ♣❡✆✝☛✠✡✆✝ ✟☎ ✟ ✡✟❡❝✆✡ ✇❤✆✁

☛✡☎ ❤✆✟✡♠✟♣ ✏✟✂✉✆ ☛☎ ❝❡✆✟✡✆❡ ✡❤✟✁ ✡❤✆ ✡❤❡✆☎❤�✂✝t ✇❤☛✂✆ ☛✡ ☛☎ ✠✂✟☎☎☛☞✆✝ ✟☎ ✟✹✑✑

❜✟✠❦❝❡�✉✁✝ ✇❤✆✁ ✡❤✆ ✏✟✂✉✆ ☛☎ ❜✆✂�✇ ✡❤✆ ✡❤❡✆☎❤�✂✝✳ ❆❯❘❖✎ ❡✟✁❝✆☎ ✞❡�♠

✵ ✭✠�♠♣✂✆✡✆ ♠☛☎♠✟✡✠❤✒ ✡� ✶ ✭♣✆❡✞✆✠✡ ♠✟✡✠❤✒✳

✓✳ ✎�❡❡✆✂✟✡☛�✁ ☛✁✝☛✠✟✡✆☎ ✡❤✆ ✝✆❝❡✆✆ �✞ ✂☛✁✆✟❡ ❡✆✂✟✡☛�✁☎❤☛♣ ❜✆✡✇✆✆✁ ✡✇� ♠✟♣☎✳

■✡ ❡✟✁❝✆☎ ✞❡�♠ ✔✶ ✭♣✆❡✞✆✠✡ ✠�❡❡✆✂✟✡☛�✁ ❜✉✡ ☛✁ ✡❤✆ �♣♣�☎☛✡✆ ✝☛❡✆✠✡☛�✁✒ ✡� ✰✶

✭♣✆❡✞✆✠✡ ✠�❡❡✆✂✟✡☛�✁✒✳ ❩✆❡� ☛✁✝☛✠✟✡✆☎ ✁� ✠�❡❡✆✂✟✡☛�✁ ❜✆✡✇✆✆✁ ✡❤✆ ✡✇� ♠✟♣☎✳✹✑✕

✸✳ ❏✆✁☎✆✁✍✖❤✟✁✁�✁ ✝☛✏✆❡❝✆✁✠✆ ✭❏✖✗✒ ✇✟☎ ✉☎✆✝ ✡� ☛✝✆✁✡☛✞✄ ✡❤✆ ✝☛☎☎☛♠☛✂✟❡☛✡✄

❜✆✡✇✆✆✁ ✡✇� ✝☛☎✡❡☛❜✉✡☛�✁☎✳ ■✡ ☛☎ ❜✟☎✆✝ �✁ ❑✉✂✂❜✟✠❦✍✘✆☛❜✂✆❡ ✝☛✏✆❡❝✆✁✠✆

✭❑✘✗✒ ✇❤☛✠❤ ✠✟✁ ✠✟♣✡✉❡✆ ✟ ✠✆❡✡✟☛✁ ❦☛✁✝ �✞ ✁�✁✍✂☛✁✆✟❡t ✆✁✡❡�♣✄ ✡✄♣✆ ✟✁✝

✝✆♣✆✁✝✆✁✠✄✳ ❑✘✗ ☛☎ ✝✆☞✁✆✝ ✟☎t

❉✙▲✭P ❥❥◗✒ ❂
❳

✐✚✛

✂✁

✜
P✐

◗✐

✢

P✐ ✭✓✓✒

✇❤✆❡✆ P❀◗ ✟❡✆ ✡❤✆ ♣❡�❜✟❜☛✂☛✡✄ ✝☛☎✡❡☛❜✉✡☛�✁☎✳ ❏✖✗ ☛☎ ☎✄♠♠✆✡❡☛✠ ✇❤☛✂✆ ❑✘✗

☛☎ ✁�✡ ❬✓✣❪✳ ✖❙✉✟❡✆ ❡��✡ �✞ ❏✖✗ ❤✟☎ ♠✟✡❡☛✌ ♣❡�♣✆❡✡☛✆☎✳ ❚❤✆ ♠�❡✆ ☎☛♠☛✂✟❡

✡❤✆ ✡✇� �❜✤✆✠✡☎ ✟❡✆t ✡❤✆ ☎♠✟✂✂✆❡ ✡❤✆ ✏✟✂✉✆ �✞ ❏✖✗ ☛☎t ✟✁✝ ✏☛✠✆ ✏✆❡☎✟✳ ❏✖✗

☛☎ ✝✆☞✁✆✝ ✟☎t

❉✥✦✭P ❥❥◗✒ ❂
✶

✓
❉✙▲✭P ❥❥▼✒ ✰

✶

✓
❉✙▲✭◗❥❥▼✒ ✭✓✸✒

✇❤✆❡✆ ▼ ❂ ✛
✷✭P ✰◗✒✳

❍✆❡✆t ✂☛✁✆✟❡ ❦✆❡✁✆✂ ✞✉✁✠✡☛�✁ ✇✟☎ ✉☎✆✝✳ ✧�✝✆✂ ☎✆✂✆✠✡☛�✁ ✇✟☎ ♣✆❡✞�❡♠✆✝ ✇☛✡❤

☞✏✆✍✞�✂✝ ✠❡�☎☎ ✏✟✂☛✝✟✡☛�✁ ❜✟☎✆✝ �✁ ❆❯❘❖✎✳ ❲✆ ✆✌✟♠☛✁✆✝ ✡✇� ☎✠✆✁✟❡☛�☎ �✞ ✡❤✆

✡✆☎✡ ☎✆✡☎s ✭☛✒ ❢✶✍★❣ ♠☛☎☎☛✁❝ ✏☛✆✇☎ ✇✆❡✆ ❡✟✁✝�♠✂✄ ☎✆✂✆✠✡✆✝ ✟✁✝ ✭☛☛✒ �✁✆ ☞✌✆✝ ✏☛✆✇

✇✟☎ ♠☛☎☎☛✁❝ ✞�❡ ✆✟✠❤ ❡✉✁✳ ❚❤✆ ✆✌♣✆❡☛♠✆✁✡☎ ✇✆❡✆ ❡✉✁ ✶✵ ✡☛♠✆☎ ✇☛✡❤ ✝☛❞✆❡✆✁✡✹✩✑

❡✟✁✝�♠ ✝✟✡✟ ☎♣✂☛✡☎✳

✪✫✬❛✮✯❛✱✯✲ ✴✺✻ ✼✺✽✾✯✺❛✼ ❛✿ ❁✿✿❃❄❅❅✽✽✽❇✬✮❈✮✺✾❇❊❛✯✿✲❊❁❇✲✼❋❅●❁❛✻✲✯❅❈❁❛✻✲❅◆✱✬❈❇❃❁❃❇

✓★
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❆�✁✂✄☎✆✂ ✄☎♦ s✝✞✟✠♦✡✄ ✡s ✄☛ ✠ s☎☞✞♦❡✡s✞✌ �✞✠♦✟✡✟✆ ✠☞☞♦✄✠✝✂❤ ❜☎✁ ✡✁s s✞✁✁✡✟✆ ✡s

✌✡❞✞♦✞✟✁ ☛♦✄❢ ✁✂✄s✞ ❢✞✟✁✡✄✟✞✌ ✞✠♦�✡✞♦ ✡✟ ✁✂✞ ✡✟✁♦✄✌☎✝✁✡✄✟✍ ❆�� ☞♦✞❡✡✄☎s ✇✄♦✎s

☎s✞✌ ✠ s✠�✡✞✟✝✏ ❢✠☞ ✄☛ ✠❡✞♦✠✆✞ �✄✝✠✁✡✄✟s ✑✒✠✁✞✌ ❜✏ ✠�� ☎s✞♦s ✠s ✠ ✆�✄❜✠� ❢✄✌✞�✍

■✟ ✄☎♦ s✝✞✟✠♦✡✄❤ ✇✞ ✡✟s✁✞✠✌ ☎s✞✌ ✡✟✌✡❡✡✌☎✠� ✑✒✠✁✡✄✟ ❢✠☞s ✠✟✌ ☛✄✝☎s✞✌ ✄✟ ☎s✞♦✹✓✔

❢✄✌✞�s✍ ❖☎♦ ✠ss☎❢☞✁✡✄✟ ✇✠s ✁✂✠✁ ✁✂✞♦✞ ✇✞♦✞ s✄❢✞ ✝✄♦♦✞�✠✁✡✄✟s ❜✞✁✇✞✞✟ ☎s✞♦s✉

✞✏✞ ❢✄❡✞❢✞✟✁ ❜✞✂✠❡✡✄☎♦s✍ ❲✞ ✠✡❢ ✁✄ ☞♦✞✌✡✝✁ ✁✂✞ ✡✟✌✡❡✡✌☎✠� ❢✠☞s✍ ❚✄ ✁✂✞ ❜✞s✁

✄☛ ✄☎♦ ✎✟✄✇�✞✌✆✞❤ ✁✂✞♦✞ ✇✠s ✟✄ ✠❡✠✡�✠❜�✞ ✁✞✝✂✟✡✕☎✞ ✌✞s✡✆✟✞✌ ☛✄♦ ✁✂✡s ✎✡✟✌ ✄☛ s✝✞✖

✟✠♦✡✄❤ s✄ ✇✞ ✝✄❢☞✠♦✞✌ ✄☎♦ ☞♦✄☞✄s✞✌ ❢✞✁✂✄✌ ✇✡✁✂ ❜✠s✞�✡✟✞ ❢✞✁✂✄✌s ✡✟ ✠ s✡❢✡�✠♦

✇✠✏ ✁✂✠✁ ✇✞ ✌✡✌ ✡✟ ✄✟✞ ✄☛ ✄☎♦ ☞♦✞❡✡✄☎s ✇✄♦✎s ❬✸✗❪✍ ❚✂✞ ❜✠s✞�✡✟✞ ❢✞✁✂✄✌s ✇✞♦✞✹✘✙

✁✇✄ ✇✞��✖✎✟✄✇✟ s✠�✡✞✟✝✏ ❢✠☞ ❢✄✌✞�s✚ ❈✄✟❡✞✟✁✡✄✟✠� ❱✡s☎✠� ❙✠�✡✞✟✝✏ ✭❈❱❙✛ ❬✶❪❤

✠✟✌ ●♦✠☞✂✖✜✠s✞✌ ❱✡s☎✠� ❙✠�✡✞✟✝✏ ✭●✜❱❙✛ ❬✷❪✍

✢✣✤✣ ❘❛✥✦✧★✩✪ ✫✬✩✬❝✮ ▼✯✰✰✯✥✱ ✲✯✬✳✰

❲✂✞✟ ✁✂✞ ✟☎❢❜✞♦ ✄☛ ❢✡ss✡✟✆ ❡✡✞✇s ✡✟✝♦✞✠s✞✌❤ ❆❯✴❖❈ ✠✟✌ ✝✄♦♦✞�✠✁✡✄✟ ✌✞✖

✝♦✞✠s✞✌ ☛✄♦ ✠�� ✠�✆✄♦✡✁✂❢s ✠s s✂✄✇✟ ✡✟ ❋✡✆☎♦✞ ✶✗✠ ✠✟✌ ✶✗❜❤ ♦✞s☞✞✝✁✡❡✞�✏✍ ❖✟✹✘✔

✁✂✞ ✄✁✂✞♦ ✂✠✟✌❤ ❏❙✵ ✡✟✝♦✞✠s✞✌ ✇✂✞✟ ✁✂✞♦✞ ✇✠s ✠✟ ✡✟✝♦✞✠s✞ ✡✟ ✁✂✞ ✟☎❢❜✞♦ ✄☛

❢✡ss✡✟✆ ❡✡✞✇s ✠s s✂✄✇✟ ✡✟ ❋✡✆☎♦✞ ✶✗✝✍ ❲✂✞✟ ✁✂✞ ✟☎❢❜✞♦ ✄☛ ❢✡ss✡✟✆ ❡✡✞✇s ✡✟✖

✝♦✞✠s✞✌❤ ❚✺❱✻✖❍❊ ☞✞♦☛✄♦❢✠✟✝✞ ✇✠s ✌♦✠❢✠✁✡✝✠��✏ ♦✞✌☎✝✞✌ ✇✂✡�✞ ●✜❱❙ ✠✟✌

❈❱❙✉s ☞✞♦☛✄♦❢✠✟✝✞s ✇✞♦✞ s�✡✆✂✁�✏ ✌✞✝♦✞✠s✞✍ ❚✺❱✻✖❍❊ ✄✟�✏ ☎s✞✌ ✞✏✞ ❢✄❡✞✖
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❋✡✆☎♦✞ ✶✶ s✂✄✇s ✠✟ ✞✒✠❢☞�✞ ✄☛ ☞♦✞✌✡✝✁✡✄✟ ❜✏ ●✜❱❙❤ ❈❱❙❤ ✠✟✌ ✄☎♦ ☞♦✄☞✄s✞✌

✠�✆✄♦✡✁✂❢ ✇✂✞✟ ✁✇✄ ❡✡✞✇s ✇✞♦✞ ❢✡ss✡✟✆✍ ■✁ ✝✠✟ ❜✞ s✞✞✟ ✁✂✠✁ ●✜❱❙ ✠✟✌ ❈❱❙

☛✠✡�✞✌ ✁✄ ☞♦✞✌✡✝✁ ✇✂✞♦✞ ☎s✞♦s ✇✞♦✞ �✄✄✎✡✟✆ ✠✁✍ ✜✄✁✂ ✠�✆✄♦✡✁✂❢s ☞☎✁ ✠✁✁✞✟✁✡✄✟✹✹✙

✄✟ ✁✂✞ ✇✄❢✠✟✉s ✠♦❢ ✠✟✌ ✁✂✞ ✇✡✟✌✄✇s ✇✂✡�✞ ☎s✞♦s ✠✝✁☎✠��✏ ☛✄✝☎s✞✌ ✄✟ ✂✞♦ ☛✠✝✞✍

✷✿

70



Number of Missing Views
1 2 3 4 5 6 7

A
U

R
O

C

0

0.2

0.4

0.6

0.8

1

TMVL-❍❊
GBVS
CVS

✭�✁ ❆❯✂❖✄

Number of Missing Views
1 2 3 4 5 6 7

C
or

r

-0.2

0

0.2

0.4

0.6

0.8

1
TMVL-☎✆
GBVS
CVS

✭✝✁ ✄❈✞✞✟✠�✡☛❈☞

Number of Missing Views
1 2 3 4 5 6 7

JS
D

0

0.5

1

1.5

2

TMVL-✌✍
GBVS
CVS

✭✎✁ ❏✏✑

❋✒✓✔✕✖ ✶✗✘ ✙ ❜♦①✚✛♦✜ ❝♦✢✚✣✕✒✤♦✥ ♦✦ ✣✛✛ ✢✖✜♠♦❞✤ ✇♠✖✥ ✕✣✥❞♦✢✛r ✤✖✛✖❝✜✖❞ ❢✶✧★❣ ✢✒✤✤✒✥✓ ✈✒✖✇✤

✇✖✕✖ ❝♦✥✤✒❞✖✕✖❞✩

✪✫✬✮ ▼✬✯✰✱✲ ✳✪✴✵✷ ✷✱✮✮ ✸✹✺

✻

❚▼✼✽ ✾✿❀✾❁❂ ✾✿❃❄❁✾ ✾✿❅❃❇❁

●❉✼✹ ■❑▲◆P◗ ■❑■❘❙◗ ✻❑❱❘◆◆

✷✼✹ ■❑❘◗◆❙ ■❑■❘❲❱ ✻❑❱P◆P

❱

❚▼✼✽ ✾✿❃❀❄❇ ✾✿❁❳✾✾ ✾✿❨✾❁❨

●❉✼✹ ■❑▲❘■❘ ■❑■❲❙◆ ✻❑✻❙▲◗

✷✼✹ ■❑▲❲❙◗ ■❑■❲❙✻ ✻❑✻▲❱❘

❩✣❜✛✖ ❬✘ ❭✖✕✦♦✕✢✣✥❝✖ ✢✣✜✕✒❝✖✤ ♦✦ ✣✛✛ ♦✦ ✜♠✖ ✢✖✜♠♦❞✤ ♦✥ ✜♠✖ ✒✢✣✓✖ ✒✥ ❪✓✔✕✖ ✶✶✩ ❫♦✛❞ ✈✣✛✔✖✤

✒✥❞✒❝✣✜✖ ✜♠✖ ❜✖✤✜ ✚✖✕✦♦✕✢✣✥❝✖ ✣❝♠✒✖✈✖❞ ✒✥ ✖✣❝♠ ✔✤✖✕✩
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❛ ❬✙✔✩✙❭ ✩✔✙ ♥✐ ✖✦❛✪✔✩ ✣❛✩✔❞ ♥✘ ✓★✔✕✔ ✙★✔ ♥✙★✔✕ ✩✔✮✔✘ ✉✩✔✕✩ ✓✔✕✔ ✤♥♥❃✖✘✪ ❛✙ ✖✘

✙★✔ ✩❛✦✔ ✩✔✙✚ ✯✜✜♥✕❞✖✘✪ ✙♥ ❚❛✣✤✔ ✵④❚❛✣✤✔ ✼✢ ❚❇❁❈ ✓❛✩ ✙★✔ ✣✔✩✙ ✜♥✘✙✔✘❞✔✕

✐♥✕ ❛✤✤ ✉✩✔✕✩✢ ✐♥✤✤♥✓✔❞ ✣✥ ●❀❁❂ ❛✘❞ ✱❁❂ ✖✘ ✙★❛✙ ♥✕❞✔✕✚ ❯✩✖✘✪ ✫✬✭ ❛✩ ✖✘✧✉✙
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❚▼✟✠✡❍❊ ✕✖✽✸✹✗ ✕✖✽✺✕✽ ✕✖✼✻✗✕ ✕✖✽✕✼✗ ✕✖✽✼✶✶ ✕✖✽✷✹✻ ✕✖✽✶✽✹ ✕✖✼✻✼✕
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❛★✢ ✦✩✪✪✩✫♠✾ ❇✥✜✬ ✈❛✜✴✢✪ ✩✫✬✩❝❛❡✢ ❡t✢ ✛✢✪❡ ❆✭✮❖✯ ❛❝t✩✢✈✢✬ ✩✫ ✢❛❝t ✴✪✢★✾
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❍❊ ❚▼✟✠ ✕✖✸✷✼✻ ✕✖✹✹✸✸ ✕✖✷✗✺✶ ✕✖✸✹✸✼ ✕✖✹✕✶✸ ✕✖✸✽✼✹ ✕✖✸✼✕✻ ✕✖✷✽✻✶

●✘✟✙ ✕✖✶✽✸✺ ✕✖✶✗✸✷ ✕✖✶✽✺✻ ✕✖✷✕✽✸ ✕✖✶✗✷✽ ✕✖✶✗✽✶ ✕✖✷✶✸✺ ✕✖✶✗✼✻

❈✟✙ ✕✖✶✹✷✺ ✕✖✶✹✻✺ ✕✖✶✹✼✻ ✕✖✶✻✻✷ ✕✖✶✺✕✶ ✕✖✶✺✷✻ ✕✖✶✻✼✺ ✕✖✶✻✕✹
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●✘✟✙ ✕✖✼✹✹✷ ✕✖✼✕✹✻ ✕✖✺✗✶✷ ✕✖✺✽✗✸ ✕✖✽✶✕✷ ✕✖✻✼✸✺ ✕✖✻✶✗✸ ✕✖✹✗✷✶

❈✟✙ ✕✖✼✻✷✺ ✕✖✼✶✼✶ ✕✖✺✗✷✼ ✕✖✺✗✻✽ ✕✖✽✸✹✸ ✕✖✻✽✹✹ ✕✖✻✷✼✼ ✕✖✹✽✸✸
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❈✟✙ ✶✖✷✶✽✹ ✶✖✶✼✺✸ ✶✖✕✼✺✼ ✶✖✕✺✗✺ ✶✖✷✸✼✻ ✶✖✶✕✺✻ ✶✖✕✺✽✼ ✶✖✕✶✕✸
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❛✥❛✦✧★✩ ✪✫✬✮ ❛✧✯ ✰✱✲✳✳✴ ❛✥❛✦✧★✩ ✵✬✮ ✷✧ ✩t✸ ❛✹✸✺❛✥✸✻ ❛★ ★t✷✼✧ ✦✧ ✽✦✥✾✺✸ ✰✿❀✲

❖✾✺ ♣✺✷♣✷★✸✯ ❛❁✥✷✺✦✩t❂ ❛❃t✦✸✹✸✯ ✩t✸ t✦✥t✸★✩ ✦❂♣✺✷✹✸❂✸✧✩ ❃✷❂♣❛✺✸✯ ✩✷ ❀✷✩t❄❅❆

❀❛★✸❁✦✧✸★ ❢✷✺ ❯★✸✺ ✳✲ ❇t✦★ ❂✸❛✧★ ✩t❛✩ ✷✩t✸✺ ✾★✸✺★✉ ✸❉✸ ❂✷✹✸❂✸✧✩★ ❀✸t❛✹✦✷✾✺★
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✦❂♣✺✷✹✸✯ ✸✹✸✧ ✩t✷✾✥t ✧✷✩ ★✷ ❂✾❃t ❢✷✺ ✩t✸ ❃❛★✸ ✷❢ ❯★✸✺ ❑✲ ❯★✦✧✥ ❇▲✬▼◆P◗❙

❉✦✸❁✯✸✯ ❀✸✩✩✸✺ ❱❯❲❖✵✻ ❛✩ ✳✲❳❨✴ ✷✧ ✩t✸ ❛✹✸✺❛✥✸ ✩t❛✧ ❇▲✬▼◆P◗ ✯✦✯✻ ❛★ ★t✷✼✧❄❩❬

✦✧ ✽✦✥✾✺✸ ✰❭✲

❪❫ ❴❵❜❞❣❤❥❦❵❜

❧✧ ✩t✦★ ♣❛♣✸✺✻ ✼✸ ✦✧✩✺✷✯✾❃✸✯ ❛ ❂✦★★✦✧✥◆✹❛❁✾✸ ♣✺✸✯✦❃✩✦✷✧ ★❃t✸❂❛ ❀✾✦❁✩ ✾♣✷✧
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International Conference Papers
1. Kitsuchart Pasupa, Siripen Jungjareantrat, “Water Levels Forecast In Thailand: A

Case Study Of Chao Phraya River”, In Proceeding of the 14th International Confer-
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2. Kitsuchart Pasupa, Wisuwat Sunhem, “A Comparison between Shallow and Deep Ar-
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♠t❞✺✷✴ ✳t ✳❤✵✳ t❢ ✳❤✺ ❘t✹✵✷ ❄❤✵✐ ◆✵✈✹✴ ♠t❞✺✷❀ ❄❤✺✴✺ ♠t❞✺✷✴

✸✺✻✺ ✳❤✺ ❢t✷✷t✸✐✽✾✇ ✷✐✽✺✵✻ ✻✺✾✻✺✴✴✐t✽✿ ❅✺✻✽✺✷ ✻✺✾✻✺✴✴✐t✽✿ ✴❂♣♣t✻✳

✈✺❝✳t✻ ✻✺✾✻✺✴✴✐t✽✿ ❅●✽✺✵✻✺✴✳ ✽✺✐✾❤✼t✻✴✿ ✵✽❞ ✻✵✽❞t♠ ❢t✻✺✴✳❀ ❄❤✺

❞✵✳✵ ✐✽♣❂✳ ✐✽✳t ✳❤✺✴✺ ♠t❞✺✷✴ ✸✺✻✺ ✸✵✳✺✻ ✷✺✈✺✷ ✳✐♠✺ ✴✺✻✐✺✴ ❞✵✳✵

t❢ ♣✵✴✳ ❖◗✿ ◗❯✿ ✵✽❞ ❱❖ ❤t❂✻✴ ♠✺✵✴❂✻✺❞ ✵✳ ✳❤✺ ❘t✹✵✷ ❄❤✵✐ ◆✵✈✹

❤✺✵❞❲❂✵✻✳✺✻✴ ✴✳✵✳✐t✽✿ ❃❤✻✵ ❈❤❂✷✵❝❤t♠❅✷✵t ❳t✻✳✿ ✳❤✐✻✳✺✺✽ t✳❤✺✻

✴✳✵✳✐t✽✴ ✵✷t✽✾ ✳❤✺ ✻✐✈✺✻✿ ✵✽❞ ✳❤✺ t❂✳♣❂✳ ✸✺✻✺ ♣✻✺❞✐❝✳✐t✽✴ ❢t✻ ✳❤✺

✽✺♥✳ ❖◗ ❤t❂✻✴❀ ✲✳ ✸✵✴ ❢t❂✽❞ ✳❤✵✳ ✵✷✷ t❢ ✳❤✺ ♠✵❝❤✐✽✺ ✷✺✵✻✽✐✽✾

✳✺❝❤✽✐❲❂✺✴ ✸✺✻✺ ✵✼✷✺ ✳t ✵❝❤✐✺✈✺ ✼✺✳✳✺✻ ♣✺✻❢t✻♠✵✽❝✺✴ ✳❤✵✽ ✳❤✵✳

t❢ ✳❤✺ ❤✵✻♠t✽✐❝ ♠✺✳❤t❞ t❢ ✳✐❞✵✷ ♠t❞✺✷✐✽✾❀ ❄❤✺ ✴❂♣♣t✻✳ ✈✺❝✳t✻

✻✺✾✻✺✴✴✐t✽ ♠t❞✺✷ ✸✐✳❤ ❘✵❞✐✵✷ ✼✵✴✐✴ ❢❂✽❝✳✐t✽ ❅✺✻✽✺✷ ✵✽❞ ❱❖●❤t❂✻

♣✵✴✳ ✳✐♠✺ ✴✺✻✐✺✴ ❞✵✳✵ ✹✐✺✷❞✺❞ ♣✻✺❞✐❝✳✐t✽ ✻✺✴❂✷✳✴ ✸✐✳❤ ✳❤✺ ✷✺✵✴✳

✺✻✻t✻✴✿ ✵✳ ❨❀❩❩❱ ♠ ✵✽❞ ❨❀❩❩❬ ♠ ❢t✻ ✳❤✺ ✸✵✳✺✻ ✷✺✈✺✷✴ ✵✳ ✳❤✺ ❘t✹✵✷

❄❤✵✐ ◆✵✈✹ ❤✺✵❞❲❂✵✻✳✺✻✴ ✴✳✵✳✐t✽ ✵✽❞ ❃❤✻✵ ❈❤❂✷✵❝❤t♠❅✷✵t ❳t✻✳✿

✻✺✴♣✺❝✳✐✈✺✷✹❀

■✤ ■❭❪❫❴❵❜❣❪❥❴❭

❚✓✟✒☛✟✎✘ ✒s ✟✎ ✟✔✏✒✠✡☛☞✡✏✟☛ ✙✟s❡✘ ✠♦✡✎☞✏✌ ❧✒☞✓ ✟ ☞♦☞✟☛

✟✔✏✒✠✡☛☞✡✏✟☛ ✟✏❡✟ ♦✍ ✜q✛✢✜✚✚ sr✡✟✏❡ ✑❡☞❡✏s ✉✶①✤ ② ☛✒✍❡✙☛♦♦✘

♦✍ ✟✔✏✒✠✡☛☞✡✏❡✢ ❧✟☞❡✏ ✒s ♦✎❡ ♦✍ ☞✓❡ ✙✟s✒✠ ✎❡❡✘s ♦✍ ☛✒③✒✎✔

☞✓✒✎✔s✤ ④✟☞❡✏ ✒s ❡③❡✏✌❧✓❡✏❡ ✙✡☞ ✍✏❡s✓❧✟☞❡✏ ✒s ③❡✏✌ ☛✒✑✒☞❡✘✤

②☛☞✓♦✡✔✓ ✫✜✤✚⑤ ♦✍ ☞✓❡ ❡✟✏☞✓ ✒s ✠♦③❡✏❡✘ ❧✒☞✓ ❧✟☞❡✏ ✙✡☞ ⑥✫✤✛⑤

♦✍ ☞✓❡ ❧✟☞❡✏ ✒s ✒✎ ☞✓❡ ♦✠❡✟✎ ✉✜①✤ ■☞ ✒s s✟☛☞❧✟☞❡✏ ✟✎✘ ✎♦☞

✘✏✒✎✖✟✙☛❡✤ ❚✓❡ ✏❡✑✟✒✎✒✎✔ ✜✤✛⑤ ✒s ✍✏❡s✓ ❧✟☞❡✏ ❧✓✒✠✓ ✒s ✒✎ ✏✒③❡✏s✢

☛✟✖❡s✢ ✔✏♦✡✎✘✢ ✒✠❡✠✟✩s✢ ✔☛✟✠✒❡✏s✢ ❡☞✠✤ ❚✓❡✏❡✍♦✏❡✢ ❧✟☞❡✏ ✏❡s♦✡✏✠❡

✑✟✎✟✔❡✑❡✎☞ ✍♦✏ ✑✟✒✎☞✟✒✎✒✎✔ ❡✍➇✠✒❡✎☞ ✟✔✏✒✠✡☛☞✡✏✟☛ ✩✏♦✘✡✠☞✒♦✎

✒s ③❡✏✌ ✒✑✩♦✏☞✟✎☞ ☞♦ ✟ ✠♦✡✎☞✏✌✤

❚✓❡✏❡ ✟✏❡ ✑✟✎✌ ✟✩✩✏♦✟✠✓❡s ☞♦ ❧✟☞❡✏ s✡✩✩☛✌ ✑✟✎✟✔❡✑❡✎☞✣

s✠✓❡✘✡☛❡✘ ✒✏✏✒✔✟☞✒♦✎ ✠✟✎ ✙❡ ✩❡✏✍♦✏✑❡✘ ✙✟s❡✘ ♦✎ ✠✏♦✩ ❡③✟✩⑦

♦☞✏✟✎s✩✒✏✟☞✒♦✎ ✉⑧① ✟✎✘ ✍♦✏❡✠✟s☞ ❧✟☞❡✏ ☛❡③❡☛ ✒✎ ☞✓❡ ✏✒③❡✏ ♦✏

✏❡s❡✏③♦✒✏✤ ❚✓❡✏❡ ✓✟③❡ ✙❡❡✎ s❡③❡✏✟☛ ❧♦✏✖s ☞✓✟☞ ✍♦✠✡s❡✘ ♦✎

✩✏❡✘✒✠☞✒✎✔ ❧✟☞❡✏ ☛❡③❡☛ ✒✎ ❚✓✟✒☛✟✎✘ ✉⑨①✢ ✉✛①✢ ✉q①✢ ✉✫①✢ ✉⑩①✢ ✉⑥①✢

✉✶✚①✤ ❶✓✡✟✎✩♦✎✔✩✟✎✒✠✓ ❷❹ ❺❻❼ ❽✜✚✶✜❾ ✩✏❡✘✒✠☞❡✘ ❧✟☞❡✏ ☛❡③❡☛ ✟☞

❿✓✏✟ ❶✓✡☛✟✠✓♦✑✖☛✟♦ ❋♦✏☞ ✙✌ ✡s✒✎✔ ➀✟✏✑♦✎✒✠ ✟✎✟☛✌s✒s ✉⑨①✤

❚✓✒s ✑❡☞✓♦✘ ✏❡✩✏❡s❡✎☞s ❧✟☞❡✏ ☛❡③❡☛ ✟☞ ✟ ✠♦✎s✒✘❡✏❡✘ ☛♦✠✟☞✒♦✎

✙✌ ✑✟☞✓❡✑✟☞✒✠✟☛ ✑♦✘❡☛✤ ❚✓❡✒✏ ❡➁✩❡✏✒✑❡✎☞ s✓♦❧❡✘ ☞✓✟☞ ✡s✒✎✔

✍♦✡✏ s❡☛❡✠☞❡✘ ☞✒✘✟☛ ✠♦✎s☞✒☞✡❡✎☞s ✟s ✒✎✩✡☞ ③✟✏✒✟✙☛❡s ❧❡✏❡ ☞✓❡ ✙❡s☞

✟✩✩✏♦✟✠✓ ✍♦✏ ✩✏❡✘✒✠☞✒✎✔ ☞✓❡ ❧✟☞❡✏ ☛❡③❡☛✤ ➂✔✟☞✟ ❷❹ ❺❻❼ ❽✜✚✶✜❾

s✒✑✡☛✟☞❡✘ ✏✒③❡✏ ✘✒s✠✓✟✏✔❡ ✟✎✘ ❧✟☞❡✏ ☛❡③❡☛ ✒✎ ❶✓✟♦ ❿✓✏✟✌✟

✏✒③❡✏ ✙✟s✒✎ ❧✒☞✓ ✟ ✘✒s☞✏✒✙✡☞❡✘ ✓✌✘✏♦☛♦✔✒✠✟☛ ✑♦✘❡☛ ❽➃➀▼❾ ✉✛①➄

✡✎✍♦✏☞✡✎✟☞❡☛✌✢ ☞✓❡ ✑♦✘❡☛ ♦③❡✏❡s☞✒✑✟☞❡✘ ☞✓❡ ✘✒s✠✓✟✏✔❡s ✒✎ s♦✑❡

✟✏❡✟s✤ ②☛☞❡✏✎✟☞✒③❡☛✌✢ ❧✟☞❡✏ ☛❡③❡☛ ✠✟✎ ✙❡ ✩✏❡✘✒✠☞❡✘ ✙✌ ✑✟✠✓✒✎❡

☛❡✟✏✎✒✎✔ ✟☛✔♦✏✒☞✓✑s✤ ▼✟✠✓✒✎❡ ☛❡✟✏✎✒✎✔ ☞❡✠✓✎✒r✡❡s ✓✟③❡ ✙❡✠♦✑❡

✩♦✩✡☛✟✏ ✒✎ ☞✓❡s❡ ✘✟✌s✤ ▼✟✎✌ ✏❡s❡✟✏✠✓❡✏s ✓✟③❡ ✟✩✩☛✒❡✘ ✑✟✠✓✒✎❡

☛❡✟✏✎✒✎✔ ✟☛✔♦✏✒☞✓✑s ☞♦ ✩✏❡✘✒✠☞ ❧✟☞❡✏ ☛❡③❡☛ ✟☞ s❡③❡✏✟☛ ✟✏❡✟s ✒✎

❚✓✟✒☛✟✎✘ s✡✠✓ ✟s ✕✓☛♦✎✔ ➅⑦❚✟✩✟♦ ✏✒③❡✏ ✙✟s✒✎ ✉q①✢ ✟☞ ▼✤✫

✔✟✡✔❡ s☞✟☞✒♦✎ ▼✡✎ ✏✒③❡✏ ✒✎ ➅✙♦✎ ➆✟☞✠✓✟☞✓✟✎✒ ✉✫①✢ ❶✓✟♦ ❿✓✏✟✌✟

✏✒③❡✏ ✉⑩①✢ ✉⑥①✢ ✉✶✚①✢ ✟✎✘ s❡✟ ☛❡③❡☛ ✟☞ ➈✡☛✍ ♦✍ ❚✓✟✒☛✟✎✘ ✉✶✶①✤ ❚✓❡s❡

❧♦✏✖s ✠✟✎ ✙❡ ✍✡✏☞✓❡✏ ✘❡③❡☛♦✩❡✘ ✒✎☞♦ ✟✎ ✟✠✠✡✏✟☞❡ ➉♦♦✘ ❧✟✏✎✒✎✔

✟✩✩☛✒✠✟☞✒♦✎✤

■✎ ☞✓✒s ✩✟✩❡✏✢ ❧❡ ✍♦✠✡s❡✘ ♦✎ ✍♦✏❡✠✟s☞✒✎✔ ❧✟☞❡✏ ☛❡③❡☛ ✟☞ ☞❧♦

☛♦✠✟☞✒♦✎s ✟☛♦✎✔ ❶✓✟♦ ❿✓✏✟✌✟ ✏✒③❡✏ ✒✎ ❇✟✎✔✖♦✖✤ ❶✡✏✏❡✎☞☛✌✢ ☞✓❡

➀✌✘✏♦✔✏✟✩✓✒✠ ➃❡✩✟✏☞✑❡✎☞ ♦✍ ☞✓❡ ➆♦✌✟☛ ❚✓✟✒ ➊✟③✌ ✑✟✖❡s ✩✏❡⑦

✘✒✠☞✒♦✎ ♦✍ ❧✟☞❡✏ ☛❡③❡☛ ✒✎ ❶✓✟♦ ❿✓✏✟✌✟ ✏✒③❡✏ ✙✌ ✡s✒✎✔ ✟ ✓✟✏✑♦✎✒✠

✑❡☞✓♦✘ ♦✍ ☞✒✘✟☛ ✑♦✘❡☛✤ ❚✓✒s ✑♦✘❡☛ ✠✟✎ ✩✏❡✘✒✠☞ ☞✓❡ ♦③❡✏✟☛☛

☞✏❡✎✘ ❧❡☛☛ ✙✡☞ ❧✒☞✓ ✓✒✔✓ ✒✎✘✒③✒✘✡✟☛ ✩✏❡✘✒✠☞✒♦✎ ❡✏✏♦✏✤ ❚✓❡✏❡✍♦✏❡✢

❧❡ ✟✒✑ ☞♦ ✒✑✩✏♦③❡ ☞✓❡ ✩✏❡✘✒✠☞✒♦✎ ✩❡✏✍♦✏✑✟✎✠❡ ♦✍ ☞✓❡ ✠✡✏✏❡✎☞

✟✩✩✏♦✟✠✓ ✙✌ ✡s✒✎✔ ③✟✏✒♦✡s ✑✟✠✓✒✎❡ ☛❡✟✏✎✒✎✔ ☞❡✠✓✎✒r✡❡s ❧✒☞✓

✒✎✩✡☞ ✍❡✟☞✡✏❡s ✍✏♦✑ ☞❧♦ ➆♦✌✟☛ ❚✓✟✒ ➊✟③✌ s☞✟☞✒♦✎s ✟☞ ☞✓❡ ➆♦✌✟☛

❚✓✟✒ ➊✟③✌ ✓❡✟✘r✡✟✏☞❡✏s ✟✎✘ ❿✓✏✟ ❶✓✡☛✟✠✓♦✑✖☛✟♦ ❋♦✏☞ ✟s ❧❡☛☛
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■t ✆✐s☛ t✝ ♣✞✝⑤✁✄t ✡✆t✆ ♦✞✝s t�✁ ✝✞✐✍✐✂✆☎ ♦✁✆t❧✞✁ ☛♣✆✄✁ t✝ ✆

✂✁✇ ♦✁✆t❧✞✁ ☛♣✆✄✁ ✐✂ ✇�✐✄� ☎✐✂✁✆✞ ♦❧✂✄t✐✝✂ ✄✆✂ ✟✁ ❧☛✁✡ t✝

✍✁✂✁✞✆☎✐♠✁✠ ⑥✞✆s s✆t✞✐❛ ✭⑦✮✦ ❧☛✁✡ ✆☛ ✆ ✡✁☛✐✍✂ s✆t✞✐❛ ✐✂ ☎✐✂✁✆✞

✞✁✍✞✁☛☛✐✝✂✦ ✐☛ ✆☛☛✝✄✐✆t✁✡ ✇✐t� ✽✁✞✂✁☎ ⑧✭➲✱ ➲✮✦ ✐✠✁✠ ⑧✘❥ ✖ ⑧✭⑨✘✱ ⑨❥✮✠

■✂ t�✐☛ ✇✝✞✽✦ ✇✁ ❧☛✁✡ ✤⑥✆❧☛☛✐✆✂✥ ✞✆✡✐✆☎ ✟✆☛✐☛ ♦❧✂✄t✐✝✂ ✽✁✞✂✁☎
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✍✞✁☛☛✐✝✂ ✐☛ ✂✝t ☛♣✆✞☛✁ ✐✂ ✈✆✞✐✆✟☎✁☛ ✆☛ ✐t ❧☛✁☛ ✆☎☎ ♦✁✆t❧✞✁☛✠

❚�✐☛ ☎✁✆✡☛ t✝ ✆ ✄✝s♣☎✁❛ s✝✡✁☎ ✇✐t� �✐✍� ✄✝s♣❧t✆t✐✝✂✆☎ ✄✝☛t✠

❚�✁✞✁♦✝✞✁✦ ☛❧♣♣✝✞t ✈✁✄t✝✞ ✞✁✍✞✁☛☛✐✝✂ ✤➇➈⑩✥ ✐☛ ✐✂t✞✝✡❧✄✁✡ t�✆t

✆✐s☛ t✝ ☛✝☎✈✁ t�✁ ♦✝☎☎✝✇✐✂✍ ✄✝✂✈✁❛ ✝♣t✐s✐♠✆t✐✝✂ ♣✞✝✟☎✁s✓
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✇�✁✞✁ ➞ ✐☛ ➇➈⑩ �❞♣✁✞♣✆✞✆s✁t✁✞✦ ↕ ✐☛ ✆ ✟✐✆☛ ✈✆☎❧✁✦ ✆✂✡ ➓✘✱
➔➓✘ ✆✞✁

☛☎✆✄✽ ✈✆✞✐✆✟☎✁☛✠ ➇➈⑩ ✄✆✂ ✟✁ ❧☛✁✡ t✝ ☛✝☎✈✁ r❧✆✡✞✆t✐✄ ♣✞✝✍✞✆s☛

t�✆t ✆✞✁ ✄✝✂✈✁❛ ♣✞✝✟☎✁s☛ t�✆t �✆✈✁ ✆ ❧✂✐r❧✁ ✝♣t✐s✆☎ ☛✝☎❧t✐✝✂✠

➟✍✆✐✂✦ ✽✁✞✂✁☎ t✞✐✄✽ ✐☛ ❧t✐☎✐♠✁✡ t✝ ✁✂✆✟☎✁ ✂✝✂☎✐✂✁✆✞ s✆♣♣✐✂✍✠

➠❀ ➡➢➤✴✬✵✴✼➄ ➤✴✲✶❤➥❡✵✼ ➦➡➤➤❀❁ ✽➧➧ ✐☛ ✆ ✂✝✂✑♣✆✞✆s✁t✞✐✄

✆✂✡ ✐✂☛t✆✂✄✁✑✟✆☛✁✡ ☎✁✆✞✂✐✂✍ s✁t�✝✡✠ ■t ✐☛ ✝✂✁ ✝♦ t�✁ ☛✐s♣☎✁☛t

✆☎✍✝✞✐t�s☛ t�✆t ✄✝s♣✆✞✁☛ ✆ t✁☛t ☛✆s♣☎✁ t✝ t�✁ ⑧✑✄☎✝☛✁☛t t✞✆✐✂✐✂✍

✁❛✆s♣☎✁☛✠ ❚�✁✞✁♦✝✞✁✦ t�✁ ✝❧t♣❧t ✇✐☎☎ ✟✁ ✆✂ ✆✈✁✞✆✍✁ ✝♦ t�✁

✈✆☎❧✁☛ ✝♦ ✐t☛ ⑧ ✂✁✆✞✁☛t ✂✁✐✍�✟✝✞☛✠

➨❀ ❘✬✳➩❡➫ ➭❡✵✴✼➄ ➦❘➭❀❁ ⑩❶ ✐☛ ✆✂ ✁✂☛✁s✟☎✁ s✁t�✝✡ t�✆t

✄✝s✟✐✂✁☛ ☛✁✈✁✞✆☎ ✡✁✄✐☛✐✝✂ t✞✁✁ s✝✡✁☎☛✠ ❊✆✄� s✝✡✁☎ ✐☛ t✞✆✐✂✁✡

✝✂ ✆ ☛❧✟☛✁t ✝♦ ♦✁✆t❧✞✁☛ t�✆t ✆✞✁ ✞✆✂✡✝s☎❞ ☛✁☎✁✄t✁✡✠ ➟ t✁☛t

☛✆s♣☎✁ ✐☛ t✁☛t✁✡ ✝✂ ✆☎☎ ✡✁✄✐☛✐✝✂ t✞✁✁ s✝✡✁☎☛✠ ➟ ♣✞✁✡✐✄t✁✡ ✈✆☎❧✁

✐☛ ✄✆☎✄❧☎✆t✁✡ ✟❞ ✆✍✍✞✁✍✆t✐✂✍ t�✁ ♣✞✁✡✐✄t✐✝✂☛ ✝♦ t�✁☛✁ t✞✁✁☛✠ ❚�✐☛

✄✆✂ ✟✁ ✡✝✂✁ ✟❞ ✆✈✁✞✆✍✐✂✍ ✆☎☎ ✝♦ t�✁ ✈✆☎❧✁☛✠

■■■✠ ➇➯➳➵➸ ➟➺➻➼

❈�✆✝ ➽�✞✆❞✆ ⑩✐✈✁✞ ✐☛ ✆ s✆⑤✝✞ ✞✐✈✁✞ ✝♦ ❚�✆✐☎✆✂✡✠ ■t ✟✁✍✐✂☛

✐✂ ➧✆✽�✝✂ ➇✆✇✆✂ ♣✞✝✈✐✂✄✁ ✐✂ ➧✝✞t�✁✞✂ ❚�✆✐☎✆✂✡ ♦✞✝s ✆

✄✝s✟✐✂✆t✐✝✂ ✝♦ t✇✝ ✞✐✈✁✞☛➾t�✁ ➽✐✂✍ ✞✐✈✁✞ ✆✂✡ t�✁ ➧✆✂ ✞✐✈✁✞✠

❈�✆✝ ➽�✞✆❞✆ ✞✐✈✁✞ ➚✝✇☛ ☛✝❧t� ♦✝✞ ❩→✷ ✽✐☎✝s✁t✁✞☛✦ ♣✆☛☛✁☛

t�✞✝❧✍� ✉✆✂✍✽✝✽✦ ✆✂✡ ✁✂✡☛ ✆t t�✁ ⑥❧☎♦ ✝♦ ❚�✆✐☎✆✂✡✠

❚�✐☛ ☛t❧✡❞ ♦✝✄❧☛✁☛ ✝✂ ♣✞✁✡✐✄t✐✂✍ ✇✆t✁✞ ☎✁✈✁☎☛ ✆t t✇✝ ☎✝✄✆✑

t✐✝✂☛ ✆☎✝✂✍ ❈�✆✝ ➽�✞✆❞✆ ✞✐✈✁✞✠ ➪✆t✆ ✝♦ ✇✆t✁✞ ☎✁✈✁☎ ✆t t�✁ t✇✝

☎✝✄✆t✐✝✂☛ ✇✁✞✁ s✁✆☛❧✞✁✡ ✟❞ t�✁ ⑩✝❞✆☎ ❚�✆✐ ➧✆✈❞✠ ❲✐t�✐✂ t�✁

⑩✝❞✆☎ ❚�✆✐ ➧✆✈❞ ✐☛ ✆ ✍✝✈✁✞✂s✁✂t ✝✞✍✆✂✐♠✆t✐✝✂ t�✆t ✞✁✍❧☎✆✞☎❞

s✆✽✁☛ ♣✞✁✡✐✄t✐✝✂ ✝♦ ✁❛♣✁✄t✁✡ ☛✁✆ ✇✆t✁✞ ☎✁✈✁☎ ✆✂✡ ✁❛♣✁✄t✁✡ ✞✐✈✁✞

✇✆t✁✞ ☎✁✈✁☎ ✐✂ ❈�✆✝ ➽�✞✆❞✆ ✞✐✈✁✞✠ ❲✁ ✄✝☎☎✁✄t✁✡ ✡✆t✆ ♦✞✝s t✇✝

⑩✝❞✆☎ ❚�✆✐ ➧✆✈❞ ☛t✆t✐✝✂☛ ✆☛ ✇✁☎☎ ✆☛ ✎☞ ✝t�✁✞ ☛t✆t✐✝✂☛ ✆☎✝✂✍ t�✁

✞✐✈✁✞ t�✆t ✟✁☎✝✂✍ t✝ t�✁ ➪✁♣✆✞ts✁✂t ✝♦ ➪✞✆✐✂✆✍✁ ✆✂✡ ➇✁✇✁✞✆✍✁

✤➪➪➇✥ ✝♦ ✉✆✂✍✽✝✽ ✾✁t✞✝♣✝☎✐t✆✂✠ ❚�✁ t✇✝ ⑩✝❞✆☎ ❚�✆✐ ➧✆✈❞

☛t✆t✐✝✂☛ ✆✞✁ ✆ ☛t✆t✐✝✂ ✆t t�✁ ❍❞✡✞✝✍✞✆♣�✐✄ ➪✁♣✆✞ts✁✂t ✤❍➪✥

✝♦ t�✁ ⑩✝❞✆☎ ❚�✆✐ ➧✆✈❞ �✁✆✡r❧✆✞t✁✞☛ ✆✂✡ ✆ ☛t✆t✐✝✂ ✆t ➽�✞✆

❈�❧☎✆✄�✝s✽☎✆✝ ❶✝✞t ✤➽❈✥✠ ❈❧✞✞✁✂t☎❞✦ t�✁ ⑩✝❞✆☎ ❚�✆✐ ➧✆✈❞

s✆✽✁☛ ♣✞✁✡✐✄t✐✝✂ ✝♦ ✁❛♣✁✄t✁✡ ✇✆t✁✞ ☎✁✈✁☎ ✝✂✁ ❞✁✆✞ ✆�✁✆✡ ✟❞

❧☛✐✂✍ ✆ �✆✞s✝✂✐✄ s✁t�✝✡ ✝♦ t✐✡✆☎ s✝✡✁☎ ✤❍❚✥✠ ➪➪➇ �✆☛ →→

t✁☎✁s✁t✞❞ ☛t✆t✐✝✂☛ s✁✆☛❧✞✐✂✍ ✇✆t✁✞ ☎✁✈✁☎✦ ✞✆✐✂♦✆☎☎✦ t✁s♣✁✞✆t❧✞✁✦

✆✂✡ �❧s✐✡✐t❞ ✆t ✁✈✁✞❞ ✄✆✂✆☎ ✐✂ ✉✆✂✍✽✝✽✠ ❍✝✇✁✈✁✞✦ ✐✂ t�✐☛
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✗❡❛✖✐➽❛✎✐✓✕✱ ➶✘❡❃❢✓✖✑ ✔✗✓✍✍❃✘❛✖✐✑❛✎✐✓✕ ✇❛✍ ❛✲✲✖✐❡✑ ✓✕ ✎✚❡ ✎✗❛✐✕❃

✐✕❣ ✍❡✎✳ ➻❢✎❡✗ ✎✚❡ ✓✲✎✐✢❛✖ ✲❛✗❛✢❡✎❡✗✍ ❢✓✗ ❡❛✔✚ ✢✓✑❡✖ ✇❡✗❡

✓❜✎❛✐✕❡✑✱ ✎✚❡ ✢✓✑❡✖ ✇❛✍ ✎✗❛✐✕❡✑ ✇✐✎✚ ✎✚❡ ✇✚✓✖❡ ✎✗❛✐✕✐✕❣ ✍❡✎ ❛✕✑

✎❡✍✎❡✑ ✇✐✎✚ ✎✚❡ ✎❡✍✎ ✍❡✎✳ ❲❡ ✗❡✲✓✗✎❡✑ ✲❡✗❢✓✗✢❛✕✔❡ ❛✍ ❛✘❡✗❛❣❡

✗✓✓✎ ✢❡❛✕ ✍✼✏❛✗❡✑ ❡✗✗✓✗ ✸➾▼✥❊✹ ✐✕ ✢❡✎❡✗ ✸✢✳✹ ❛✔✗✓✍✍ ➶✘❡ ✗✏✕✍✳

➾▼✥❊ ✇❛✍ ✔❛✖✔✏✖❛✎❡✑ ❜✒✱

❒❮❰Ï ➠

Ð
Ñ
Ñ
Ò

➨

Ó

ÔÕ

➟ÖØ

➤Ù➟ ➧ ÚÙ➟➦
Û

✸➼✹

✇✚❡✗❡ Ù➟ ✐✍ ❛ ✎✗✏❡ ✘❛✖✏❡ ❛✕✑ ÚÙ➟ ✐✍ ❛ ✲✗❡✑✐✔✎❡✑ ✘❛✖✏❡✳
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▼✔✕✖✗✘✙ ▲✗✚✛✕✜✗✢ ✪✣✤ ✥✙✔✘
✣✤✦✧▲✜✢✔✛★ ✩✫ ✾✬✭✮✯✪
✣✤✦✧✦✰✱ ✩✫ ✾✾✭✮✬✪
✣✤✦✧▲✜✢✔✛★ ✲✴ ✾✬✭✮✵✪
✣✤✦✧✦✰✱ ✲✴ ✾✬✭✮✯✪

✶✷ ✸❳P✂✍■✹✂✺❚❆✁ ❘✂✌✻✁❚✌ ❆✺✒ ❉■✌✓✻✌✌■✼✺

✽❡ ❛✿❛❀❁❂❡❃ t❄❡ ❢❅❀❀❅✇❇✿❈ ❝❅❋❏❇✿❛t❇❅✿◆ ❅❢ ❢❡❛t◗❨❡ ◆❡t◆s

❩❇❬ ❭◆❇✿❈ ❪❫❴❵ t❅ ♣❨❡❃❇❝t ✇❛t❡❨ ❀❡✈❡❀ ❛t ❜❉ ◆t❛t❇❅✿ ❛◆

✇❡❀❀ ❛◆ ◗◆❇✿❈ ❪❫❞❣ t❅ ♣❨❡❃❇❝t ✇❛t❡❨ ❀❡✈❡❀ ❛t ❤✐ ◆t❛t❇❅✿❥

❩❇❇❬ ❭◆❇✿❈ ❜❦ ✇❇t❄ t✇❅ ◆t❛t❇❅✿◆❧ ♣❨❡✈❇❅◗◆ ✇❛t❡❨ ❀❡✈❡❀ ❨❡❝❅❨❃◆

❩♠♥❴❵ ❛✿❃ ♠♥❞❣❬❥ ❩❇❇❇❬ ❭◆❇✿❈ ❅✿❀❁ t❄❡ ❛✈❛❇❀❛❏❀❡ ✇❛t❡❨ ❀❡✈❡❀

❇✿❢❅❨❋❛t❇❅✿ ❢❨❅❋ t❄❡ ❘❅❁❛❀ ❦❄❛❇ ♦❛✈❁ ◆t❛t❇❅✿◆ t❅❈❡t❄❡❨ ✇❇t❄

t❄❅◆❡ ❢❨❅❋ t❄❡ ❉qq ◆t❛t❇❅✿◆ ❩♠♥r✉✉❬❥ ❛✿❃ ❩❇✈❬ ❭◆❇✿❈ ❛❀❀ ❅❢

t❄❡ ❇✿❢❅❨❋❛t❇❅✿ ✇❡ ❈❛t❄❡❨❡❃✷ ❦❄❡ ❨❡◆◗❀t◆ ❅❏t❛❇✿❡❃ ❢❨❅❋ ◗◆❇✿❈

t❄❡◆❡ ❝❅❋❏❇✿❛t❇❅✿◆ ✇❡❨❡ ❝❅❋♣❛❨❡❃ ✇❇t❄ t❄❛t ❅❢ t❄❡ ❏❛◆❡❀❇✿❡

❜❦ ❋❡t❄❅❃✷

①t ❇◆ ❝❀❡❛❨ t❄❛t ❛❀❀ ❅❢ t❄❡ ❝❅❋❏❇✿❛t❇❅✿◆ ❅❢ ❢❡❛t◗❨❡ ◆❡t◆

♣❨❅♣❅◆❡❃ ❄❡❨❡ ✇❛◆ ❛❏❀❡ t❅ ❛❝❄❇❡✈❡ ❀❅✇❡❨ ❘②q✸ ❇✿ ❛❀❀ ❝❛◆❡◆

❛◆ ◆❄❅✇✿ ❇✿ ❦❛❏❀❡ ①① ❛✿❃ ①①① ❢❅❨ ❜❉ ❛✿❃ ❤✐❥ ❨❡◆♣❡❝t❇✈❡❀❁✷ ①t

✇❛◆ ❢❅◗✿❃ t❄❛t ❨❡❈❨❡◆◆❇❅✿ ✇❇t❄ ❘③④ ⑤❡❨✿❡❀ ❁❇❡❀❃❡❃ t❄❡ ❏❡◆t

♣❡❨❢❅❨❋❛✿❝❡ ❅✿ t❄❡ ❛✈❡❨❛❈❡ ❛✿❃ ❇✿ ❋❅◆t ❅❢ t❄❡ ❝❛◆❡◆ ❅❢ ❏❅t❄

❜❉ ❛✿❃ ❤✐ ◆t❛t❇❅✿◆✷ ⑤♦♦ ✇❛◆ t❄❡ ✇❅❨◆❡ ❛❋❅✿❈ ❛❀❀✷ q✶❘ ✇❛◆

◆❀❇❈❄t❀❁ ✇❅❨◆❡ t❄❛✿ ❨❡❈❨❡◆◆❇❅✿ ❏◗t q✶❘ ❋❅❃❡❀ ✇❛◆ ◆❇❋♣❀❡❨ t❄❛✿

t❄❡ ❨❡❈❨❡◆◆❇❅✿ ❋❅❃❡❀✷ ②❅❨❡❅✈❡❨❥ t❄❡ ❨❡❈❨❡◆◆❇❅✿ ❋❅❃❡❀ ◗◆❡❃

❛❀❀ ❅❢ t❄❡ t❨❛❇✿❇✿❈ ◆❛❋♣❀❡◆ ❏◗t q✶❘ ◗◆❡❃ ◆◗♣♣❅❨t ✈❡❝t❅❨◆ t❄❛t

❝❅✿◆❇◆t❡❃ ❅❢ ❅✿❀❁ ◆❅❋❡ ❅❢ t❄❡ t❨❛❇✿❇✿❈ ◆❛❋♣❀❡◆ ❛◆ ◆❄❅✇✿ ❇✿

❦❛❏❀❡ ①✶✷ ❦❄❛t ❋❇❈❄t ❏❡ t❄❡ ❝❛◗◆❡ ❢❅❨ t❄❡ ❃❨❅♣ ❇✿ ♣❡❨❢❅❨❋❛✿❝❡✷

❭◆❇✿❈ ❋❅❨❡ ❀❛❈ ❃❛t❛ ◆❄❅◗❀❃ ❏❡ ❛❏❀❡ t❅ ❀❅✇❡❨ ❘②q✸✷ ①t

❝❛✿ ❏❡❡✿ ◆❡❡✿ t❄❛t t❄❡ q✶❘ ✇❇t❄ ❘③④ ❢◗✿❝t❇❅✿ ❇✿ ❝❅✿⑥◗✿❝t❇❅✿

✇❇t❄ ⑦⑧⑨❄❅◗❨ ❀❛❈ ❃❛t❛ ❅❢ ❛❀❀ ❢❡❛t◗❨❡◆ ❁❇❡❀❃❡❃ t❄❡ ❏❡◆t ♣❨❡❃❇❝t❇❅✿

♣❡❨❢❅❨❋❛✿❝❡◆ ❢❅❨ ❏❅t❄ ❜❉ ❛✿❃ ❤✐ ◆t❛t❇❅✿◆ ❛◆ ◆❄❅✇✿ ❇✿ ❦❛❏❀❡ ①①

❛✿❃ ①①①❥ ❨❡◆♣❡❝t❇✈❡❀❁✷

④❇❈✷ ⑧ ◆❄❅✇◆ ⑧⑩⑨❄❅◗❨ ❛❄❡❛❃ ♣❨❡❃❇❝t❇❅✿◆ ❅❢ ✇❛t❡❨ ❀❡✈❡❀ ❢❅❨

❶ ❃❛❁◆ ❢❅❨ ❜❉ ❛✿❃ ❤✐ ❏❁ q✶②⑨❘③④ ✇❇t❄ ⑦⑧⑨❄❅◗❨ ❀❛❈ ❃❛t❛✷

❷❀❀ ❅❢ t❄❡ ♣❨❅♣❅◆❡❃ ❢❡❛t◗❨❡◆ ♣❡❨❢❅❨❋❡❃ ❏❡tt❡❨ t❄❛✿ ❜❦❹t❄❡❇❨

♣❨❡❃❇❝t❡❃ ✈❛❀◗❡◆ ✇❡❨❡ ❝❀❅◆❡❨ t❅ t❄❡ t❨◗❡ ✈❛❀◗❡◆✷ ❷❝❝❅❨❃❇✿❈ t❅

④❇❈✷ ⑧❥ ❇t ✇❛◆ ❅❏◆❡❨✈❡❃ t❄❛t t❇❃❡◆ ✇❡❨❡ ♣❡❨❇❅❃❇❝ ❨❇◆❡◆ ❛✿❃ ❢❛❀❀◆

❅❢ ✇❛t❡❨ ❀❡✈❡❀ ✇❇t❄ ❛♣♣❨❅❸❇❋❛t❡❀❁ ⑧⑩⑨❄❅◗❨ ♣❡❨❇❅❃✷ ✐❀❡❛❨❀❁❥ t❄❇◆

❇◆ t❄❡ ❡❢❢❡❝t ❅❢ ❈❨❛✈❇t❛t❇❅✿❛❀ ❛tt❨❛❝t❇❅✿ ❅❢ t❄❡ ❋❅❅✿ ❛✿❃ t❄❡ ◆◗✿✷

①✿ ❛❃❃❇t❇❅✿❥ ✇❡ ❇✿✈❡◆t❇❈❛t❡❃ t❄❡ ❝❅✿t❨❇❏◗t❇❅✿ ❅❢ ❡❛❝❄ ❢❡❛t◗❨❡

t❅ ♣❨❡❃❇❝t❇✿❈ ✇❛t❡❨ ❀❡✈❡❀ ✇❇t❄ ❀❇✿❡❛❨ ❨❡❈❨❡◆◆❇❅✿ ❛✿❃ q✶❘ ✇❇t❄

❀❇✿❡❛❨ ⑤❡❨✿❡❀✷ ❦❄❡ ❝❅✿t❨❇❏◗t❇❅✿◆ ❅❢ ⑦⑧⑨❄❅◗❨ ❀❛❈ ❢❡❛t◗❨❡ t❅ ✇❛t❡❨

❀❡✈❡❀ ♣❨❡❃❇❝t❇❅✿◆ ❢❅❨ ❜❉ ❛✿❃ ❤✐ ❛❨❡ ◆❄❅✇✿ ❇✿ ④❇❈✷ ❺ ❛✿❃

④❇❈✷ ⑩❥ ❨❡◆♣❡❝t❇✈❡❀❁✷ ❦❄❡ ❝❅✿t❨❇❏◗t❇❅✿ ❅❢ ❡✈❡❨❁ ❢❡❛t◗❨❡ ✇❛◆

❛✈❡❨❛❈❡❃ ❛❝❨❅◆◆ ➇✈❡ ❨◗✿◆✷ ①t ◆❄❅◗❀❃ ❏❡ ✿❅t❡❃ t❄❛t ✇❡ ❨❡♣❅❨t❡❃

t❄❡ ❝❅✿t❨❇❏◗t❇❅✿ t❅ ❋❛⑤❇✿❈ ❛❝❝◗❨❛t❡ ♣❨❡❃❇❝t❇❅✿ ❢❅❨ ❀❇✿❡❛❨ ❝❛◆❡◆

❅✿❀❁❥ ❇❈✿❅❨❇✿❈ t❄❡ ✿❅✿⑨❀❇✿❡❛❨ ✇❡❇❈❄t◆ ❅❢ ❘③④ t❅ t❄❡ ❇✿♣◗t

❢❡❛t◗❨❡◆✷ ④❅❨ ❜❉ ◆t❛t❇❅✿❥ ❪❫❴❵ ✇❛◆ t❄❡ ❋❅◆t ❇✿❢❅❨❋❛t❇✈❡

❢❡❛t◗❨❡ ❢❅❨ ❀❇✿❡❛❨ ❨❡❈❨❡◆◆❇❅✿ ❢❅❀❀❅✇❡❃ ❏❁ ♠♥r❻❼❥ ♠♥r❽❾❥

♠♥r❿❽❥ ❛✿❃ ♠♥r❽➀✷ ①✿ t❄❡ q✶❘ ❝❛◆❡❥ t❄❡ ❋❅◆t ❃❅❋❇✿❛✿t

❢❡❛t◗❨❡ ✇❛◆ ♠♥r❻❼❥ ❢❅❀❀❅✇❡❃ ❏❁ ❪❫❞❣❥ ♠♥r❽❿❥ ♠♥r❽❼❥

♠♥r❽❾❥ ❛✿❃ ♠♥❞❣✷ ❦❄❇◆ ❇✿❃❇❝❛t❡❃ t❄❡ ❢❅❀❀❅✇❇✿❈s

➁❬ ✇❛t❡❨ ❀❡✈❡❀◆ ❇✿ ✐❄❛❅ ❤❄❨❛❁❛ ❨❇✈❡❨ ✇❡❨❡ ❛❢❢❡❝t❡❃ ❏❁

◆❡❛ ✇❛t❡❨ ❀❡✈❡❀ ❛◆ ❨❡➂❡❝t❡❃ ❇✿ ❪❫❴❵❥ ❪❫❞❣❥ ❛✿❃

♠♥❞❣➃

➄➅➆✳ ➈✳ ➄➅➉➊➋➌➍➎ ➏➐➊➌➅➑➒➅➓➔ ➓→ ➣➍➒➊➐ ↔➊➉➊↔↕ ➅➔ ➙➛➔➊ ➈➜➝➜ ➍➒ ❍✒ ➞➒➓➏➟ ➍➔➌ P✓
➞➠➓➒➒➓➡➟ ➛↕➅➔➆ ✌✄✹➋✍�➄ ➣➅➒➢ ➌➅→→➊➐➊➔➒ ↕➊➒↕ ➓→ →➊➍➒➛➐➊↕ ➞➤➈ ➢➓➛➐↕ ➏➍↕➒ ➒➅➡➊
↕➊➐➅➊↕ ➌➍➒➍➟✳

⑧❬ ✇❛t❡❨ ❀❡✈❡❀◆ ❛t t❄❡ t❡❀❡❋❡t❨❁ ◆t❛t❇❅✿◆ ✿❡❛❨ t❄❡ ➥◗❀❢

❅❢ ❦❄❛❇❀❛✿❃❹♠♥r❽❾ ❛✿❃ ♠♥r❽❿❹◆t❨❅✿❈❀❁ ❛❢❢❡❝t❡❃

t❄❡ ✇❛t❡❨ ❀❡✈❡❀ ❛t ❜❉ ❏❡❝❛◗◆❡ ❅❢ t❄❡ ❇✿➂◗❡✿❝❡ ❅❢

◆❡❛ ✇❛t❡❨ ❀❡✈❡❀ ❩t❄❇◆ ❇✿❝❀◗❃❡❃ ♠♥r❽❼❥ ❛✿❃ ♠♥r❽➀

❏❡❝❛◗◆❡ t❄❡❁ ✇❡❨❡ ❀❅❝❛t❡❃ ✿❡❛❨ ➦❄❀❅✿❈ ➧❛t ❤❄❅➃ t❄❡

✇❛t❡❨ ❀❡✈❡❀ ❛t ➦❄❀❅✿❈ ➧❛t ❤❄❅ ✇❛◆ ✿❅t ❏❡ ❇✿❝❀◗❃❡❃ ❇✿

t❄❇◆ ◆t◗❃❁ ❏❡❝❛◗◆❡ ❇t ❇◆ ❀❅❝❛t❡❃ ❇✿ t❄❡ ✽❡◆t ◆❇❃❡ ❅❢ t❄❡

✐❄❛❅ ❤❄❨❛❁❛ ❨❇✈❡❨➃ ➦❄❀❅✿❈ ➧❛t ❤❄❅ ✇❛◆ ❇✿❇t❇❛t❡❃ ❏❁

❜② ➦❇✿❈ ③❄◗❋❇❏❅❀ ❷❃◗❀❁❛❃❡⑥ ❛✿❃ ❛❇❋❡❃ t❅ ❃❨❛❇✿

➂❅❅❃ ✇❛t❡❨ ❇✿t❅ t❄❡ ◆❡❛ ❋❅❨❡ ➨◗❇❝⑤❀❁ ❏❁♣❛◆◆❇✿❈ ➁➩

⑤❇❀❅❋❡t❡❨◆ ❅❢ t❄❡ ❨❇✈❡❨ t❅ ➫➭➭ ❋❡t❡❨◆ ➯➁❺➲❬➃

❺❬ ✇❛t❡❨ ❀❡✈❡❀ ❛t ➦❄❀❅✿❈ ❦❅❡❇ ◆t❛t❇❅✿ ♠♥r❻❼ ❛❀◆❅

◆t❨❅✿❈❀❁ ❛❢❢❡❝t❡❃ t❄❡ ✇❛t❡❨ ❀❡✈❡❀ ❇✿ ✐❄❛❅ ❤❄❨❛❁❛ ❨❇✈❡❨

❩t❄❇◆ ❇◆ ❏❡❝❛◗◆❡ ❇t ✇❛◆ ❀❅❝❛t❡❃ ✿❡❛❨ ❤❄❨❛ ➦❄❛✿❅✿❈

♣◗❋♣❇✿❈ ◆t❛t❇❅✿❥ t❄❡ ❏❇❈❈❡◆t ♣◗❋♣❇✿❈ ◆t❛t❇❅✿ ❢❅❨

♣❨❡✈❡✿t❇✿❈ ➂❅❅❃ ❇✿ ③❛✿❈⑤❅⑤ ➯➁⑩➲➃ ✇❡ ❃❇❃ ✿❅t ❇✿❝❀◗❃❡

➦❄❀❅✿❈ ❤❄❨❛ ➦❄❛✿❅✿❈ ◆t❛t❇❅✿ ❇✿ ❅◗❨ ❋❅❃❡❀◆ ❏❡❝❛◗◆❡

❇t ✇❛◆ ✿❅t ❀❅❝❛t❡❃ ❛❀❅✿❈ ✐❄❛❅ ❤❄❨❛❁❛ ❨❇✈❡❨❥ ❏◗t t❄❡

✇❛t❡❨ ❀❡✈❡❀ ❛t ➦❀❅✿❈ ❦❅❡❇ ◆t❛t❇❅✿ ✇❄❇❝❄ ✇❡❨❡ ✿❡❸t t❅

❇t ✇❛◆ ❄❡❛✈❇❀❁ ❇✿➂◗❡✿❝❡❃ ❏❁ t❄❡ ♣◗❋♣❇✿❈ ❛❝t❇❅✿ ❛t

➦❄❀❅✿❈ ❤❄❨❛ ➦❄❛✿❅✿❈ ◆t❛t❇❅✿❬➃

⑩❬ ✇❛t❡❨ ❀❡✈❡❀ ❛t t❄❡ ◗♣◆t❨❡❛❋ ❅❢ t❄❡ ❨❇✈❡❨ ❛❀◆❅ ❛❢❢❡❝t❡❃

t❄❡ ❀❡✈❡❀ ❛t ♠♥r❿❽✷

❦❅ ◆◗❋ ◗♣❥ ❇t ❇◆ ❝❀❡❛❨ t❄❛t ◆❡❛ ✇❛t❡❨ ❀❡✈❡❀ ◆t❨❅✿❈❀❁ ❛❢❢❡❝t❡❃ t❄❡

✇❛t❡❨ ❀❡✈❡❀◆ ❛t ❤✐ ◆t❛t❇❅✿ ❏❡❝❛◗◆❡ ❪❫❞❣ ❛✿❃ ♠♥❞❣ ✇❡❨❡ t❄❡

❀❛❨❈❡◆t ✇❡❇❈❄t◆ ❛❋❅✿❈ ❛❀❀ ❅❢ t❄❡ ✇❡❇❈❄t◆❥ ❢❅❀❀❅✇❡❃ ❏❁ ❪❫❴❵❥

❛✿❃ ♠♥r❽❼✷ ❦❄❇◆ ✇❛◆ ❏❡❝❛◗◆❡ ❤✐ ✇❛◆ ❀❅❝❛t❡❃ ✿❡❛❨ t❄❡ ◆❡❛

❛✿❃ ♠♥r❽❼ ✇❛◆ ✿❡❛❨ ➦❄❀❅✿❈ ➧❛t ❤❄❅❥ ❛ ❏❁♣❛◆◆ ❝❛✿❛❀ t❅ t❄❡

◆❡❛✷

✽❡ ❢◗❨t❄❡❨ ❇✿✈❡◆t❇❈❛t❡❃ ❀❛❈ ❄❅◗❨ t❄❛t ✇❛◆ ❋❅◆t ❇❋♣❅❨t❛✿t t❅

❛❝❝◗❨❛t❡ ♣❨❡❃❇❝t❇❅✿✷ ❦❄❡ ❨❡◆◗❀t◆ ❛❨❡ ◆❄❅✇✿ ❇✿ ④❇❈✷ ❶ ❛✿❃ ④❇❈✷ ➫

❢❅❨ ❜❉ ❛✿❃ ❤✐❥ ❨❡◆♣❡❝t❇✈❡❀❁✷ ③❅t❄ ❛❀❈❅❨❇t❄❋◆ ❈❛✈❡ t❄❡ ❄❇❈❄❡◆t

✇❡❇❈❄t◆ t❅ t❄❡ ❝◗❨❨❡✿t ❡✈❡✿t ➳❾➵➸➺✷ ✽❡❇❈❄t◆ ❃❡❝❨❡❛◆❡❃ ❢❅❨ ❡✈❡❨❁

❀❛❈ ❄❅◗❨ ◗✿t❇❀ ⑧⑩⑨❄❅◗❨ ❀❛❈ ✇❛◆ ❋❡t❥ t❄❡✿ t❄❡ ❛❀❈❅❨❇t❄❋◆ t❡✿❃❡❃

t❅ ❇✿❝❨❡❛◆❡ ✇❡❇❈❄t ❛❈❛❇✿ ❏◗t t❄❡ ❇✿❝❨❡❛◆❡❃ ✇❡❇❈❄t◆ ✇❡❨❡ ◆❋❛❀❀❡❨

t❄❛✿ t❄❡ ❝◗❨❨❡✿t ❡✈❡✿t◆ ✇❡❇❈❄t✷ ❦❄❇◆ ❄❛♣♣❡✿❇✿❈ ♣❡❨❇❅❃❇❝❛❀❀❁

❅❝❝◗❨❨❡❃ ❡✈❡❨❁ ⑧⑩ ❄❅◗❨◆✷

④❇❈✷ ⑦ ❛✿❃ ④❇❈✷ ➩ ◆❄❅✇ ❛ ❝❅❋♣❛❨❇◆❅✿ ❅❢ ❅❏◆❡❨✈❡❃ ✇❛t❡❨

❀❡✈❡❀◆ ✇❇t❄ ♣❨❡❃❇❝t❡❃ ✇❛t❡❨ ❀❡✈❡❀◆ ❏❁ ❛❀❀ ❅❢ t❄❡ ❋❡t❄❅❃◆ ◗◆❡❃

❇✿ ❝❅❋❏❇✿❛t❇❅✿ ✇❇t❄ ⑦⑧⑨❄❅◗❨ ❀❛❈ ❢❡❛t◗❨❡ ❛t ❜❉ ❛✿❃ ❤✐❥ ❨❡◆♣❡❝⑨
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❇✟✎✔✖♦✖ ✶✚✛✜✚✢ ❚✓✟✒☛✟✎✘

❊✑✟✒☛✣ ✖✒☞s✡✠✓✟✏☞❦✒☞✤✖✑✒☞☛✤✟✠✤☞✓

❲�✂✄✐✝✁ ❙✄✥✆✦✧

❋✟✠✡☛☞✌ ♦✍ ■✎✍♦✏✑✟☞✒♦✎ ❚❡✠✓✎♦☛♦✔✌

✕✒✎✔ ▼♦✎✔✖✡☞✗s ■✎s☞✒☞✡☞❡ ♦✍ ❚❡✠✓✎♦☛♦✔✌ ▲✟✘✖✏✟✙✟✎✔

❇✟✎✔✖♦✖ ✶✚✛✜✚✢ ❚✓✟✒☛✟✎✘

❊✑✟✒☛✣ ✇✒s✡✇✟☞✤s✡✎❦✔✑✟✒☛✤✠♦✑

❆★✩✪✫✬✭✪➋✮✯✰✱ ♠✯✲✳✴✰✵ ❧✵✯✷✰✴✰♥ ✯❧♥✸✷✴✹✳♠✺ ✳✯✈✵ ❜✵✵✰ ✴✰✻

✹✷✸✼✽✲✵✼ ✹✸ ✺✸❧✈✵ ✼✴❞❞✵✷✵✰✹ ✹✱t✵✺ ✸❞ t✷✸❜❧✵♠✾ ❘✵✲✵✰✹❧✱✿ ♠✯✰✱

✸❞ ✹✳✵✺✵ ✯❧♥✸✷✴✹✳♠✺ ✳✯✈✵ ❜✵✵✰ ✯tt❧✴✵✼ ✹✸ ✼✵✵t ✯✷✲✳✴✹✵✲✹✽✷✵

♠✸✼✵❧ ✯✰✼ ✺✳✸❀✵✼ ✈✵✷✱ ✴♠t✷✵✺✺✴✈✵ t✵✷❞✸✷♠✯✰✲✵✾ ❁✰ ♥✵✰✵✷✯❧✿

✼✵✵t ✯✷✲✳✴✹✵✲✹✽✷✵ ♠✸✼✵❧ ✺✽❞❞✵✷✺ ❞✷✸♠ ✸✈✵✷✻❂✹✹✴✰♥ t✷✸❜❧✵♠ ❀✳✵✰

✹✳✵✷✵ ✴✺ ✯ ✺♠✯❧❧ ✰✽♠❜✵✷ ✸❞ ✹✷✯✴✰✴✰♥ ✼✯✹✯✾ ❁✰ ✹✳✴✺ t✯t✵✷✿ ❀✵

✯✹✹✵♠t✹✵✼ ✹✸ ✷✵♠✵✼✱ ✹✳✴✺ t✷✸❜❧✵♠ ✴✰ ✼✵✵t ✯✷✲✳✴✹✵✲✹✽✷✵ ❀✴✹✳

✷✵♥✽❧✯✷✴❃✯✹✴✸✰ ✹✵✲✳✰✴❄✽✵✺ ✴✰✲❧✽✼✴✰♥ ✸✈✵✷❧✯t t✸✸❧✴✰♥✿ ❅✴tt✵✼✻

✴♠✯♥✵ ✯✽♥♠✵✰✹✯✹✴✸✰ ✯✰✼ ✼✷✸t✸✽✹✿ ✯✰✼ ❀✵ ✯❧✺✸ ✲✸♠t✯✷✵✼ ✯

✼✵✵t ✺✹✷✽✲✹✽✷✵ ♠✸✼✵❧ ❈✲✸✰✈✸❧✽✹✴✸✰✯❧ ✰✵✽✷✯❧ ✰✵✹❀✸✷❉ ❈●❍❍❏❏ ❀✴✹✳

✺✳✯❧❧✸❀ ✺✹✷✽✲✹✽✷✵ ♠✸✼✵❧✺ ❈✺✽tt✸✷✹ ✈✵✲✹✸✷ ♠✯✲✳✴✰✵ ✯✰✼ ✯✷✹✴❂✲✴✯❧

✰✵✽✷✯❧ ✰✵✹❀✸✷❉ ❀✴✹✳ ✸✰✵ ✳✴✼✼✵✰ ❧✯✱✵✷❏ ✸✰ ✯ ✺♠✯❧❧ ✼✯✹✯✺✵✹✾ ❁✹

❀✯✺ ✺✹✯✹✴✺✹✴✲✯❧❧✱ ✲✸✰❂✷♠✵✼ ✹✳✯✹ ✹✳✵ ✺✳✯❧❧✸❀ ♠✸✼✵❧✺ ✯✲✳✴✵✈✵✼

❜✵✹✹✵✷ t✵✷❞✸✷♠✯✰✲✵ ✹✳✯✰ ✹✳✵ ✼✵✵t ♠✸✼✵❧ ✹✳✯✹ ✼✴✼ ✰✸✹ ✽✺✵ ✯

✷✵♥✽❧✯✷✴❃✯✹✴✸✰ ✹✵✲✳✰✴❄✽✵✾ ◆✸❀✵✈✵✷✿ ✯ ✼✵✵t ♠✸✼✵❧ ✯✽♥♠✵✰✹✵✼ ❀✴✹✳

✯ ✷✵♥✽❧✯✷✴❃✯✹✴✸✰ ✹✵✲✳✰✴❄✽✵❖●❍❍ ❀✴✹✳ ✼✷✸t✸✽✹ ✹✵✲✳✰✴❄✽✵❖❀✯✺

✲✸♠t✵✹✴✹✴✈✵ ✹✸ ✹✳✵ ✺✳✯❧❧✸❀ ♠✸✼✵❧✺✾

◗❯❱❳❨✫❩✩➋♠✯✲✳✴✰✵ ❧✵✯✷✰✴✰♥❬ ✺✳✯❧❧✸❀ ❧✵✯✷✰✴✰♥❬ ✼✵✵t ❧✵✯✷✰✴✰♥❬

✺♠✯❧❧ ✼✯✹✯✺✵✹✾

■✤ ■❭❪❫❴❵❝❢❪❣❴❭

❚♦✘✟✌✢ ✑✟✠✓✒✎❡ ☛❡✟✏✎✒✎✔ ☞❡✠✓✎✒❤✡❡s ✟✏❡ ✙❡✠♦✑✒✎✔ ✇✒✘❡☛✌

✡s❡✘ ✒✎ ✏❡✟☛ ✇♦✏☛✘ ✟❥❥☛✒✠✟☞✒♦✎s ♣✶q✤ ❚✓❡✌ ✟✏❡ ✎♦✇ ✒✎☞❡✔✏✟☞❡✘

✒✎ ✑✟✎✌ ✑♦✘❡✏✎ ✟❥❥☛✒✠✟☞✒♦✎s✢ ❡✤✔✤✢ ✓✟✎✘ ✇✏✒☞✒✎✔ ✏❡✠♦✔✎✒☞✒♦✎✢

✒✑✟✔❡ ✡✎✘❡✏s☞✟✎✘✒✎✔✢ ✟✎✘ r✒✘❡♦ s✡✔✔❡s☞✒♦✎✤ ❚✓❡✌ ✠✏❡✟☞❡ ✟✎✘

✒✑❥✏♦r❡ ✑♦✘❡☛s ✙✌ ☛❡✟✏✎✒✎✔ ✍✏♦✑ ✟✠✠✡✑✡☛✟☞❡✘ ✘✟☞✟✤ ■✎ ☞✓❡

❥✟s☞✢ ✑✟✎✌ ✑✟✠✓✒✎❡ ☛❡✟✏✎✒✎✔ ☞❡✠✓✎✒❤✡❡s✢ ❡✤✔✤✢ ✉✡❥❥♦✏☞ ①❡✠②

☞♦✏ ▼✟✠✓✒✎❡ ③✉①▼④✢ ✓✟r❡ s✓♦✇✎ ☞✓❡✒✏ s✡✙s☞✟✎☞✒✟☛ ❥❡✏✍♦✏②

✑✟✎✠❡ ✟✎✘ ❡✍✍❡✠☞✒r❡✎❡ss ✒✎ ✑✟✎✌ ✏❡✟☛ ✇♦✏☛✘ ✟❥❥☛✒✠✟☞✒♦✎s ♣✜q⑤

♣⑥q✤ ⑦♦✇❡r❡✏✢ ☞✓❡s❡ ✟☛✔♦✏✒☞✓✑s ✏❡❤✡✒✏❡ ✔♦♦✘ ❡⑧☞✏✟✠☞❡✘ ✓✟✎✘②

✠✏✟✍☞❡✘ ✍❡✟☞✡✏❡s✤ ❋❡✟☞✡✏❡ ❡⑧☞✏✟✠☞✒♦✎ ✒s ♦✎❡ ♦✍ ✠✓✟☛☛❡✎✔✒✎✔

☞✟s✖s ☞✓✟☞ ✎❡❡✘s ❡⑧❥❡✏☞ ✖✎♦✇☛❡✘✔❡ ☞♦ ❥❡✏✍♦✏✑ ✟✘❡❤✡✟☞❡☛✌✤

❋❡✟☞✡✏❡s ❡⑧☞✏✟✠☞❡✘ ✍✏♦✑ ❡✟✠✓ ✘✟☞✟ s✟✑❥☛❡ ✟✏❡ ✍❡✘ ✒✎☞♦ ☛❡✟✏✎✒✎✔

✟☛✔♦✏✒☞✓✑s✤ ⑨❡ ☛✟☞❡✏ ✏❡✍❡✏ ☞♦ ☞✓❡s❡ ✟☛✔♦✏✒☞✓✑s ✟s ➇s✓✟☛☛♦✇

✑♦✘❡☛⑩ ✟☛✔♦✏✒☞✓✑s ✙❡✠✟✡s❡ ☞✓❡✌ ✠♦✎s✒s☞ ♦✍ r❡✏✌ ✍❡✇ ☛✟✌❡✏s ♦✍

✠♦✑❥♦s✒☞✒♦✎✤ ❚✓❡s❡ ✒✎✠☛✡✘❡ ❶✏☞✒❷✠✒✟☛ ❸❡✡✏✟☛ ❸❡☞✇♦✏✖ ③❶❸❸④

✇✒☞✓ ♦✎❡ ✓✒✘✘❡✎ ☛✟✌❡✏ ✟s ✇❡☛☛✤ ■✎ ♦✏✘❡✏ ☞♦ ✟r♦✒✘ ✠♦✑❥☛❡⑧

✍❡✟☞✡✏❡ ❡⑧☞✏✟✠☞✒♦✎ ❥✏♦✠❡ss✢ ➇✘❡❡❥ ✑♦✘❡☛⑩ ✇✟s ✒✎☞✏♦✘✡✠❡✘✤ ■☞

✟✒✑s ☞♦ ✟✡☞♦✑✟☞✒✠✟☛☛✌ ☛❡✟✏✎ ✍❡✟☞✡✏❡ ✓✒❡✏✟✏✠✓✌ ✍✏♦✑ ☛♦✇ ☛❡r❡☛

☞♦ ✓✒✔✓ ☛❡r❡☛✤ ■☞ ✑♦r❡s ✑✟✠✓✒✎❡ ☛❡✟✏✎✒✎✔ ✍♦✏✇✟✏✘ ✠☛♦s❡✏ ☞♦ ☞✓❡

✡☛☞✒✑✟☞❡ ✔♦✟☛ ♦✍ ✟✏☞✒❷✠✒✟☛ ✒✎☞❡☛☛✒✔❡✎✠❡✢ ☞✓✟☞ ✒s✢ ✟ ✑✟✠✓✒✎❡ ☞✓✟☞

✠✟✎ ☞✓✒✎✖ ☛✒✖❡ ✟ ✓✡✑✟✎ ✘♦❡s ♣✛q✤

❶☛☞✓♦✡✔✓ ☞✓❡✏❡ ✟✏❡ ❥✒❡✠❡s ♦✍ ❡r✒✘❡✎✠❡ ☞✓✟☞ ✘❡❡❥ ☛❡✟✏✎✒✎✔ ✒s

✟✙☛❡ ☞♦ ✟✠✓✒❡r❡ ✙❡☞☞❡✏ ❥❡✏✍♦✏✑✟✎✠❡ ☞✓✟✎ s✓✟☛☛♦✇ ☛❡✟✏✎✒✎✔ ♣❹q✢

♣❺q✢ ✒☞ ✒s ✇❡☛☛ ✖✎♦✇✎ ☞✓✟☞ ✘❡❡❥ ☛❡✟✏✎✒✎✔ ✓✟s ☛✒✑✒☞✟☞✒♦✎s ☞✓✟☞

s✓♦✡☛✘ ✙❡ ✠♦✎s✒✘❡✏❡✘✤ ❊⑧✟✑❥☛❡s ♦✍ ☞✓❡s❡ ☛✒✑✒☞✟☞✒♦✎s ✟✏❡ ☞✓❡

✍♦☛☛♦✇✒✎✔✣

✒④ ⑦✒✔✓ ✠♦✑❥✡☞✟☞✒♦✎✟☛ ✠♦s☞ ✒✎ ☞✏✟✒✎✒✎✔ ❥✓✟s❡✣ ✒☞ ✓✟s ✓✒✔✓❡✏

✠♦✑❥✡☞✟☞✒♦✎✟☛ ✠♦✑❥☛❡⑧✒☞✌ ✠♦✑❥✟✏✒✎✔ ☞♦ s✓✟☛☛♦✇ ☛❡✟✏✎✒✎✔

✟✎✘ ✏❡❤✡✒✏❡s ✓✒✔✓ ❥❡✏✍♦✏✑✟✎✠❡ ✠♦✑❥✡☞✒✎✔ ✡✎✒☞ ☞♦ ☞✏✟✒✎⑤

✡s✒✎✔ ❻❼❽②✙✟s❡✘ ✒✑❥☛❡✑❡✎☞✟☞✒♦✎ ✠✟✎ s✒✔✎✒❷✠✟✎☞☛✌ ✏❡✘✡✠❡

✑♦✘❡☛ ☞✏✟✒✎✒✎✔ ☞✒✑❡ ✠♦✑❥✟✏✒✎✔ ☞♦ ✡s✒✎✔ ❾❼❽②✙✟s❡✘ ✒✑②

❥☛❡✑❡✎☞✟☞✒♦✎ ♣❿q✤

✒✒④ ➀r❡✏②❷☞☞✒✎✔ ❥✏♦✙☛❡✑ ✇✓❡✎ ☞✓❡ ✘✟☞✟ s❡☞ ✒s s✑✟☛☛✣ ❥❡✏✍♦✏②

✑✟✎✠❡ ✠✟✎ ✘✏♦❥ ✘✏✟✑✟☞✒✠✟☛☛✌ ✘✡❡ ☞♦ ♦r❡✏②❷☞☞✒✎✔✤ ✉✓✟☛☛♦✇

☛❡✟✏✎✒✎✔ ☞❡✠✓✎✒❤✡❡s ✠✟✎ ♦r❡✏✠♦✑❡ ☞✓❡ ❥✏♦✙☛❡✑s ♦✍ ✘❡❡❥

☛❡✟✏✎✒✎✔ ☞❡✠✓✎✒❤✡❡s ✇✓❡✎ ✘✟☞✟ ✒s s✠✟✏✠❡✤ ▼✟✎✌ ☞❡✠✓✎✒❤✡❡s

✓✟r❡ ✙❡❡✎ ❥✏♦❥♦s❡✘ ✍♦✏ s♦☛r✒✎✔ ♦r❡✏②❷☞☞✒✎✔ ❥✏♦✙☛❡✑✢ s✡✠✓
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