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 The growth and spreading of bacterial population are significant problems in 
biological science. Reaction-diffusion model, formulated by the nonlinear partial 

differential equation, has been a theoretical tool for investigating the structure and 

pattern formation in bacterial colony. However, the conventional models assume that the 

individual of population behaves like an ideal particle, which has no shape. 
Unfortunately, this assumption is correct only in the system of low population density. In 

real situations, the individual of bacterial population has heterogeneous shape and 

grows under dense environmental conditions. Accordingly, the mechanical interaction 

between cells has crucial roles on the spreading of bacterial colony. Therefore, in this 
research, we extend the reaction-diffusion model by incorporating the mechanical effect 

from the cell shape for investigating the problem of spreading bacterial populations.  
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 การเตบิโตและแพร่กระจายของประชากรแบคทเีรยีเป็นปัญหาสาํคญัในวทิยาศาสตร์

ชวีภาพ แบบจาํลองปฏกิริยิาการแพร ่ เขยีนอยูใ่นรปูของสมการเชงิอนุพนัธ์ยอ่ยไมเ่ป็นเชงิเสน้ 

ไดเ้ป็นเครื�องมอืเชงิทฤษฎสีําหรบัการศกึษาโครงสรา้งและการกอ่รปูแบบในโคโลนีของแบคทเีรยี 
แต่อยา่งไรกต็ามแบบจาํลองแบบปกตสิมมตุใิหป้ระชากรแต่ละตวัมพีฤตกิรรมคลา้ยอนุภาคใน

อดุมคตทิี�ไมม่รีปูร่าง แต่ขอ้สมมตุนีิ�ถูกตอ้งเฉพาะในระบบที�ประชากรมคีวามหนาแน่นตํ�า ใน
ความเป็นจรงิประชากรแบคทเีรยีมรีปูรา่งที�แตกต่างกนัและเจรญิเตบิโตในสภาวะแวดลอ้มที�

หนาแน่น ดว้ยเหตุนี�แรงกระทาํเชงิกลระหว่างเซลลจ์งึมบีทบาทสาํคญัยิ�งในการแพรก่ระจายของ
ประชากรแบคทเีรยี ดงันั �นในงานวจิยันี�เราจะขยายแบบจาํลองปฏกิริยิาการแพรโ่ดยการเพิ�ม

ผลกระทบเชงิกลจากรปูรา่งเซลลส์าํหรบัการศกึษาปัญหาการแพรก่ระจายของประชากร
แบคทเีรยี 

 

คาํหลกั: แบบจาํลองปฏกิริยิาการแพร,่ สมการเชงิอนุพนัธย์อ่ยไมเ่ป็นเชงิเสน้, พลศาสตร์

ประชากร 
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Executive Summary 

 

1. ความสาํคญัและที�มาของปัญหา  

 แบคทเีรยีเป็นจุลชพีที�เป็นสาเหตุของโรคในมนุษย ์ พชื และ สตัว ์ แต่อยา่งไรกต็ามใน
อตุสาหกรรมแบคทเีรยีสามารถสรา้งผลติภณัฑท์ี�เป็นประโยชน์ตอ่มนุษย ์ เชน่ ยาปฏชิวีนะ และ 

การหมกัอาหาร เป็นตน้ ดงันั �นการเขา้ใจถงึพลศาสตรข์องประชากรแบคทเีรยีจงึมคีวามสาํคญั

ต่อเทคโนโลยชีวีภาพและการแพทยเ์ป็นอยา่งยิ�ง จาํนวนเซลลข์องแบคทเีรยีมกัเปลี�ยนแปลง

ตามกระบวนการเกดิ การตาย และ การเคลื�อนที� ขึ�นอยู่กบัสภาพสิ�งแวดลอ้ม การทาํนายการ
เปลี�ยนแปลงของประชากรแบคทเีรยีในบรเิวณและเวลาที�ระบเุป็นปัญหาที�ทา้ทายยิ�งอนัหนึ�งใน

วทิยาศาสตรช์วีภาพ แบบจาํลองทางคณิตศาสตรเ์ป็นวธิกีารที�มปีระสทิธภิาพในการศกึษา
ววิฒันาการของประชาการแบคทเีรยีเชงิปรมิาณ ซึ�งเป็นแรงจูงใจใหเ้ราทาํการศกึษาพลศาสตร์

ของประชากรแบคทเีรยีเชงิทฤษฎโีดยใชว้ธิกีารทาํจําลองแบบเชงิคณิตศาสตร ์
 ในทางทฤษฎ ี กระบวนการเกดิ การตาย และ การเคลื�อนที�ของประชากรสิ�งมชีวีติ

สามารถจาํลองแบบไดโ้ดยสมการปฏกิริยิาการแพร่ในระดบัภาพรวม การแพรแ่สดงถงึการ

เคลื�อนที�ของเซลลแ์บคทเีรยี และปฏกิริยิาแสดงถงึอตัรารวมของการเปลี�ยนแปลงประชากรอนั
เนื�องมาจากการเกดิและการตาย ผลเฉลยของสมการนี�ไดใ้หค้วามเขา้ใจอนัลกึซึ�งในโครงสรา้ง

และรปูแบบของพลศาสตรข์องประชากร โดยเฉพาะอยา่งยิ�งมนัสามารถที�จะทาํนายอตัราเรว็ของ
การแพรก่ระจายของโคโลนีแบคทเีรยีไดด้ว้ย 

 แบบจาํลองสาํหรบัพลศาสตรข์องประชากรแบคทเีรยีสว่นใหญ่พจิารณาเพยีงการแพร่
อดุมคต ิในแนวคดินี�ไดส้มมุตใิหแ้บคทเีรยีแต่ละตวัเป็นอนุภาคจุดที�ไมม่รีปูรา่ง แต่โดยทั �วไปแลว้

แบคทเีรยีมรีปูร่างเป็นทรงแทง่ ดงันั �นอนัตรกริยิาเชงิกลระหว่างเซลลแ์บคทเีรยีไดถ้กูละเลยใน
แบบจาํลองปฏกิริยิาการแพรแ่บบเกา่ นอกจากนี�ขอ้มลูจากการทดลองไดแ้สดงใหเ้หน็ว่าการ

ขยายตวัของโคโลนแีบคทเีรยีที�ถูกกกัในบรเิวณจาํกดัเป็นผลมาจากการผลกักนัของเซลล์

มากกว่าการที�มาจากการเคลื�อนที�ของเซลล ์ ดงันั �นแบบจาํลองที�ละทิ�งอนัตรกริยิาระหว่างเซลล์

อาจไมส่ามารถอธบิายการแพรก่ระจายของประชากรแบคทเีรยีไดอ้ยา่งถูกตอ้ง 
 ในงานวจิยันี� เราจะขยายแบบจาํลองปฏกิริยิาการแพร่สาํหรบัพลศาสตรข์องประชากร

แบคทเีรยีแบบเก่าโดยรวมอนัตรกริยิาระหวา่งเซลลเ์ขา้ไปดว้ย โดยเราจะสนใจในกรณีอยา่งงา่ย 

คอื พลศาสตรข์องระบบสามารถอธบิายดว้ยสมการเชงิอนุพนัธ์ยอ่ยแบบไมเ่ชงิเสน้ใน � มติ ิ ซึ�ง

มคีวามสะดวกต่อการวเิคราะห ์ ผลเฉลยจากสมการนี�จะนํามาสูค่วามเขา้ใจที�ดขี ึ�นถงึการที�อนัตร

กริยิาระหวา่งเซลลค์วบคุมการแพร่กระจายของความหนาแน่นของแบคทเีรยีตามตาํแหน่งและ

เวลา และอตัราเรว็ของการขยายตวัของโคโลนีแบคทเีรยีไดอ้ยา่งไร 
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2. วตัถปุระสงค ์ 

2.1 เพื�อขยายสมการปฏกิริยิาการแพรส่าํหรบัพลศาสตรข์องประชากรแบคทเีรยีโดยมี
การรวมอนัตรกริยิาเชงิกลระหว่างเซลลเ์ขา้ไปดว้ย 

2.2 เพื�อประยกุตใ์ชผ้ลจากแบบจาํลองที�ไดเ้สนอขึ�นใหม่นี�ศกึษาการแพรก่ระจายของ

ความหนาแน่นของแบคทเีรยีตามตาํแหน่งและเวลา และ อตัราเรว็ของการขยายตวั
ของโคโลนแีบคทเีรยี 

 

3. ระเบียบวิธีวิจยั  

3.1 ศกึษาแบบจาํลองปฏกิริยิาการแพรส่าํหรบัพลศาสตรข์องประชากรแบคทเีรยีโดยมี

การรวมอนัตรกริยิาเชงิกลระหว่างเซลลเ์ขา้ไปดว้ย 
3.2 หาขอ้มลูการทดลองที�เกี�ยวขอ้งกบัการก่อรปูแบบในโคโลนแีบคทเีรยีที�ตระหนกัถงึ

ผลกระทบจากรปูรา่งเซลลข์องแบคทเีรยีจากงานวจิยัที�ตพีมิพแ์ลว้ เพื�อนํามา
สนบัสนุนสมมตุฐิานที�ตั �งไว ้

3.3 วเิคราะหแ์บบจาํลองโดยใชเ้ทคนิคทางคณิตศาสตร ์โดยการหาผลเฉลยเชงิ

วเิคราะหข์องสมการเชงิอนุพนัธย์อ่ยแบบไมเ่ชงิเสน้ที�เสนอขึ�นมาสาํหรบัในกรณีที�
ความหนาแน่นของแบคทเีรยีมคีา่ตํ�า  

3.4 เขยีนโปรแกรมเพื�อหาผลเฉลยเชงิตวัเลขของแบบจาํลองโดยใชร้ะเบยีบวธิไีฟไนต์
ดฟิเฟอรเ์รนซใ์นกรณีที�ความหนาแน่นของแบคทเีรยีมคี่าสงู 

3.5 วดัปรมิาณทางกายภาพจากผลเฉลยเชงิตวัเลข เชน่ การเปลี�ยนแปลงความ
หนาแน่นของแบคทเีรยี และอตัราเรว็ของการขยายตวัของประชากรแบคทเีรยี 

3.6 เทยีบเปรยีบขอ้มลูจากการทดลองกบัผลเฉลยที�ไดจ้ากแบบจาํลอง 
3.7 เขยีนบทความวจิยัเพื�อส่งตพีมิพ ์
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เนื�อหางานวิจยั 

 

1. Introduction 

Bacteria are microorganisms that cause the diseases in human, plant and 
animal. However, in industry, some bacteria can make useful products to human, such 

as fermented food and chemical used in pharmacy and agriculture. Therefore, 

understanding the dynamics of bacterial population is important to biotechnology and 

medicine.  
 The numbers of bacterial cells are always changed by the process of birth, 

death and cell migration, depending on the environmental conditions. To predict the 
change in bacterial population at the specific region and time is one of the most 

challenge problem in biological science. The mathematical modeling is an efficient 
method for studying the evolution of bacterial population quantitatively. This motivates 

us to investigate the dynamics of bacterial population theoretically by using the 

mathematical modeling approach. 
 In theory, the process of birth, death and migration of the biological population 

can be modeled by the reaction-diffusion equation at continuum level. The diffusion 
represents the migration of the bacterial cell; and the reaction represents the net 

change in population by growth and death. The solution to this equation has been 
provided insight into the structure and pattern formation in population dynamics. 

Especially, it can predict the expansion speed of the bacterial colony. Most models for 
bacterial population dynamics deal with the ideal diffusion of population. In this 

approach, the individual member of bacteria is assumed to be a point-like particle that 

has no shape. Typically, the shape of bacteria is rod-like. Thus, the mechanical 

interaction between bacterial cells has been omitted from the conventional reaction-
diffusion model. In addition, the recent experimental observations show that the 

expansion of the bacterial colony, confined in the limited space, is caused by cell 

pushing rather than by cell migration. Hence, the model without cell interaction may not 

be the accurate description for spreading of bacterial population. 

 In this research, we extend the conventional reaction-diffusion model for 

bacterial population dynamics by incorporating the mechanical interaction between cells-

--which is omitted from past models. We focus on the simplified case where the 
dynamics of system can be described by a one-dimensional nonlinear partial differential 

equation; which is convenient for analysis. The solutions to this equation could provide 
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the better understanding of how the mechanical interactions control the spreading of 

bacterial density in space and time and expansion speed of the bacterial colony.  

 

2. Literature review 

The recent experiments reveal that the bacteria adapt to unfavorable 
environments by cooperatively expanding their colony with the well-defined structures 

(Ben-Jacob et al., 2000; Murray, 2002). Some species of bacteria such as Escherichia 
coli and Bacillus subtilis, grown on Petri dish, exhibit the fascinated patterns, including 

circular disk, concentric rings and fractal-like objects (Kawasaki et al., 1997; Ben-Jacob 

et al., 2000; Murray, 2002). It has been suggested that the pattern formations, 
generated by bacterial colony, reflect the social intelligence and communication of this 

microorganism (Ben-Jacob et al., 2012). It has hypothesized that, somehow, the 
bacteria use the cooperation to resist the environmental stresses (Ben-Jacob et al., 

2012). Understanding of the underlying mechanism of bacterial pattern formation is 
basic knowledge to biotechnology and medicine.  

 To study this problem in quantitative way, the reaction-diffusion models have 
been proposed for the theoretical description of bacterial pattern formation at continuum 

level (Kawasaki et al., 1997; Golding et al., 1998; Ben-Jacob et al., 2000; Murray, 2002). 

Although there are several set of coupled reaction-diffusion equations have presented to 

study this problem, Kawasaki et al. have suggested the simplified case (Kawasaki et al., 
1997). The bacterial colony evolves in two dimensions; however if we neglect the 

occasional branching, dynamics of the system evolves in one dimension equivalently. 

They have found that this dynamics can be described by a single nonlinear reaction-

diffusion equation (Kawasaki et al., 1997). This simple model admits the mathematical 

analysis that provides the details of structures and pattern formation in bacterial colony 

analytically (Kawasaki et al., 1997; Ben-Jacob et al., 2000; Murray, 2002). 

 The dynamics of bacterial population can be described as follows (Ben-Jacob et 
al., 2000; Murray, 2002). Each bacterium cell swims randomly in the fluid medium to 

locate the nutrient. In the average, the migration of bacterial cell is modeled as the 

diffusion. Bacteria consume nutrient and increase the numbers by cell division. When 

the nutrient is depleted, the bacteria die. The net rate of birth and death of bacteria is 
represented by the reaction term. The general form of reaction-diffusion equation, in 
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one-dimensional space, is given by (Murray, 2002)       

   
 D f

t x x

 


   
  

     ,    (1)  

where  ,x t  is bacterial population density at position x  and time  t , D  is diffusion 

coefficient and   f   is reaction term. Here  , 0x t  . The most recognized model 

is the Fisher equation, which has been originated for the description of the spreading of 

mutant gene in a population (Fisher, 1937). In the Fisher model, the diffusion coefficient 

is constant, D k , and the reaction term is the logistic growth law. The Fisher equation 

is given by  

   

2

2
1

M

k
t x

  




  
   

    ,    (2)  

where   is rate constant and M  is maximum density (Murray, 2002). We note that 

the logistic law in (2) describes the rate of population change under the limited 

resources (Fisher, 1937; Murray, 2002). The density cannot be greater than the 

maximum value M . Therefore the density is limited to 0 M   . The solution to the 
Fisher equation (2) has demonstrated the propagation of the population density as the 

smooth traveling wave of form  u x ct  with constant front speed, 2c k  (Murray, 

2002). This illuminates that the populations evolve with the well-defined pattern 
formations. Inspired by this, the study on pattern formation in the reaction-diffusion 

model has been attractive. Due to the diffusion coefficient is constant, the Fisher model 
describes the migration of the individual member of bacterial cell as the purely random 

walk. However, the random walk is unrealistic motion of the biological organism, which 
has sense. Gurney and Nisbet have proposed that the biological organisms move in 

such the way that they avoid the crowded population (Gurney and Nisbet, 1975). In this 

manner, they move in the direction of decreasing population density as fast as the 

population density is increasing. In this case, the diffusion coefficient linearly depends 

on the population density:    / MD k   , where k  is constant. Later, Gurtin and 

MacCamy have proposed a general form of diffusion coefficient:    /
q

MD k   , 

where 0q   and it implies the degree of population pressure (Gurtin and MacCamy, 

1977). Newman has also found a general form of logistic law: 
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   1 /
q

Mf      
   (Newman 1983). Consequently, the density-dependent 

reaction-diffusion equation or the generalized Fisher equation have been originated:  

   
1

q q

M M

k
t x x

   


 

        
        

            .  (3)  
Newman has found that the solution to (3) is the sharp traveling wave with the constant 

front speed,  / 1c k q   (Newman, 1980, 1983; Murray, 2002). 

In our previous work, we have found a general form of the exact solution to (3) 

(Ngamsaad and Khompurngson, 2012a). The solution evolves from a specific initial 

state and converge to the sharp traveling wave of Newman’s solution (Newman, 1983) 

with constant front speed at the long time and large distance. In addition, we have also 
found the exact solution for (3) by including the chemotaxis, the movement in 

responding to chemical gradient (Ngamsaad and Khompurngson, 2012b). However, as 

we introduced, the conventional model does not deal with the shape effect of the 

bacterial cell. The bacteria are the rod-shaped organisms, not the ideal point-like 
particle. The expansion of their colony should be influenced by the cell-to-cell 

interaction. 
 

3. Model 

Based on the experimental evidences, the shape of bacteria involves the cell 
ordering and clustering in the colony (Volfson et al., 2008; Zhang et al., 2010). Recently, 

it has been observed that the expansion of the bacterial colony is caused by cell 
pushing rather than by cell migration (Su et al., 2012). Therefore, the effect of the 

mechanical interaction could dominate the diffusion. The biomechanical models have 
been proposed for the investigating the pattern formation in bacterial colony (Volfson et 

al., 2008; Farrell et al., 2013). Their model are formulated by the coupled nonlinear 
hydrodynamic equations and the reaction-diffusion equations. The governing equations 

in the model of Farrell et al. are of interest, which the mechanical interaction can be 

contributed to the model via the pressure (Farrell et al., 2013).  
In our approach, the bacterial populations are viewed as the continuum fluid that 

flows and reproduces to increase the cell numbers. The dynamics of system is 
governed by the continuity equation (Murray, 2002) 

    
   v g

t x


 

 
 

  ,   (4)  
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where  ,v x t  is the local velocity of the bacterial population and  g   describes the 

net rate of growth and death of bacteria. As usual, the net rate of the growth and death 

obeys the logistic law. Imagine that, the bacteria are growing in the dense colony and 
the number of cells are increasing by cell division. The flow of the bacterial population is 

driven by the gradient of internal pressure  p  . When a bacterium tries to move, it 

collides with the surrounding cells. In this scenario, the velocity of the bacteria is 
strongly slowed down by the mechanical friction force v . Balancing this two forces, 

we arise  

     
 v p

x
 


 

 ,    (5)  
where   is friction constant. Equation (5) is similar to the Darcy’s law that describes the 

fluid flow in porous media. 

 In our model, the bacterial cells are hard elastic rods in one-dimensional space, 
which consists of non-overlapping line segment of average length . This system is 

known as the Tonks’ gas, which the pressure (or equation of state) is provided by 

    
 

1
Bp k T







 ,    (6)  

where Bk  is Boltzmann constant and T  is temperature (Tonks, 1936). We note that, in 
one-dimensional space, the density means the numbers per unit length and the 

pressure is force per unit length or line tension. The bacterial colony is grown under the 
constant temperature (or isothermal condition) thus T  is constant. Combining (4), (5) 

and (6), we arise the nonlinear partial differential equation 

    
1

1 M

k
t x x

  
 

 

      
              ,  (7)  

where /Bk k T  . Equation (7) is still called the reaction-diffusion equation but it 

incorporates the shape effect of bacterial cell through the factor  
1

1 


 . This factor 

goes to infinity for 1 /  . Therefore, the maximum density is as MM  /1  where 

 M . Physically, it means one cell can occupy the region with length that is equal 

to M  maximally. This limits the density to M 0 . If the shape does not matter, 

by setting cell length to zero ( 0  ), equation (7) recovers the conventional model (3) 

for 1q   equivalently. The exact solution in this case has been found from our previous 
work (Ngamsaad and Khompurngson, 2012a).  
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4. Results and Discussion 

 In this section, we briefly discuss the main results that we have found in this 
research. To avoid replication of our published paper (Ngamsaad and Suantai, 2016), 

the full details for technical calculations are omitted and listed in that paper in the 

Appendix, instead.     
 

4.1 Analytical solutions 
For convenience in further analysis, we introduce the dimensionless quantities: 

mu  / , mm  / , t t   and  / Bx k T x  . Thus   is called the 
packing fraction. Applying these quantities to (7), we obtain the dimensionless reaction-

diffusion equation  

    
 

 uu
x

u

u

u

xt

u






















1

1
2

,  (8)  

where the unknown parameters have been hidden. Now the dimensionless density is 

limited to 0 1u  . At the initial state, the density is low, thus 1 . This condition 
should provide the analytical solution to (8) by using the same analysis as our previous 

work (Ngamsaad and Khompurngson, 2012a). Here, we focus on the travelling solution 

of (8) that is    ztxu ,  and tcxz   where c  is the wave speed. From (8), we 

have 

 
  01

1
2



















dz

d
c

dz

d

dz

d .  (9) 

The analytical solution of (9) can be obtained by using the perturbation method as 

described in our published paper (Ngamsaad and Suantai, 2016). From the analytical 
solution, the density profile is given by 

     
  
  

















,,0

,
exp1

exp1

0

0

0

0

zz

zz
zzba

zzb

z    (10) 

where 




25

6


a , 

25

45 
b , and 0z is initial front position. Moreover, we obtain the 

analytical form of the front speed (Ngamsaad and Suantai, 2016) 

        
    






871ln8112

61ln64

2

5
22

2




c . (11) 

From (11), we see that the front speed is dependence on the packing fraction  .  
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4.2 Numerical solutions 

 To see the actual dynamics of the model, we have solved the full equation (8) 
by using a nonstandard fully implicit finite-difference method as described in our 

published paper (Ngamsaad and Suantai, 2016). We define the discrete density as 
 nj

n
j txuu ,  where xjx j  , tntn  , x  is grid spacing and t  is time step. Then, 

equation (8) in the discrete form is given by 

1

11






























n
j

n
j

n
jn

j

n
j

uf
x

u
M

xt

u
,  (12) 

where  21/ n
j

n
j

n
j uuM   and n

j
n
j uf  1 . Equation (12) can be discretized further 

 
     11

1
1

2/1
11

12/12

1
1 














n
j

n
j

n
j

n
j

n
j

n
j

n
j

n
j

n
j

n
j

ufuuMuuM
xt

uu


, (13) 

where   2/12/1
n
j

n
j

n
j MMM   . The complete algorithm is provided in our published 

paper (Ngamsaad and Suantai, 2016), listed in the Appendix. 

 Now, we show the results obtained from the numerical method. We have 
studied the dynamics of our model by varying the fraction for 0 to 0.999999. The 

demonstration of bacterial density profile is shown in Fig. 1. It was observed that the 
density profile evolved with the sharp traveling wave with unchanged shape. 

 

 
Fig. 1: The demonstration of density profiles, evolving from t=0 to t=80, obtained by using the 

numerical method. The dashed lines represent the initial density profiles. The data are shown for 
every t=8. 

 

We also measured the front speed directly from the numerical results. The front speed 
by varying the packing fraction is plotted in Fig. 2 in comparision with the analytical 

solution in (11). We found that the front speed increased with the packing fraction and 

reached a finite value as  . The analytical results agreed with the numerical data 
for the small packing fraction.  
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Fig. 2: The front speed versus the packing fraction,  . The dashed line represents the analytical 
curve generated from (11) and the circle markers represent the numerical results. 

 

4.3 Comparison to the experimental results 
 Finally, we compared our theoretical results to experimental evidence. From the 

experiments (Sokolov, et al., 2007; Rabani, Ariel, and Be’er, 2013), the dependence 

upon the packing fraction of average (or typical) velocity in bacterial suspensions was 

determined. Below a critical packing fraction <1, the average velocity of bacteria 
increased with the packing fraction and reached the maximum value at the critical 

packing fraction. Above this critical point, the average velocity decayed to zero as the 
packing fraction approached one, due to the lack of free space. The increased front 

speed relative to the packing fraction observed in our model qualitatively agrees with 
the experimental observations under the former conditions. Their observations under the 

latter conditions were not observed in our results, given that the front speed in our 
model reached the maximum value when the packing fraction equaled one, which 

represents the closest packing fraction for a one-dimensional hard-rod system.  

 

5. Concluding remarks 

 We have modified the reaction-diffusion model for bacterial population dynamics 
by incorporating the mechanical interaction between cells. The solutions of this model 

have been solved both analytically and numerically. The theoretical results revealed that 

the expansion speed of bacterial colonies was enhanced by the exclusion effect and 
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dependent upon the cell-packing fraction. These findings are qualitatively consistent with 

experimental evidence.  
 The solutions from this equation, both analytically and numerically, could provide 

better understanding of how the mechanical interactions control the structure and 
pattern formation of the bacterial colony. Precisely, it helps us to understand the 

spreading of bacterial density in space and time and the expansion speed of bacterial 
colony. Moreover, this simple one-dimensional model can be extended to investigate 

this problem in two-dimensional space for the future work. 
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a b s t r a c t

The effect of mechanical interactions between cells in the spreading of bacterial populations

was investigated in one-dimensional space. A continuum-mechanics approach, comprising

cell migration, proliferation, and exclusion processes, was employed to elucidate the dynam-

ics. The consequent nonlinear reaction-diffusion-like equation describes the constitution dy-

namics of a bacterial population. In this model, bacterial cells were treated as rod-like particles

that interact with each other through hard-core repulsion, which introduces the exclusion ef-

fect that causes bacterial populations to migrate quickly at high density. The propagation of

bacterial density as a traveling wave front over extended times was also analyzed. The ana-

lytical and numerical solutions revealed that the front speed was enhanced by the exclusion

process, which depended upon the cell-packing fraction. Finally, we qualitatively compared

our theoretical results with experimental evidence.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In recent decades, much attention has been paid to the collective behavior of bacterial populations. This system is used as the

prototype for understanding multicellular assemblies, such as tissue and biofilm [1]. The insight into the underlying mechanism

of dynamics is important to biological and medical science.

To cope with unfavorable environmental conditions, bacterial colonies generate varieties of pattern formations [2,3]. The spa-

tiotemporal pattern formation in bacterial colonies results from cell migration and proliferation. These dynamics at a continuum

level can be described by reaction-diffusion processes [2–4]. The simplified model [2] relied on a density-dependent (or degen-

erate) reaction-diffusion equation [5–9], which was an extension of the classical Fisher-KPP equation [10,11]. These well-known

solutions [7,8] revealed that bacterial density evolves as a sharp traveling wave with constant front speed [2]. In our previous

work, we found an explicit space-time solution for the generalized Fisher-KPP equation in one-dimensional space [12]. This so-

lution evolves from a specific initial condition to a self-similar object that converges to the usual traveling wave on an extended

time scale. Although capable of explaining these dynamics, the conventional model omitted the size of the bacterial cell. In real

systems, most bacterial cells are rod shaped and grow in dense environments. Accordingly, the mechanical interactions between

cells could play crucial roles in the spreading of bacterial colonies.

Recent experimental and theoretical studies showed that mechanical interactions between cells have important roles in the

collective behavior of bacterial colonies [13–18]. The dependence on the elastic modulus of the front speed has theoretically

been found [19]. It mentions that the migration of bacteria is caused by cell pushing rather than self-propulsion in dense colonies

[14,17,18]. Therefore, we speculate that the exclusion process that prevents the overlapping of cells could play a crucial role in
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the spreading of bacterial colonies. This issue motivates us to extend the conventional density-dependent reaction-diffusion

equation [5–9] by incorporating the cell size into the investigation of the dynamics of bacterial populations.

In this work, we considered the systems of bacterial cells growing on a thin layer of nutrient-rich fluid medium. The bacteria

increased in population through cell division and interacted through hard-core repulsion (steric interactions), which resulted

in exclusion effects and consequent non-overlapping of cells. Although bacteria are self-propelled particles [20], in colonies of

densely packed or non-motile cells, bacterial migration was caused by cell pushing, resulting from cell growth and division,

rather than self-propulsion [14,17,18]. Thus, the bacteria behave similarly as passive particles or non-motile cells in high density

environments. Apart from cells, Bruna and Chapman [21] observed that the self-diffusion of hard spherical Brownian particles in

a dilute regime decreased as the density increased, due to the diffusion of any single particle being impeded by collisions with

other particles. However, these collisions encouraged the particle to move toward low-density regions, resulting in this biased

migration being faster than self-diffusion and enhancing overall collective diffusion. Guided by the work of Bruna and Chapman

[21], we propose that bacterial cells move based on hard-core repulsion and without self-propelled motility in dense colonies.

After incorporating exclusion processes in cell (or particle) dynamics, altered diffusion coefficients in the continuum limits

were found [22–29]. The enhancement or slowing of diffusion depends upon cell length and the available moving distance, as

shown by lattice-based analysis [28]. In some models, diffusion diverges to infinity in closely packed densities [22,23,29]. Singular

diffusion has also been modeled through the migration of bacterial biofilm [30,31] and glioblastoma tumors [32]. However, the

effect of diverged diffusion on the propagation speed of cell populations remains unknown.

To address this question, we employed a continuum-mechanics approach to cell proliferation [33] in order to investigate the

spreading of bacterial populations in the presence of exclusion processes. Additionally, we analytically and numerically eluci-

dated the front speed of bacterial colony expansion in terms of cell size and discussed the consistency of our theoretical results

with the experimental evidence.

2. Continuum mechanical model

2.1. Constitution equations

From a macroscopic view, bacterial populations constitute continuum fluid capable of reproducing in order to increase cell

numbers. By pushing each other following cell division [14,17,18], population pressure increases as a result of collisions between

cells and forces cells to move. During movement, cells encounter friction from the surrounding fluid medium and the substrate

surface. For the sake of simplicity, we considered the expansion of bacterial colonies in one-dimensional space, regardless of cell

orientation. Adapting from [33], the constitution equations that describe the evolution of the cell density, ρ(x, t), and collective

velocity, V(x, t), of the bacterial population at position x and time t are given by

∂ρ

∂t
= −∂(ρV)

∂x
+ �(ρ), (1)

−γV = ∂ p

∂x
= ∂ p

∂ρ

∂ρ

∂x
, (2)

where �(ρ(x, t)) represents the growth function, p(ρ(x, t)) represents the internal population pressure, and γ represents the

damping constant. Eq. (1) represents the continuity equation with the growth term. We assume that bacterial growth obeys the

law of population growth as described by a logistic function: �(ρ) = κρ(1 − ρ/ρm), where κ is the rate constant and ρm is the

maximum density [9,33]. Eq. (2) arises from the force balance between Stokes’ law for friction and the pressure gradient, which

is similar to Darcy’s law describing fluid flow through a porous medium.

We model the bacterial cells as non-overlapping hard-rod particles of average length, σ , that interact through hard-core

repulsion. In high-density environments, bacterial self-propulsion can be ignored, since it is dominated by collision between

cells. This defines the bacterial cell as a passive particle or non-motile cell that obeys the laws of thermodynamics. For hard-rod

fluid in one dimension, the exact pressure is given as

p(ρ) = ρkBT

1 − σρ
, (3)

where kB is the Boltzmann constant and T represents the temperature [34–36]. In our case where bacterial cells behave as

passive particles, the temperature relates to the average translational kinetic energy of a cell, 〈Ek〉 = (1/2)kBT, we assume that

the temperature is constant in our system. The pressure in Eq. (3) diverges to infinity at closely packed density: ρ → 1/σ . Notably,

in dilute density, ρ → 0, Eq. (3) recovers the pressure of an ideal gas: p = ρkBT . As shown in [37–39], the pressure for dilute active

particles is similar to the ideal gas, except that the source of kinetic energy comes from the swim speed, U0: kBT ∝ U2
0

[37,38]. As

will be shown later, the temperature source is not important; as long as it is constant, the dynamics of our model are invariant.

2.2. Dimensionless equations

We define the maximum density as ρm = 1/σm, where σ m represents the average length occupied by one cell and σ m >

σ > 0. The logistic law limits the growth of bacteria, such that 0 ≤ ρ ≤ ρm < 1/σ . For convenience of further analysis, we
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introduce the following dimensionless quantities: 0 ≤ u = ρ/ρm ≤ 1, v = [γ /(κρmkBT)]1/2V, 0 < ε = σρm = σ/σm < 1, t ′ = κt,

and x′ = [(κγ )/(ρmkBT)]1/2x. In one dimension, the packing fraction, (ε), represents the length fraction, which is equivalent to

the area and volume fractions in two and three dimensions, respectively. We then rewrite Eq. (1) and (2) by employing Eq. (3) in

dimensionless form:

∂u

∂t
= −∂(uv)

∂x
+ u(1 − u), (4)

v = − 1

(1 − εu)
2

∂u

∂x
, (5)

where the prime has been dropped. From Eq. (5), the migration of bacterial populations is biased to move down the density

gradient and enhanced by the exclusion process, implied from the factor 1/(1 − εu)2. This factor increases with the density and

diverges to infinity as ε → 1 at u = 1, which causes the bacterial population to migrate faster at higher density. This singularity

has appeared in similar models using different approaches [22,23,29–32,40]. Fortunately, the velocity in Eq. (5) is finite, since

∂u/∂x → 0 at u = 1. The density inside of the colony reaches a saturated value, except in proximity to the colony edge. In this

regime, the density distribution is homogeneous and its gradient approaches zero.

Substituting Eq. (5) into Eq. (4), we obtain a nonlinear partial differential equation:

∂u

∂t
= ∂

∂x

(
M(u)

∂u

∂x

)
+ g(u), (6)

where M(u) = u/(1 − εu)2 and g(u) = u(1 − u). Eq. (6) is in the same form as the density-dependent reaction-diffusion equation,

however, the migration or diffusion coefficients differ. This is unrelated to the mean-square displacement, however, M ∼ ρ∂p/∂ρ .

In this model, the populations migrate based on the collision between cells as opposed to a random walk. A similar coefficient

represents the contribution of hard-core repulsion between cells to the migration of myxobacteria in a dense phase [40]. Eq. (6)

is degenerate based on M(0) = 0, which results in the sharp interface separated between occupied and cell-free regions. In a very

dilute system (ε → 0), Eq. (6) recovers the conventional degenerate Fisher-KPP equation [7–9], for which an explicit solution was

determined in our previous work [12].

3. Traveling-wave solution

We focused on behavior of the system over extended times, during which the population density propagates as a traveling

wave: u(x, t) = φ(z), where z = x − ct and c represent the front speed [9]. Substituting the traveling-wave solution into Eq. (6),

we obtain

d

dz

(
M(φ)

dφ

dz

)
+ c

dφ

dz
+ g(φ) = 0. (7)

In the degenerate model, the density must vanish at the finite position, z∗( < ∞), that undergoes the sharp interface. We

then consider the density profile that satisfies the following conditions: φ( − ∞) = 1, φ(z) = 0 for z ≥ z∗, d
dz

φ( − ∞) = 0, and
d
dz

φ(z∗) �= 0. Additionally, for ε ∈ [0, 1), M(φ( − ∞)) < ∞ and M(φ(z)) = 0 for z ≥ z∗ [41]. Multiplying Eq. (7) by M(φ)dφ/dz and

then integrating with respect to z from −∞ to z∗, we obtain c
∫ z∗
−∞ M(φ)( dφ

dz
)2dz + ∫ z∗

−∞ M(φ)g(φ) dφ
dz

dz + 1
2 (M(φ) dφ

dz
)2|z∗

−∞ = 0.

Under these density profile conditions, the last term on the left-hand side is zero. Finally, we obtain the front speed:

c = −
∫ 1

0 M(φ)g(φ)dφ∫ 1

0 M(φ)
(

dφ
dz

)
dφ

. (8)

To obtain the closed-form of the front speed, c, the solution for the density gradient, dφ/dz, is required.

3.1. Approximate solution

Although the exact solution of Eq. (7) remains unknown, we can find the approximate solution by employing the perturbation

method [42]. By defining w(φ) = dφ/dz, we rewrite Eq. (7):

M(φ)w
dw

dφ
+ M′(φ)w2 + cw + g(φ) = 0, (9)

where M′(φ) = dM(φ)/dφ. The migration coefficient can be written in the expansion form: M(φ) ≈ φ
(
1 + 2φε + 3φ2ε2 + · · ·

)
.

We then look for the solution of Eq. (9) in the power series of ε:

w(φ) = w0(φ) + w1(φ)ε + w2(φ)ε2 + · · · , (10)
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c = c0 + c1ε + c2ε
2 + · · · , (11)

where wi(φ) and ci, that i ∈ {0, 1, 2, . . . , ∞} are coefficients to be determined. Substituting Eq. (10) and (11) into Eq. (9), we

obtain the equation for each order as follows: at ε0,

φw0
dw0

dφ
+ w2

0 + c0w0 + φ(1 − φ) = 0, (12)

and, at ε1,

φw0
dw1

dφ
+

(
φ

dw0

dφ
+ 2w0 + c0

)
w1 + 2φ2w0

dw0

dφ
+ 4φw2

0 + c1w0 = 0. (13)

Eq. (12) has the known solutions: w0 = (1/
√

2)(φ − 1) and c0 = 1/
√

2 [7–9,42]. Substituting these solutions into Eq. (13), we

obtain a linear first-order ordinary differential equation:

φ(φ − 1)
dw1

dφ
+ (3φ − 1)w1 + 3

√
2φ3 − 5

√
2φ2 + (2

√
2 + c1)φ − c1 = 0. (14)

After finding the integrating factor [43], we obtain its solution:

w1(φ) = 1

(φ − 1)
2

[
C

φ
− 3

√
2

5
φ4 + 2

√
2φ3 −

(
c1

3
+ 7

√
2

3

)
φ2 +

(
c1 +

√
2
)
φ − c1

]
, (15)

where C is the integral constant. To prevent the singularity at φ = 0 and φ = 1, we require that C = 0 and − 3
√

2
5 + 2

√
2 − ( c1

3 +
7
√

2
3 ) + (c1 +

√
2) − c1 = 0. Thus, we obtain

c1 = 2

5
√

2
. (16)

Substituting Eq. (16) into Eq. (15), we obtain

w1(φ) = − 2

5
√

2
(φ − 1)(3φ − 1). (17)

Finally, gathering all terms, we obtain the approximate solutions with the correction of O(ε2)

w = dφ

dz
= 6(φ − 1)

5
√

2

(
5 + 2ε

6
− εφ

)
+ O(ε2), (18)

c = 1√
2

(
1 + 2

5
ε
)

+ O(ε2). (19)

The density gradient approaches zero when the density reaches the maximum value, φ → 1, as expected. By using w(φ) = dφ/dz,

we can calculate the approximate density profile:

φ(z) =
{

1−exp [b(z−z0)]
1−a exp [b(z−z0)]

, z ≤ z0

0, z > z0,
(20)

where a = 6ε
5+2ε , b = 5−4ε

5
√

2
, and z0 represents the initial front position where φ(z0) = 0.

3.2. Front speed

The front speed is the collective velocity at the edge of the colony, c = v(φ(z∗)) = v(0). Based on the correction of O(ε2)

from Eq. (19), the front speed increases linearly with packing fraction (ε). However, substituting Eq. (18) into Eq. (8) and after

integration, we can obtain a more precise front speed:

c(ε) = 5√
2ε

(4ε − 6) ln (1 − ε) + ε2 − 6ε

(2ε2 − 11ε + 8) ln (1 − ε) − 7ε2 + 8ε
. (21)

The front speed depends upon the packing fraction of a cell. Therefore, the front speed recovers the usual value, that c0 = 1/
√

2 ≈
0.7071, in a very dilute regime, as ε → 0 [7–9,42]. In a closely packed regime, as ε → 1, the front speed approaches a finite value,

that c(1) = 10/
√

2 ≈ 7.071, and increases by a factor of 10 from the dilute regime.
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Fig. 1. The demonstration of density profiles, u(x, t), evolving from t = 0 to t = 80, obtained by using the numerical method. The dashed lines represent the

initial density profiles. The data are shown for every t = 8. (For interpretation of the references to color in this figure legend, the reader is referred to the web

version of this article).

4. Numerical results and discussion

As the correction of our approximate solutions is limited to O(ε2), it is counterintuitive, given that the model is designed

for capturing dynamics at high density. To obtain the actual results at high density, we solved Eq. (6) directly and subjected

the solution to a zero-flux boundary condition using the numerical method. In Eq. (6), the migration coefficient increases with

density, which is inefficient when solving with an explicit finite-difference scheme [44]. Unfortunately, solving with the stan-

dard implicit-numerical scheme is also difficult because of the factor 1/(1 − εu)2. We found that the simplest algorithm that

overcomes these obstructions is the nonstandard fully implicit finite-difference method [30]. This algorithm has proven stable

enough to explore the dynamics at high-packing fractions. The detailed algorithm is described in the Appendix.

Although our model is not expected to be accurate for dilute systems, since it has neglected bacterial self-propulsion, we

focused on bacterial population dynamics by varying the values of the packing fraction, ε ∈ [0, 1). For our computation, we

chose the spacing step and the time step, such that δx = 0.05 and δt = 0.01, respectively. The computations were performed on

3,000 grids for ε ∈ [0, 0.5] and on 5,000 grids for ε ∈ (0.5, 0.99], with 8,000 iterations. For ε = 0.999999, the computation was

performed on 120,000 grids with 150,000 iterations. The initial density profile, u0(x), was set to a step function:

u0(x) =
{

1, x < r0

0, x ≥ r0,
(22)

where r0 represents the initial front position. To ensure that it was far enough from the boundary at origin, we set r0 = 50.

The demonstration of the density profiles, obtained from the numerical method, is shown in Fig. (1) for dilute systems

(ε = 0.10) and dense systems (ε = 0.99). It was observed that the density profile evolved with the sharp traveling wave with

unchanged shape. The front position, rf(t), was determined by the first position where the density fell to zero. Due to numeri-

cal deviation, we measured the first position where the density was 1 × 10−6, or u(r f , t) ≤ 1 × 10−6. The front positions were

collected for every t = 1. To avoid the transient effects of the initial stage, the last 50 data points were selected for fitting with

the linear equation, r f = ct + r0. The corresponding front positions of the density profiles in Fig. (1), as a function of time, were

fitted well using the linear equation, as demonstrated in Fig. (2). This implied that the density propagated with constant front

speed, which was equal to the slope of the linear equation. We checked the accuracy of our algorithm by considering the front

speed under conditions of ε = 0. In this case, the numerical front speed was equal to 0.7074, which displayed an error of 0.04%

of the exact value (c0 = 1/
√

2 ≈ 0.7071 [7–9,42]). Finally, we explored the dynamics of bacterial populations in a closely packed

regime. We set ε = 0.999999, in order to avoid dividing by zero for the factor 1/(1 − εu)2 when u = 1. In a closely packed system,

the numerical front speed was equal to 3.8115, which was less than the analytically predicted value due to the inaccuracy of the

approximate solution. The plot of the numerical front speed versus the packing fraction, as compared with the analytical curve

generated from Eq. (21), is shown in Fig. (3). We found that the front speed increased with the packing fraction and reached

a finite value as ε → 1. The analytical results agreed with the numerical data for the small packing fraction (ε � 1), since the

correction of our analytical solution was only O(ε2).

Finally, we compared our theoretical results to experimental evidence. From the experiments [45,46], the dependence upon

the packing fraction of average (or typical) velocity in bacterial suspensions was determined. Below a critical packing fraction

<1, the average velocity of bacteria increased with the packing fraction and reached the maximum value at the critical packing

fraction [45,46]. Above this critical point, the average velocity decayed to zero as the packing fraction approached one, due to
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Fig. 2. The front position versus time, corresponding to the numerical density profiles in Fig. (1), from t = 0 to t = 80. The data are shown for every t = 1. The

markers represent numerical values and the solid lines represent the fitting lines for the last 50 data points. R2 is the correlation coefficient. (For interpretation

of the references to color in this figure legend, the reader is referred to the web version of this article).

Fig. 3. The front speed versus the packing fraction, ε. The dashed line represents the analytical curve generated from Eq. (21) and the circle markers represent

the numerical results. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article).

the lack of free space. The increased front speed relative to the packing fraction observed in our model qualitatively agrees with

the experimental observations under the former conditions. Their observations under the latter conditions were not observed in

our results, given that the front speed in our model reached the maximum value when the packing fraction equaled one, which

represents the closest packing fraction for a one-dimensional hard-rod system. Nevertheless, our data showed that the numerical

front speed in a closely packed regime increased by a factor of ∼ 5 relative to the dilute regime, which qualitatively agrees with

experimental observations [45,46] showing increases in average velocity by a factor of ∼ 3 in suspensions of spherical-shaped

bacteria [46] and in typical velocity by a factor of ∼ 5 in suspensions of rod-shaped bacteria [45].

5. Conclusion

This study demonstrated the effect of mechanical interactions between cells based on the spreading of bacterial populations

by employing a continuum-mechanics modeling approach. In dense colonies, bacterial migration is dominated by hard-core

repulsion between cells, which causes exclusion processes. The analytical and numerical results revealed that the expansion
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speed of bacterial colonies was enhanced by the exclusion effect and dependent upon the cell-packing fraction. These findings

are qualitatively consistent with experimental evidence.
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Appendix A. Nonstandard fully implicit finite-difference scheme

We define the discrete density as un
j
= u(x j, tn), where x j = jδx, tn = nδt, δx is a spacing step, δt is a time step, j ∈

{0, 1, 2, . . . , J}, n ∈ {0, 1, 2, . . . , N}, and J and N are integers. We then rewrite Eq. (6) as

∂un+1
j

∂t
≈ ∂

∂x

(
Mn

j

∂un+1
j

∂x

)
+ f n

j un+1
j

, (A.1)

where Mn
j

= M(un
j
) = un

j
/(1 − εun

j
)2 and f n

j
= 1 − un

j
. Using the standard discretized scheme for the differential operators, we

obtain

un+1
j

− un
j

δt
= 1

δx

(
Mn

j+1/2

∂

∂x
un+1

j+1/2
− Mn

j−1/2

∂

∂x
un+1

j−1/2

)
+ f n

j un+1
j

. (A.2)

We discretize the remain gradient terms in Eq. (A.2) and then have

un+1
j

− un
j

δt
= 1

(δx)
2

[
Mn

j+1/2

(
un+1

j+1
− un+1

j

)
− Mn

j−1/2

(
un+1

j
− un+1

j−1

)]
+ f n

j un+1
j

. (A.3)

The migration coefficient at the mid-grid can be computed by

Mn
j−1/2 = 1

2

(
Mn

j−1 + Mn
j

)
, (A.4)

Mn
j+1/2 = 1

2

(
Mn

j + Mn
j+1

)
. (A.5)

Noting that the correction of Eq. (A.3) is O(δt, (δx)2). After rearranging Eq. (A.3), we have

αn
j un+1

j−1
+ θn

j un+1
j

+ βn
j un+1

j+1
= un

j , (A.6)

where

αn
j = −μMn

j−1/2,

βn
i = −μMn

j+1/2,

θn
j = 1 − δt f n

j + μ
(
Mn

j−1/2 + Mn
j+1/2

)
,

μ = δt/(δx)
2
. (A.7)

We impose the zero-flux condition at the boundary grid, saying �, that ∂u
∂x

∣∣
�

= 0 or
un
�+1

−un
�−1

2δx
= 0. Consequently, un

�−1
= un

�+1
and Mn

�−1/2
= Mn

�+1/2
. We then rewrite Eq. (A.6), subjected to the zero-flux boundary condition, in matrix form:

An · Un+1 = Un
, (A.8)

where

An =

⎡
⎢⎢⎢⎢⎢⎢⎣

θn
0 2βn

0 · · · · · · 0

αn
1 θn

1 βn
1

...
...

. . .
. . .

. . .
...

... αn
J−1 θn

J−1 βn
J−1

0 · · · · · · 2αn
J θn

J

⎤
⎥⎥⎥⎥⎥⎥⎦

, (A.9)

and

Un =
[

un
0 un

1 un
2 · · · un

J

]T
. (A.10)
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According to the boundary condition, θn
0

= 1 − δt f n
0

+ 2μMn
1/2

and θn
J

= 1 − δt f n
J

+ 2μMn
J−1/2

. The numerical density is obtained

by solving the matrix equation (Eq. (A.8)) iteratively.

To find the stability condition of this numerical scheme, we use von Neumann stability analysis:

un
j = (λ)

n
eik jδx, (A.11)

where λ represents the amplification factor and k is the wave number [44]. Substituting Eq. (A.11) into Eq. (A.3), we obtain

λ−1 = 1 − δt f n
j

− μMn
j+1/2

(
eikδx − 1

)
+ μMn

j−1/2

(
1 − e−ikδx

)
, which can be approximated further:

λ ≈
[
1 − δt f n

j + 4μMn
j sin

2
(kδx/2) + O(δx)

]−1
. (A.12)

A stable and temporal non-oscillated numerical solution requires that 0 < λ ≤ 1 [30]. According to 0 ≤ f n
j

≤ 1 and 0 ≤ Mn
j

< ∞,

without the growth term, ( f n
j
), this algorithm is unconditionally stable as long as δx � 1 [44]. With the growth term, the solution

slowly grows to a finite value as long as δt � 1. Based on Eq. (A.12), this algorithm is adequately stable for this type of problem.
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