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Runtime estimation is an important issue for resource management in high performance 
computing (HPC) systems. To improve the performance of a job scheduler in a HPC system, 
a runtime of applications must be predicted accurately. In this work, we propose an 
optimization technique to support the runtime estimation framework in HPC systems. The 
objective to efficiently predict runtime of “black-box” applications in an HPC environment.   
Our prediction model uses the Artificial Bee Colony (ABC) optimization in concert with linear 
regression. To evaluate our proposed technique, we performed our experiment on the actual 
ALICE applications where ALICE, A Large Ion Collider Experiment, is a heavy-ion detector 
for studying the physics of strongly interacting matter at the CERN. From the experimental 
results, the average runtime prediction accuracy for the ALICE system was approximately 
90.85%. Therefore, our approach can efficiently estimate the runtime of the offline 
applications in the ALICE system and be further used to improve the scheduler performance 
in the EPN (the Event Processing Node) cluster of the ALICE system. In the future, we can 
extend our framework to provide APIs and runtime estimation service to typical schedulers 
used in HPC systems. 
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การประเมินหาคาเวลาในการประมวลผลเปนปญหาสําคัญสําหรับการจัดการทรัพยากรในระบบการ
คํานวณสมรรถนะสูง (HPC) ซ่ึงการเพ่ิมประสิทธิภาพของตัวจัดลําดับงานในระบบ HPC จําเปนตองมี
การทํานายคาเวลาในการประมวลผลของโปรแกรมประยุกตไดอยางถูกตอง ซ่ึงงานวิจัยน้ี ไดนําเสนอ
เทคนิคการหาคาเหมาะสมที่สุดเพ่ือใชสนับสนุนโครงรางการประเมินหาคาเวลาในการประมวลผล 
โดยวัตถุประสงคคือการทํานายคาเวลาในการประมวลผลของโปรแกรมประยุกตทีไ่มรูจักมากอนใน
สภาพแวดลอมของระบบการคํานวณสมรรถนะสูง โดยโมเดลที่ใชในการทํานายใชเทคนิคของ
อัลกอริทึมอาณานิคมผึ้งเทยีมรวมกับการวิเคราะหถดถอยเชิงเสน เราไดทําการทดลองเพ่ือประเมิน
ประสิทธิภาพของเทคนิคทีนํ่าเสนอกับโปรแกรมประยุกตทีใ่ชจริงในระบบ ALICE ซ่ึง ALICE ยอมา
จาก A Large Ion Collider Experiment คือ ตัวตรวจจับไออนที่มีขนาดใหญเพ่ือใชสําหรับการศกึษา
ทางดานฟสิกสในเรื่องการปฏิสัมพันธของสสารที่ CERN จากผลการทดลองพบวา การทํานายคาเวลา
ในการประมวลผลมีความถกูตองถึง 90.85% ดังน้ัน สามารถสรุปไดวาวิธีการที่เราไดนําเสนอสามารถ
ประเมินเวลาในการประมวลผลของโปรแกรมประยุกตแบบออฟไลนในระบบ ALICE ไดอยางมี
ประสิทธิภาพและสามารถนาํไปใชในการเพ่ิมประสิทธิภาพของตัวจัดลําดับงานในคลัสเตอร EPN 
(โหนดเพ่ือใชประมวลผลเหตุการณ) ของระบบ ALICE ในอนาคตเราสามารถขยายงานของเราเพื่อ
สามารถทํางานผาน API ไดและใหบริการประเมินหาคาเวลาในการประมวลผลสําหรับตวัจัดลําดับงาน
ที่ใชในระบบ HPC ได  
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