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การรูจําเสียงพูด (Speech Recognition) คือ การที่คอมพิวเตอรสามารถรับรู เสียงของ

มนุษยไดโดยอัตโนมัติ โดยทั่วไปแลวจะอาศัยระบบโปรแกรมคอมพิวเตอรที่สามารถแปลงเสียงพูด 

(Audio File) เปนขอความตัวอักษร (Text) โดยสามารถแจกแจงคําพูดตางๆ ที่มนุษยสามารถพูด

ใสไมโครโฟน โทรศัพทหรืออุปกรณอื่นๆ และเขาใจคําศัพททุกคําอยางถูกตองเกือบ 100% โดย

เปนอิสระจากขนาดของกลุมคําศัพท ความดังของเสียงและลักษณะการออกเสียงของผูพูด โดย

ระบบจะรับฟงเสียงพูดและตัดสินใจวาเสียงทีไ่ดยินนั้นเปนคําๆใด โดยทั่วไปนั้นการรับรูของมนุษย

มีประสิทธิภาพสูงสามารถที่จะจําแนกประเภทเสียงตางๆได แตปญหาการรูจําเสียง(Audio 

recognition) โดยใชคอมพิวเตอรนั้น คอืการใหคอมพิวเตอรสามารถจําแนกเสียงประเภทตางๆ ไม

วาจะเปน เสียงเพลง เสียงพูด หรือเสียงรองไดเหมือนโสตประสาทของมนุษยนั้นมคีวามซับซอนสงู

และยากที่จะเลียนแบบ  

ในงานวิจัยช้ินนี้ เราสนใจในกลุมหัวขอการสืบคนขอมูลจากเพลง(Music  Information  

Retrieval) โดยเฉพาะปญหาในการรูจําคํารอง(Singing voice recognition) จากเพลงนั้นมีความ

ยุงยากและซับซอนมาก เนื่องจากคําทีอ่อกเสียงจากการรองเพลงนั้นมคีุณสมบัติที่แตกตางจาก

การพูดโดยทั่วๆ ไปหลายประการ เชน รูปแบบการออกเสียงเฉพาะตัวบุคคลทีข่ึ้นกับประเภทของ

ดนตรี ระยะเวลาในการออกเสียงคําที่แตกตางกันจากปจจัยการเอือ้นหรือการลากเสียง ลูกคอใน

การรองเพลง และจังหวะของเพลงตางๆ จึงทาํใหอัลกอลิทึมเดิมทีใ่ชกับปญหาการรูจําเสยีงพดูนั้น

ไมประสบผลสําเร็จเทาที่ควร  
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 อีกปจจัยหนึ่งที่ลดทอนคุณภาพของการรูจาํคอืเพลงจะมีเสียงดนตรีประกอบจะมีผลเทยีบ

ไดกับเสยีงรบกวน(Noise) ซึ่งจะทําใหประสิทธิภาพในการรูลดลง โดยทั่วไปแลวการแกปญหาคอื

การใชตัวรองเสียงรบกวน (Noise filter) ชนิดตางๆ เขามากรองเสยีงดนตรีออกไป แตการใชตัว

กรองเสยีงรบกวนนั้นจะเปนการเพิ่มขั้นตอนเขาไปทําใหเวลาในการประมวลผลเพิ่มขึน้ตาม อีกทั้ง

การใชตัวรองเสียงรบกวนอาจไปทําลายเสยีงทีต่องการใชจริงไปดวย 

 ดังนั้นในงานวิจยัช้ินนี้จึงมีจุดประสงคหลักคือ รูจําคํารองตางๆ ในเพลงโดยทีไ่มใชตัวรอง

เสียงรบกวน (Noise filter) มากรองหรือขจดัเสียงดนตรี เสียงรบกวนออกไป งานวิจัยนีอ้าศัย

หลักการของการรูจํารูปภาพเขามาประยุกตใชในการแกปญหา อยางแรกนาํเอาสัญาณเสียงทีไ่ดไป

แปลงใหอยูในรูปแบบของภาพที่เราเรียกวา สเปกโตรแกรม(Spectrogram)  ที่มีลักษณะขอมลูเปน

แบบ MxN มิติ แตเนื่องจาก สเปกโตรแกรม(Spectrogram)  มีขนาดของมิตขิอมูลที่สูงเกินไปการ

นําเอามาใชงานโดยตรงนัน้เปนไปไดยากและตองใชเคร่ืองประมวลผลที่ประสิทธิภาพสูงมาก อีก

ทั้งคํารองแตละคําเมื่อนํามาแปลงเปน สเปกโตรแกรม(Spectrogram)  ขนาดจะไมเทากนัไม

สามารถนาํไปทําการรูจาํได ดังนั้นงานวิจัยนี้จึงนําเอา สเปกโตรแกรม(Spectrogram)  มาลดขนาด

ของมิตขิอมูลลงกอนนําไปทําการรูจําดวยเทคนคิการปรับขนาดภาพ(Image resizing algorithm) 

สําหรับขั้นตอนในการรูจํานั้นงานวิจัยนี้เลือกใช Feed-Forward neural Network  

จากการทดลองพบวางงานวิจัยนี้สามารถแกปญหาการรูจําเสียงรองหรือคํารองในเพลงที่มี

เสียงดนตรีพื้นหลังไดเปนอยางดี โดยประสิทธิภาพในการรูจําอยูที่ 90.0% ขึ้นไปในทุก ๆ ชุด

ทดลอง อีกทั้งยังสามารถรูจําไดหลายๆ ภาษาพรอมๆ กันในชุดขอมูลเดียวกันอีกดวย  

คาํหลกั: การรูจําแบบ, นิวรอนเน็ตเวิรค, ประมวลผลสัญญาณดิจิตอล, การสกดัคุณลักษณะเดน 

 

 

 

 

 

 



Abstract 
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Project Title:  Single Signal Entity Approach for Thai Singing Word Recognition Using 

Images of Power Spectrogram and Image Processing Techniques 
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Singing word recognition is one of the interesting research topics in the area of 

Music Information Retrieval (MIR). The first approach to solve this problem used 

successful techniques in Automatic Speech Recognition (ASR). Moving from monophonic 

to polyphonic audio signal, the problem has become more complex. The background 

instrumental accompaniment is regarded as the noise source degrading the performance 

of the recognition system. The papers proposed a statistical learning method for 

recognition of the word in a singing signal with background music and for classification of 

singing voice region in a polyphonic audio signal. 

The goal of this paper is to solve singing word recognition without using any 

method to separated instrumental from background music. The papers also applied the 

concept of image recognition by using a สเปกโตรแกรม(Spectrogram) as an image to 

solve the problem. An audio signal that accompanies music was analyzed and 

transformed into a สเปกโตรแกรม(Spectrogram). A dimension of สเปกโตรแกรม

(Spectrogram) is very high and time interval of each singing word is not equal. Then we 

apply image resizing algorithm to solve both problem. To recognize it, the whole สเปกโตร

แกรม(Spectrogram) was sliced and formed as a feature vector for a neural classifier. 

Several classification functions are compared, such as Fisher classifier, K-nearest 

mailto:peerapol_utt@hotmail.com
mailto:peerapol@uru.ac.th


neighbor and Feed-Forward can effectively recognize the word in music with the accuracy 

rate more than 90.0% Especially, we can recognize Cross-Language Music Data. 

 

Keyword Spectrogram, Singing voice recognition, Automatic speech recognition (ASR), 

Feed-Forward Neural Network. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



1. บทนํา 

โดยท่ัวไปน้ันการรับรูของมนุษยมีประสิทธิภาพสูงสามารถท่ีจะจําแนกประเภทเสียงตางๆได แตปญหาการรูจํา

เสียง(Audio recognition) โดยใชคอมพิวเตอรน้ัน คือการใหคอมพิวเตอรสามารถจําแนกเสียงประเภทตางๆ ไม

วาจะเปน เสียงเพลง เสียงพูด หรือเสียงรองไดเหมือนโสตประสาทของมนุษยน้ันมีความซับซอนสูงและยากท่ีจะ

เลียนแบบ  

ในงานวิจัยช้ินน้ี เราสนใจในกลุมหัวขอการสืบคนขอมูลจากเพลง(Music  Information  Retrieval) 

โดยเฉพาะ ปญหาในการรูจําคํารอง(Singing voice recognition) จากเพลงน้ันมีความยุงยากและซับซอนมาก 

เน่ืองจากคําท่ีออกเสียงจากการรองเพลงน้ันมีคุณสมบตัิท่ีแตกตางจากการพูดโดยท่ัวๆ ไปหลายประการ เชน 

รูปแบบการออกเสียงเฉพาะตวับุคคลท่ีขึน้กับประเภทของดนตร ี ระยะเวลาในการออกเสียงคําท่ีแตกตางกันจาก

ปจจัยการเอื้อนหรือการลากเสียง ลูกคอในการรองเพลง และจังหวะของเพลงตางๆ จึงทําใหอัลกอลิทึมเดิมท่ีใช

กับปญหาการรูจําเสียงพูดน้ันไมประสบผลสําเร็จเทาท่ีควร  

 อีกปจจัยหน่ึงท่ีลดทอนคุณภาพของการรูจําคือเพลงจะมีเสียงดนตรีประกอบจะมีผลเทียบไดกับเสียง

รบกวน(Noise) ซ่ึงจะทําใหประสิทธิภาพในการรูลดลง โดยท่ัวไปแลวการแกปญหาคือการใชตัวรองเสยีงรบกวน 

(Noise filter) ชนิดตางๆ เขามากรองเสียงดนตรอีอกไป แตการใชตัวกรองเสียงรบกวนน้ันจะเปนการเพิ่ม

ขั้นตอนเขาไปทําใหเวลาในการประมวลผลเพิ่มขึ้นตาม อีกท้ังการใชตัวรองเสียงรบกวนอาจไปทําลายเสียงท่ี

ตองการใชจริงไปดวย 

 ดังน้ันในงานวิจัยช้ินน้ีจึงมีจุดประสงคหลักคือ รูจําคํารองตางๆ ในเพลงโดยท่ีไมใชตัวรองเสยีงรบกวน 

(Noise filter) มากรองหรือขจัดเสยีงดนตรี เสียงรบกวนออกไป 

 

2. ระเบียบวิธีวิจัย  

 ในงานวิจัยนี้ไดทําการออกแบบวิธีการรูจําคํารองของนักรองที่อยูในเพลงจะใชอยูบน

พื้นฐานเดิมของงาน “Singing voice recognition based on matching of spectrogram pattern” 

ที่ไดตีพิมพในป 2009 คือการรวบรวมและคัดเลือกขอมูลคําจากเพลง จากนั้นใชสมุติฐานที่วาการ

ออกเสียงคําที่มีความเหมือนกันเมื่อนํามาการสกัดลักษณะ (Feature Extraction) ใหอยูในรูปแบบ

ของสเปกโตรแกรม(Spectrogram) ซึ่งจะใหภาพสเปกโตรแกรมที่ไดที่มีลักษณะที่เหมือนกัน 

จากนั้นเราจึงนําเอาหลักการของการรูจํางานประเภทลายนิ้วมือมาประยุกยใชตามภาพที่ 2 

 



 

 
รูปที่ 1 รูปของสเปกโตรแกรม(Spectrogram) ของคาํรองตัวอยาง 4 คํา 

 

 

ภาพที ่2: ขั้นตอนดําเนินงานวิจัย 

2.1. ข้ันตอนการคํานวณรูปแบบของสเปกโตรแกรม(Spectrogram) 

 รูปแบบของสเปกโตรแกรม(Spectrogram) เปนลักษณะการนําเสนอการกระจายตัวของ

กําลังงานเสียงระหวางมิติความถ่ีของสัญญาณ(Frequency) และเวลา(Times)ซึ่งมีลักษณะเปน

เหมือนรูปภาพแบบที่มีแกน X และแกน Y โดยแกน X แทนคากําลังงานเสียงที่กระจายตามเวลา



และ แกน Y แทนคากําลังงานเสียงที่กระจายตามความถ่ีของสัญญาณกระจายซึ่งมีลักษณะตาม

ภาพที่ 1  

 ขั้นแรกให    เปนลําดับของตัวเลขจํานวนจริงที่แทนสัญญาณ

ขอมูลเสียงของแตละคํารองที่เขามา และ  เปนการคํานวณ DFT 

ของ  ตามสมการตอไปนี้ 

 

จากนัน้คํานวณ  ซึ่งแทนกาํลังงานของแตละ  ที่คํานวณไดตามสมการตอไปนี ้

. 

จากนั้นนําเอากําลังงาน  ของแตละ   มาทําการสรางเปนแบบรูปสเปกโตรแก

รม(Spectrogram) ของแตละคํารองตามลําดับภาพที่ 3  ในงานวิจัยนี้เราไดนําเสนอการใชประบวน

การรูจําแบบนิวรอนเน็ตเวิรค ดังนั้นขอมูลที่ใชจําเปนตองอยูในรูปแบบของเวกเตอรที่เปนลักษณธ 

1 มิติแตเนื่องจากแบบรูปสเปกโตรแกรม(Spectrogram) เปนขอมูลที่อยูในลักษณะของขอมูล 2 

มิติดังนั้นกอนนําไปใชงานจึงจําเปนตองแปลงใหอยูในรูปแบบ 1 มิติของ ขั้นตอนตามภาพที่ 4 



 

ภาพที ่3: ขั้นตอนการคํานวณและสรางสเปกโตรแกรม(Spectrogram) ของแตละคํารอง 

 

 

รูปที่ 4 การจัดเรียงสเปกโตรแกรม(Spectrogram) ใหอยูในรูปแบบ input vector ที่เหมาะสม 

สําหรับเตรียมเขาสูกระบวนการรูจาํ  



2.2. การลดมิติของขอมูลดวย Image Scaling Algorithm หรือเทคนิคการยอหรือ

ขยายภาพ 

 

ภาพที ่5 การลดมิติของขอมูลดวย Image Scaling Algorithm 

เมื่อไดคําที่ตองการแลวจึงนํามาสกัดลักษณะ (Feature Extraction) โดยใหอยูในรูปแบบ

ของสเปกโตรแกรม(Spectrogram) แตการใชสเปกโตรแกรม(Spectrogram) ในการสกัดลักษณะ

นั้นมีปญหาในการรูจําอยูคือ มิติของขอมูลที่ไดนัน้สูงมากเมื่อเทยีบกับการสกัดลักษณะตัวอื่นๆ 

ดังนั้นในงานวิจยันี้จึงเลือกที่จะใชเทคนคิการยอหรือขยายภาพ (Scaling) มาเพือ่ลดขนาดของ

ภาพสเปกโตรแกรมลงซึ่งจะลดขนาดของขอมูลลงดวยตามภาพที่ 5 โดยเทคนคิที่เลือกใชคือ 

nearest neighbor sampling, bilinear interpolation, bicubic interpolation และ discrete cosine 

transform-based compression เปนตน  

2.3 การรูจําขอมูลเสียงดวยโครงขายประสาทเทียม (Artificial Neural Networks) 

โครงขายประสาทเทียม (Artificial Neural Networks) หรือที่มักจะเรียกสั้น ๆ  วา โครงขาย

ประสาท (Neural Networks หรือ Neural Net) เปนหนึ่งในเทคนิคของการทําเหมืองขอมูล (Data 

Mining) คือโมเดลทางคณิตศาสตร สําหรับประมวลผลสารสนเทศดวยการคํานวณแบบคอนเนค

ชันนิสต (Connectionist) เพื่อจําลองการทํางานของเครือขายประสาทในสมองมนุษย ดวย

วัตถุประสงคที่จะสรางเคร่ืองมือซึ่งมีความสามารถในการเรียนรูการจดจํารูปแบบ(Pattern 

Recognition) และการสรางความรูใหม (Knowledge Extraction) เชนเดียวกับความสามารถที่มีใน



สมองมนุษย แนวคิดเร่ิมตนของเทคนิคนี้ไดมาจากการศึกษาโครงขายไฟฟาชีวภาพ (Bioelectric 

Network) ในสมอง ซึ่งประกอบดวย เซลลประสาท หรือ "นิวรอน" (Neurons) และ "จุดประสาน

ประสาท" (Synapses) แตละเซลลประสาทประกอบดวยปลายในการรับกระแสประสาท เรียกวา 

"เดนไดรท" (Dendrite) ซึ่งเปน input และปลายในการสงกระแสประสาทเรียกวา "แอคซอน" 

(Axon) ซึ่งเปนเหมือน output ของเซลล เซลลเหลานี้ทํางานดวยปฏิกิริยาไฟฟาเคมี เมื่อมีการ

กระตุนดวยสิ่งเราภายนอกหรือกระตุนดวยเซลลดวยกัน กระแสประสาทจะว่ิงผานเดนไดรทเขาสู

นิวเคลียสซึ่งจะเปนตัวตัดสินวาตองกระตุนเซลลอื่น ๆ ตอหรือไม ถากระแสประสาทแรงพอ 

นิวเคลียสก็จะกระตุนเซลลอื่น ๆ ตอไปผานทางแอคซอนของมัน 

นักวิจัยสวนใหญในปจจุบันเห็นตรงกันวาโครงขายประสาทเทียมมีโครงสรางแตกตางจาก

โครงขายในสมอง แตก็ยังเหมือนสมอง ในแงที่วาโครงขายประสาทเทียม คือการรวมกลุมแบบ

ขนานของหนวยประมวลผลยอย ๆ และการเช่ือมตอนี้เปนสวนสําคัญที่ทําใหเกิดสติปญญาของ

โครงขาย เมื่อพิจารณาขนาดแลวสมองมีขนาดใหญกวาโครงขายประสาทเทียมอยางมาก รวมทั้ง

เซลลประสาทยังมีความซับซอนกวาหนวยยอยของโครงขาย อยางไรก็ดีหนาที่สําคัญของสมอง 

เชน การเรียนรูยังคงสามารถถูกจําลองขึ้นอยางงายดวยโครงขายประสาทนี้ 

สําหรับหลักการในคอมพิวเตอร Neurons ประกอบดวย input และ output เหมือนกัน 

โดยจําลองให input แตละอันมี weight เปนตัวกําหนดน้ําหนักของ input โดย neuron แตละหนวย

จะมีคา threshold เปนตัวกําหนดวาน้ําหนักรวมของ input ตองมากขนาดไหนจึงจะสามารถสง 

output ไปยัง neurons ตัวอื่นได เมื่อนํา neuron แตละหนวยมาตอกันใหทํางานรวมกันการทํางาน

นี้ในทางตรรกแลวก็จะเหมือนกับปฏิกิริยาเคมีที่เกิดในสมอง เพียงแตในคอมพิวเตอรทุกอยางเปน

ตัวเลขเทานั้นเอง 

การทํางานของ Neural Networks คือเมื่อมี input เขามายัง network ก็เอา input มาคูณ

กับ weight ของแตละขา ผลที่ไดจาก input ทุก ๆ ขาของ neuron จะเอามารวมกันแลวก็เอามา

เทียบกับ threshold ที่กําหนดไว ถาผลรวมมีคามากกวา threshold แลว neuron ก็จะสง output 

ออกไป output นี้ก็จะถูกสงไปยัง input ของ neuron อื่น ๆ ที่เช่ือมกันใน network ถาคานอยกวา 

threshold ก็จะไมเกิด output สิ่งสําคัญคือเราตองทราบคา weight และ threshold สําหรับสิ่งที่เรา

ตองการเพื่อใหคอมพิวเตอรรูจํา ซึ่งเปนคาที่ไมแนนอน แตสามารถกําหนดใหคอมพิวเตอรปรับคา

เหลานั้นไดโดยการสอนใหมันรูจัก pattern ของสิ่งที่เราตองการใหมันรูจํา เรียกวา "back 

propagation" ซึ่งเปนกระบวนการยอนกลับของการรูจํา ในการฝก feed-forward Neural 

Networks จะมีการใชอัลกอริทึมแบบ back-propagation เพื่อใชในการปรับปรุงน้ําหนักคะแนน

ของเครือขาย (Network Weight) หลังจากใสรูปแบบขอมูลสําหรับฝกใหแกเครือขายในแตละคร้ัง

แลว คาที่ไดรับ (output) จากเครือขายจะถูกนําไปเปรียบเทียบกับผลที่คาดหวัง แลวทําการ

คํานวณหาคาความผิดพลาด ซึ่งคาความผิดพลาดนี้จะถูกสงกลับเขาสูเครือขายเพื่อใชแกไขคา

น้ําหนักคะแนนตอไป 



การเรียนรูสาํหรับ Neural Networks มีทั้งหมด 2 แบบประกอบไปดวย 

1. Supervised Learning การเรียนแบบมีการสอน 

เปนการเรียนแบบที่มีการตรวจคําตอบเพื่อใหโครงขายประสาทเทียมปรับตัว ชุดขอมูลที่

ใชสอนโครงขายประสาทเทียมจะมีคําตอบไวคอยตรวจดูวาโครงขายประสาทเทียมใหคําตอบที่ถูก

หรือไม ถาตอบไมถูก โครงขายประสาทเทียมก็จะปรับตัวเองเพื่อใหไดคําตอบที่ดีขึน้ (เปรียบเทียบ

กับคน เหมือนกับการสอนนักเรียนโดยมีครูผูสอนคอยแนะนํา) 

2. Unsupervised Learning การเรียนแบบไมมีการสอน 

เปนการเรียนแบบไมมีผูแนะนํา ไมมีการตรวจคําตอบวาถูกหรือผิด โครงขายประสาท

เทียมจะจัดเรียงโครงสรางดวยตัวเองตามลักษณะของขอมูล ผลลัพธที่ได โครงขายประสาทเทียม

จะสามารถจัดหมวดหมูของขอมูลได (เปรียบเทียบกับคน เชน การที่เราสามารถแยกแยะพันธุพืช 

พันธุสัตวตามลักษณะรูปรางของมันไดเองโดยไมมีใครสอน) 

 

3. การจัดเตรียมขอมูลที่ใชในการทดลอง (DATA COLLECTION) 

เร่ิมตนจากขอมูลที่ใชในการทดลองงานวิจัยนีจ้ะเลือกคาํจากเพลงที่วางขายในทองตลาดทั่วๆ 

ไป  เนือ่งมาจากฐานขอมูลที่เกี่ยวของกับงานของ Singing Word Recognition ยังไมม ี  เพื่อสราง

ความนาเช่ือถือใหกับขอมูลนัน้ในงานวิจัยช้ินนีจ้ะพิจารณาในหลายๆ ปจจยัเพื่อใหขอมูลมคีวาม

หลากหลายประกอบไปดวย เชน 

1. คํารองทีท่ํามารูจําในงานวิจยันี้  จะใชทั้งภาษาไทยและอังกฤษ โดยแบงออกเปน 2 

กลุมขอมลูคอื คําเดยีว( isolate word ) และ คําประสม (Compound Word)  ประกอบ

ไปดวย 

i. ขอมูลชุดที่ 1 ประกอบไปดวยคาํไทยจํานวน 12 คํา { คน, ความ, เคย, ใคร, 

ใจ, ฉัน, ที,่ เธอ, ม,ี รัก, รู, เรา} สําหรับกลุมคาํเดียว( isolate word ) โดยทํา

การเลือกจากเพลงไทยจํานวนมากกวา 1500 อัลบัม โดยในแตละคําจะมีไฟล

เสียงทั้งหมด 600 ไฟลของคํารองนั้นๆ โดยรายละเอียดแสดงในตารางที่ 1 

และ 2 

ii. ขอมูลชุดที่ 2 ประกอบไปดวยคาํไทยและภาษาอังกฤษจาํนวน 12 คํา { I love 

you, Love you,  Together, Tomorrow, Yesterday, ความรัก, คิดถึง,  ใคร

สักคน,  ไมเคย, ไมม,ี รักเธอ, หัวใจ } สําหรับกลุมคําประสม (Compound 

Word)  โดยทําการเลือกจากเพลงไทยจาํนวนมากกวา 1500 อัลบัม โดยใน

แตละคําจะมไีฟลเสยีงทั้งหมด 600 ไฟลของคํารองนั้นๆ โดยรายละเอียด

แสดงในตารางที่ 3 และ 4 



2. คํารองตางๆ ในเพลงที่ใชในงานวิจยันี้ จะไมใชตัวรองเสียงรบกวน (Noise filter) มา

ทําการกรองหรือขจดัเสียงดนตรี เสยีงรบกวนออกไป 

3. ในงานวิจัยนี้จะใชเพลงที่วางจําหนายอยูบททองตลาดทั่วๆ ไป ไมอัดเสยีงดวยตัวเอง 

4.  แนวเพลงที่ใชในงานวิจัยนี้จะใชแนวเพลงทีห่ลายหลายประกอบไปดวย  Rock ,hard  

rock, Soft Rock , Dance ,  Hip-Pop, Soul, R&B ,folk และ Acoustic ที่มาจาก

นักรองหลายคน 

5.  เพลงที่ใชจะเลือกมาจากนักรองทั้งชายและหญงิ 

 

ขอมูลไฟลเสยีงที่ใชในทกุคาํรองนัน้จะถูกจดัการดวยโปรแกรม Sony Sound Forge 

program. โดยคุณสมบัตขิองเสยีงที่ใชคอื Sampling Rate ที่  44.2 kHz ดวย 128/s bit rate. 

ตารางที่ 1 ประเภทและจํานวนที่ใชในขอมูลชุดที่ 1 

 

ตารางที่ 2 คํารองภาษาไทยและจํานวนที่ใชในขอมูลชุดที่ 1 



 

 

ตารางที่ 3 ประเภทและจํานวนที่ใชในขอมูลชุดที่ 2 

 

 

 

 

ตารางที่ 4 คํารองภาษาไทยและภาษาอังกฤษที่ใชในขอมูลชุดที่ 2 



 

 

4. การทดลองและสรปุผล (EXPERIMENTAL EVALUATION) 

 สําหรับการทดลองเพื่อหาประสิทธิภาพการทดลองทั้งหมดใชงานโปรแกรม Matlab 

2012a และทํางานบนเคร่ือง Intel Dual Core E6750 2.66 GHz หนวยความจําขนาด 6G  และ

เพื่อความแมนยําและไมคลาดเคล่ือนของผลการทดลอง งานทดลองนี้จึงใชการวัดประสิทธิภาพ

การแบงชุดขอมูลในการฝกฝนและทดสอบนั้นงานนี้เลือกใชหลักการ เคโฟลดครอสวาลิเดชัน(K-

Flow Cross validation)  โดยใช K = 5 ซึ่งจะทําการทดลองซ้ําทั้งหมด 50 คร้ังและนําผลลัพยที่ได

ทั้งหมดมาหาคาเฉล่ียของประสิทธิภาพ  

จากนั้นจะประยุกตใชเทคนิคที่ใชในการรูจําที่หลากหลายประกอบไปดวย Fisher 

classifier, K-nearest neighbor, Feed-Forward, Naive Bayes Classifier, Parzen Classifier 

และ Decision tree เขาไปรูจําขอมูล  

 

4.1 จํานวนนิวรอนภายในโครงขายประสาทเทียม (Artificial Neural Networks) กับ

ประสิทธิภาพ ในการรูจําหรือไม 



 ในงานวิจัยนี้ไดใชโครงขายประสาทเทียม (Artificial Neural Networks) แบบ three-layer 

feed-forward network สําหรับการรูจําเสียงรองหรือคํารองในขอมูลทดลองชุดที่ 1 และ 2 ซึ่งการ

ใชโครงขายประสาทเทียม (Artificial Neural Networks) จํานวนนิวรอนภายในโครงขายมีผลกับ

ประสิทธิภาพในการรูจํา ดังนั้นเราจึงจําเปนตองหาจํานวนนิวรอนจํานวนเทาใดที่เหมาะสมกับการ

ใชงาน  

 ในรูที่ 6 และ 7 เปนกราฟแสดงประสิทธิภาพในการรูจําคํารองในชุดขอมูลที่ 1 และ 2 ที่

ทดลองโดยใชจํานวนนิวรอนภายในโครงขายที่แตกตางกัน ซึ่งใชสเปกโตรแกรม(Spectrogram)  

ที่สรางโดยใชวินโดว(Windows Length) ขนาด 512 จุด ที่มีการทับซอนกัน 25% ของ

สัญญาณเสียงที่เขามาในแตละคํารอง จากนั้นทําการลดขนาดของ สเปกโตรแกรม(Spectrogram)  

ใหอยูที่ขนาด 128x5 จุด ดวยเทคนิค DCT-based compressed ( สําหรับขนาดของวินโดวที่ใชใน

การสราง สเปกโตรแกรม(Spectrogram)  จะถูกอธิบายในสวนถัดไป) 

 

รูปที่ 6 กราฟแสดงประสิทธิภาพในการรูจาํคํารองในชุดขอมูลที ่1   ที่ทดลองโดยใชจํานวนนิวรอ

นภายในโครงขายที่แตกตางกนั 



 

รูปที่ 7 กราฟแสดงประสิทธิภาพในการรูจาํคํารองในชุดขอมูลที ่2 ที่ทดลองโดยใชจํานวนนิวรอ

นภายในโครงขายที่แตกตางกนั 

 จากขอมูลที่แสดงภาพที่ 6 และ 7 จึงพอสรุปไดวา เราสามารถใชสเปกโตรแกรม

(Spectrogram)  รวมกับโครงขายประสาทเทียม (Artificial Neural Networks) ในการรูจําคํารอง

โดยไมกรองเสียงพื้นหลังไดจริงและใหประสิทธิภาพที่สูงกวา 90% และจํานวนนิวรอนภายใน

โครงขายมีผลกับประสิทธิภาพในการรูจําจริง และจํานวนนิวรอนที่ดีที่สุดในการใชงานจะอยูในชวง 

20-30 นิวรอน 

 

4.2  ขนาดของวินโดว (Windows Length) ที่ใชในการสรางสเปกโตรแกรม

(Spectrogram) มีผลกับประสิทธิภาพ ในการรูจําหรือไม 

อีกปจจัยที่สําคัญของสเปกโตรแกรม(Spectrogram) ก็คือ Windows Length ซึ่งจะมีผล

กับสเปกโตรแกรม(Spectrogram)โดยตรงตามตัวอยางของภาพที 8  ที่แสดงลักษณะของ สเปก

โตรแกรมที่สรางจาก Windows Length ทีม่คีวามแตกตางกัน ดังนั้นในงานวิจัยนี้จึงเลือกขนาด

ของ Windows Length ในการทดลองประกอบไปดวย  64, 128, 256, 512, 1024, 2048, 4096 

และ 8192 เพื่อหาขนาดของ Windows Length ที่มีประสิทธภิาพสงูสุด 



 

ภาพท ี8 ลักษณะของ สเปกโตรแกรมที่สรางจาก Windows Length ที่มคีวามแตกตางกัน 

a) 64, b) 128, c) 256, d) 512, e) 1024, f) 2048, g) 4096, h) 8192. 

 ในสวนนี้ไดทดลองกับขอมูลชุดที่ 1 และ 2 ที่แสดงในตารางที่ 2 และ 4 โดยกําหนดตัว

แปรควบคุมคือ ใชสเปกโตรแกรมทีใ่ชจะสรางจากวินโดว(Windows Length) ขนาด 1024 512 

256 128 จุด และมีการทับซอนกันของสัญาณเสียง 25% ของขนาดวินโดว(Windows Length) 

 จากตารางที่ 5 ถึง 12 เปนตารางแสดงขอมูลโดยเราจะเห็นวาการใชวินโดว(Windows 

Length) ที่แตกตางมีผลกับประสิทธภิาพในการรูจํา สเปกโตรแกรมที่สรางจาก Windows Length 

ขนาดใหญจะใหประสิทธิภาพในการรูจําทีสู่งกวา สเปกโตรแกรมที่สรางจาก Windows Length ที่มี

ขนาดเล็กทั้ง 2 ชุดขอมูล 

 ดังนั้นจึงสรุปไดวาขนาดขนาดของวินโดว(Windows Length) ที่ใชในการสรางสเปกโตรแก

รม(Spectrogram) มีผลกับประสิทธิภาพในการรูจํา 

 



 

 

 

 

 



 

 

 

4.3 การใชเทคนิค Image Scaling ในการลดมิติของขอมูลมีผลกับประสิทธิภาพ ใน

การรูจําหรือไม 

ในสวนนี้ไดทดลองกับขอมูลชุดที่ 1 และ 2 ที่แสดงในตารางที่ 2 และ 4 โดยกําหนดตัว

แปรควบคุมคือ ใชสเปกโตรแกรมทีใ่ชจะสรางจากวินโดว(Windows Length) ขนาด 1024 512 

256 128 จุด และมีการทับซอนกันของสัญาณเสียง 25% ของขนาดวินโดว(Windows Length)  

จากนัน้เราใชเทคนิค Image Scaling คือ DCT-based compressed algorithms มาทํา

การลดขนาดของสเปกโตรแกรมใหมีขนาดลดลงและเทากัน ในทกุๆ คํารองของขอมูลชุดที ่ 1 และ 

2 โดยหลักการลดขนาดนั้นจะลดเปนวินโดว(Windows Length)ไป โดยจะทําการลดทกุ 10% ใน

ทุกวินโดว(Windows Length) ไปดังตอไปนี้  



1. สเปกโตรแกรมที่สรางจากวินโดว(Windows Length) ขนาด 1024 จะทําการลดขนาด

สําหรับใชในการทดลองลงเหลือ  512 , 461, 410, 358, 307, 256, 205,154, 102 และ 

51 จุด. 

2. สเปกโตรแกรมที่สรางจากวินโดว(Windows Length) ขนาด 512 จะทําการลดขนาด

สําหรับใชในการทดลองลงเหลือ  256, 230, 205, 179, 154, 128, 102, 77, 51 และ 26  

จุด. 

3. สเปกโตรแกรมที่สรางจากวินโดว(Windows Length) ขนาด 256 จะทําการลดขนาด

สําหรับใชในการทดลองลงเหลือ  128,115, 102, 90, 77, 64, 51, 38, 26 และ 13 จุด. 

4. สเปกโตรแกรมที่สรางจากวินโดว(Windows Length) ขนาด 128 จะทําการลดขนาด

สําหรับใชในการทดลองลงเหลือ  64, 58, 51, 45, 38, 32, 26, 19, 13 และ 6 จุด. 

 

จากตารางที่ 5 ถึง 12 เปนตารางแสดงขอมูลโดยเราจะเห็นวาการใชเทคนิค Image 

Scaling คือ DCT-based compressed algorithms มาทําการลดขนาดของสเปกโตรแกรมใหมี

ขนาดลดลงหรือที่เรียกวาการลดขนาดมิติขอมลู สามารถใชงานไดดี โดยสามารถลดขนาดของส

เปกโตรแกรม ไดมากกวา 50% จากขนาดวินโดว(Windows Length) เร่ิมตนปกติ แตยังคงให

ประสิทธิภาพในการรูจําที่สูงกวา 85% อยูในทุกๆ ขนาดวินโดว(Windows Length) ซึง่เมื่อ

นําไปใชงานจริงแลวการใชเทคนิคการลดมิตขิอมูลสามารถประหยัดหนวยความจําไดมาก 

ดังนั้นจึงสรุปไดวาใชเทคนคิ Image Scaling แบบ DCT-based compressed algorithms 

ขนาดมาทาํการลดขนาดสเปกโตรแกรมในทุกๆ วินโดว(Windows Length) สามารถใชงานไดและ

ยังสามารถลดขนาดไดมากกวา 50% โดยที่ประสิทธิภาพในการูจํายังคงสูงกวา 85% 

 

4.4 เปรียบเทียบประสิทธิภาพในการูจํากับ Classification technique. ตัวอ่ืนๆ 

 ในงานวิจัยนี้ไดใชโครงขายประสาทเทียม (Artificial Neural Networks) แบบ three-layer 

feed-forward network สําหรับการรูจําเสียงรองหรือคํารองในขอมูลทดลองชุดที่ 1 และ 2 แตใน

ความเปนจริงยังคงมีเทคนิคอื่นๆ ในการรูจําขอมูลอีกหลายๆ ชนิดดวยกัน ดังนั้นงานวิจัยนี้จึง

จําเปนตองทําการทดลองเพื่อเปรียบเทียบประสิทธิภาพในการรูจํากับ Classification technique. 

ตัวอื่นๆ โดยงานวิจัยนี้เลือกมาทัง้หมด 6 ชนิดเพื่อทําการเปรียบเทียบประกอบไปดวย  

 



• K-nearest neighbor (KNN) 

• Fisher's linear classifier 

• Linear Bayes Normal Classifier 

• Naive Bayes Classifier 

• Parzen Classifier 

• Decision tree 

 

 

ภาพที ่9 ขอมูลประสิทธภิาพในการรูจาํของแตละเทคนิคบนขอมูลการทดลองชุดที่ 1 



 

ภาพที ่10 ขอมูลประสิทธภิาพในการรูจาํของแตละเทคนิคบนขอมูลการทดลองชุดที่ 2 

 จากภาพที ่ 9 และ 10 ซึงแสดงขอมูลประสิทธิภาพในการรูจาํของแตละเทคนคิบนขอมูล

การทดลองชุดที่ 1 และ 2 นนจะเห็นวาการใชโครงขายประสาทเทยีม (Artificial Neural 

Networks) แบบ three-layer feed-forward network สามารถใหประสทิธิภาพในการรูจําสงูกวา

ทุกๆ เทคนคิ และเทคนิค K-nearest neighbor (KNN) ใหประสิทธภิาพในการูจําเปนลําดับถัดมา 

4.5 เปรียบเทียบประสิทธิภาพในการูจํากับ Automatic Speech Recognition (ASR). 

ตัวอ่ืนๆ 

 การรูจําเสยีงพดู (Speech Recognition) คือ การที่คอมพิวเตอรสามารถรับรู เสียงของ

มนุษยไดโดยอัตโนมัติ โดยทั่วไปแลวจะอาศัยระบบโปรแกรมคอมพิวเตอรที่สามารถแปลงเสียงพูด 

(Audio File) เปนขอความตัวอักษร (Text) โดยสามารถแจกแจงคาํพูดตางๆ ทีม่นุษยสามารถพูด

ใสไมโครโฟน โทรศัพทหรืออุปกรณอื่นๆ และเขาใจคําศัพททกุคําอยางถูกตองเกือบ 100%  

 ซึ่งเทคนิคการรูจําเสียงพูด (Speech Recognition) เปนเทคนิคแรกๆ ที่ถูกนํามาใช

แกปญหาการรูจําเสียงรองหรือคํารองในเพลง ดังนั้นเราจึงทดลองเปรียบเทียบประสิทธิภาพของ

การรูจําเสียงพูด (Speech Recognition) กับ เทคนิคการแกปญหาของงานวิจัยนี้  สํ า ห รั บ ก า ร

ทดลองนั้น เราเลือกใช  Hidden Markov Model (HMM)  สําหรับเปนอัลกอลิทึมในการรูจําขอมูล 

จากนั้นใช  LPC และ  MFCC 13 coeficients. สําหรับเปนตัวสกัดขอมูล 



 จากขอมูลที่แสดงในภาพที่ 11 นั้นเราจะเห็นวาการใชโครงขายประสาทเทียม (Artificial 

Neural Networks) แบบ three-layer feed-forward network รวมกับสเปกโตรแกรม  สามารถให

ประสิทธิภาพในการรูจําสูงกวาทุกๆ เทคนิค ของเทคนิคการรูจําเสียงพูด (Speech Recognition) 

ทั้ง 2 ชุดขอมูล  

 

 

 

Figure 11: ขอมูลประสิทธภิาพในการรูจาํของแตละเทคนิคบนขอมูลการทดลองชุดที ่1 และ 2. 

 

 

 

 

 



6. บทวิจารณ์ 

ปญหาในการรูจําคาํรอง(Singing voice recognition) จากเพลงนัน้มคีวามยุงยากและ

ซับซอนมาก เนือ่งจากคําที่ออกเสียงจากการรองเพลงนั้นมีคุณสมบัติที่แตกตางจากการพูดโดย

ทั่วๆ ไปหลายประการ เชน รูปแบบการออกเสียงเฉพาะตัวบุคคลที่ขึ้นกับประเภทของดนตรี 

ระยะเวลาในการออกเสียงคําที่แตกตางกนัจากปจจัยการเอื้อนหรือการลากเสียง ลูกคอในการรอง

เพลง และจังหวะของเพลงตางๆ จึงทําใหอัลกอลิทมึเดมิที่ใชกับปญหาการรูจําเสียงพูดนัน้ไม

ประสบผลสําเร็จเทาที่ควร  

 อีกปจจัยหนึ่งที่ลดทอนคุณภาพของการรูจาํคอืเพลงจะมีเสียงดนตรีประกอบจะมีผลเทยีบ

ไดกับเสยีงรบกวน(Noise) ซึ่งจะทําใหประสิทธิภาพในการรูลดลง โดยทั่วไปแลวการแกปญหาคอื

การใชตัวรองเสียงรบกวน (Noise filter) ชนิดตางๆ เขามากรองเสยีงดนตรีออกไป แตการใชตัว

กรองเสยีงรบกวนนั้นจะเปนการเพิ่มขั้นตอนเขาไปทําใหเวลาในการประมวลผลเพิ่มขึน้ตาม อีกทั้ง

การใชตัวรองเสียงรบกวนอาจไปทําลายเสยีงทีต่องการใชจริงไปดวย 

 ในงานวิจัยช้ินนี้อาศัยหลักการของการรูจาํรูปภาพเขามาประยกุตใชในการแกปญหา 

อยางแรกนําเอาสัญาณเสียงที่ไดไปแปลงใหอยูในรูปแบบของภาพที่เราเรียกวา สเปกโตรแกรม

(Spectrogram)  ที่มีลักษณะขอมูลเปนแบบ MxN มิติ แตเนื่องจาก สเปกโตรแกรม(Spectrogram)  

มีขนาดของมิตขิอมูลที่สูงเกนิไปการนําเอามาใชงานโดยตรงนัน้เปนไปไดยากและตองใช

เคร่ืองประมวลผลที่ประสิทธิภาพสงูมาก อีกทั้งคํารองแตละคาํเมือ่นํามาแปลงเปน สเปกโตรแกรม

(Spectrogram)  ขนาดจะไมเทากนัไมสามารถนําไปทําการรูจําได ดังนั้นงานวิจัยนีจ้ึงนําเอา สเปก

โตรแกรม(Spectrogram)  มาลดขนาดของมติิขอมูลลงกอนนําไปทาํการรูจาํดวยเทคนคิการปรับ

ขนาดภาพ(Image resizing algorithm) สําหรับขั้นตอนในการรูจํานั้นงานวิจยันี้เลือกใช Feed-

Forward neural Network  

จากการทดลองพบวางงานวิจัยนี้สามารถแกปญหาการรูจําเสียงรองหรือคํารองในเพลงที่มี

เสียงดนตรีพื้นหลังไดเปนอยางดี โดยประสิทธิภาพในการรูจําอยูที่ 90.0% ขึ้นไปในทุก ๆ ชุด

ทดลอง อีกทั้งยังสามารถรูจําไดหลายๆ ภาษาพรอมๆ กันในชุดขอมูลเดียวกันอีกดวย  
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        เอกสารแนบหมายเลข 3 

Output จากโครงการวิจัยที่ไดรบัทุนจาก สกว. 

1. ผลงานตีพิมพในวารสารวิชาการนานาชาติ (ระบุช่ือผูแตง ช่ือเร่ือง ช่ือวารสาร ป เลม

ที่ เลขที่ และหนา) หรือผลงานตามที่คาดไวในสัญญาโครงการ 

2. การนําผลงานวิจัยไปใชประโยชน 

- เชิงพาณิชย (มีการนําไปผลิต/ขาย/กอใหเกิดรายได หรือมกีารนาํไปประยุกตใช

โดยภาคธุรกิจ/บุคคลทั่วไป) 

- เชิงนโยบาย (มีการกําหนดนโยบายอิงงานวิจยั/เกิดมาตรการใหม/เปล่ียนแปลง

ระเบียบขอบังคับหรือวิธีทํางาน) 

- เชิงสาธารณะ (มีเครือขายความรวมมือ/สรางกระแสความสนใจในวงกวาง) 

- เชิงวิชาการ (มีการพัฒนาการเรียนการสอน/สรางนักวิจัยใหม) 

3. อื่นๆ (เชน ผลงานตีพมิพในวารสารวิชาการในประเทศ การเสนอผลงานในที่ประชุม

วิชาการ หนังสือ การจดสิทธิบัตร) 
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Abstract

Singing word recognition is one of the interesting research topics in the area of
Music Information Retrieval (MIR). The first approach to solve this problem
used successful techniques in Automatic Speech Recognition (ASR). Moving
from monophonic to polyphonic audio signal, the problem has become more
complex. The background instrumental accompaniment is regarded as the
noise source degrading the performance of the recognition system. The pa-
pers proposed a statistical learning method for recognition of the word in a
singing signal with background music and for classification of singing voice
region in a polyphonic audio signal.

The goal of this paper is to solve singing word recognition without using
any method to separated instrumental from background music . The papers
also applied the concept of image recognition by using a spectrogram feature
as an image to solve the problem. An audio signal that accompanies music
was analyzed and transformed into a spectrogram feature. A dimension of
spectrogram feature is very high and time interval of each singing word is
not equal. Then we apply image resizing algorithm to solve both problem.
To recognize it, the whole spectrogram feature was sliced and formed as a
feature vector for a neural classifier.

Several classification functions are compared, such as Fisher classifier,
K-nearest neighbor and Feed-Forward can effectively recognize the word in
music with the accuracy rate more than 90.0% Especially, we can recognize
Cross-Language Music Data.
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1. Introduction

The problems of recognizing a singing word under some noisy background
has been an interesting topics. In this paper, we are interested in the problem
of Music Information Retrieval (MIR) Cullity (2003) Hayashi et al. (2014)
Vaizman et al. (2014) McVicar et al. (2014) Su et al. (2014) , which is a
particular application of recognizing words under a mixture of several music
instruments. The difficulty of recognition lies at the types of instruments and
their strength. The background instrumental accompaniment is regarded as
the noise source degrading the performance of the recognition system.

During a singing period, the power of a singing voice may be stronger or
weaker than the power of the music instruments. If the power of a singing
voice is stronger than the musical background, then the recognition is rather
simple. On the contrary, it is quite complex when the power of a singing voice
is rather weak. Besides these two factors, the spectrum of each instrument is
unknown a priori for a given song. The spectrum can be varied according to
duration of voice sound, loudness, pitch, vibrato, formant, rhythm and rhyme
Gerhard (2003) Sasou et al. (2005a) Yaguchi and Oka (2005) Gruhne et al.
(2007). So many methods based on the features extracted directly from the
accompanied vocal segments are difficult to achieve good performance when
accompaniment is stronger or singing voice is weaker.

This makes the background filtering process more complicated in terms
of computational cost. There have been several proposed techniques which
may be relevant to the problem of recognizing singing words with complex
musical background. Some interesting techniques are the following.

Hu and Liu (2014) exploited computational auditory scene analysis (CASA)
to segregate singing voice units for each time frame. Those segregated singing
voice units were regarded as reliable components. And then two missing fea-
ture methods were used respectively together with those reliable components
to perform the tasks of singer identication. The reconstruction method was
exploited to obtain a complete singing spectrum which were further used to
extract the features for singer identication, and the marginalization method
was exploited to directly perform the identication task based solely on reliable
components.
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Raj (2007) applied Probabilistic Latent Component Decomposition (PLCD)
for separating singing voices from background music in popular songs. The
set of basis vectors described by the frequency marginal were learned for
each component signal from a separated unmixed training recording (vocal
or background music). The spectrograms for the voice-only and music-only
components of the mixed recordings were obtained using PLCD.

Huang et al. (2012) proposed using robust principal component anal-
ysis (RPCA) for singing-voice separation from music accompaniment. By
RPCA, they obtained two output matrices, one is the sparse matrix contain-
ing formant structures which indicates vocal activity, and another is low-rank
matrix which indicates musical notes. It was based on the assumption that
repetition is a core principle in music and the singing voice has more variation
and is relatively sparse within a song.

Ryynanen et al. (2008).used fundamental frequency (F0) to separated ac-
companiment from polyphonic music based on automatic melody transcrip-
tion. This method used sinusoidal modeling to estimate, synthesize, and
remove the lead vocals. In their system, the pitches of singing also needed
to be estimated in advance.

Several techniques concerning to solve the problem of audio recognition
Makeyev et al. (2007b)Lin et al. (2005)Esmaili et al. (2004) Wang et al.
(2008)Yoshii et al. (2007)Toyoda et al. (2004b) Makeyev et al. (2007a)Ajmera
et al. (2003)Toyoda et al. (2004a). Most of the proposed methods consisted
of two processing steps: feature extraction and classification. In the first
step, feature exaction, the redundant information contained in the signal
were transformed into descriptors used as the input of a classifier for recog-
nition in the second step. Shenoy (2005) used the amplitude variation over
time in each sub-band and a threshold method on the energy function such
as the proportion of frames classified as vocals to be equivalent to the pro-
portion of the singing in the entire song. Nwe et al. (2004) used Harmonic
Attenuated LFPCs with Hidden Markov Model HMM models based on three
parameters, e.g. section type (intro, verse, chorus, bridge and outro), tempo,
and loudness. Tsai Tsai et al. (2003) used Mel-frequency cepstral coefficients
(MFCCs) and GMM models to classify vocal from non-vocal signals. Beren-
zweig and Ellis (2001) used vector of posterior probability as a feature and
HMM framework with two states, ”singing” and ”non-singing”. Chou and
Gu (2001) used 4 Hz modulation energy, harmonic coefficient, 4Hz harmonic
coefficient, delta MFCC and delta log energy as features and GMM model
to detect singing voice. Berenzweig (2002) applied 13 PLPCs and MLP.
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Maddage et al. (2003) considered LPC, LPC derived cepstrums (LPCC),
MFCC, spectral power (SP), short time energy (STE), and ZCR as features
and a multi-layer neural network, a SVM, and a GMM for classification.
SVM was found to outperform the other classifiers. Maddage Maddage et al.
(2004) latter tried Twice Iterated Composite Fourier Transform (TICFT) to
each audio frame. Rocamora and Herrera (2007) used different sets of fea-
tures such as MFCCs with their deltas, LFPC with their deltas and double
deltas, PLPCs with their deltas, HC and pitch and different classifiers such
as a SVM, a back propagation NN, a decision tree classifier, and two different
K-nearest neighbors. Tzanetakis (2004) used spectral shape feature, MFCCs,
mean and deviation of pitch , centroid and LPCs for feature extraction and
a naive bayes network, nearest neighbor algorithms, back-propagation ANN,
a decision tree classifier based on the C4.5 algorithm, a SVM classifiers. Kim
(2002) used a harmonic measure, defined as the ratio of the total signal en-
ergy to the maximally harmonically attenuated signal and threshold method
on the harmonic measure to classify the segment.

As compared to other areas in audio such as speech or music, research
on general unstructured audio-based scene recognition has received little at-
tention. To the best of our knowledge, only a few systems (and frameworks)
have been proposed to investigate of singing voice recognition with raw au-
dio. Most of investigations of singing voice recognition deal with recogni-
tion phoneme first and used a speech recognizer for lyrics recognition. Sasou
et al. (2005b) tested an Auto Regressive HMM with pure singing voice signals
from the RWC database. These studies presumed pure monophonic singing
voices without accompaniment, posing additional difficulties for practicable
use with musical audio signals like CD recordings. Suzuki et al. (2007) com-
bined both the melody and the lyrics of the user’s singing voice to retrieve a
song from a database. They also used a large vocabulary speech recognition
system with a HMM as the acoustic model adopted to the singing voice using
the speaker adaptation technology.

Wong et al. (2007) proposed a system for real-time alignment of Cantonese
music, which is a particular tone language. The meaning of a word changes
when pronounced with a different pitch. A MLP was used to segregate the
vocal from the non-vocal segments taking as input the spectral flux, the
HC, the ZCR, the MFCCs, the amplitude level and the 4Hz modulation
energy. DTW algorithm was used to align the two sequences. However,
this method is not consistently effective because the durations of uttered
phonemes depend on locations, even though they are the same phonemes.
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Kan et al. (2008) was probably the first English lyrics sentence level alignment
system for aligning the lyrics to the music signals for a specific structure of
songs. M. Gruhne and Dittmar (2007) implemented a system that performed
automatic classification of 15 voiced sung phonemes in polyphonic audio.
Their procedure was based on harmonics extraction and re-synthesis of a
number of partials as a preprocessing step, in order to reduce influences
from accompanying sounds. Then, low-level features were extracted from
the audio and classified using different classification techniques like SVM,
GMM and MLP. Fujihara et al. (2006) performed automatic synchronization
between lyrics and polyphonic music signals for Japan CD recordings. Their
proposed system included detection of vocal segments, segregation of vocals
and adaptation of a speech recognizer to the segregated vocal signals. During
the first step, harmonics extraction and re-synthesis was performed as in
M. Gruhne and Dittmar (2007). A simple HMM was used in order to keep
only the vocal regions and remove the non-vocal sections. Last, features
were extracted from the audio (MFCCs, delta MFCCs, and delta power)
and the Viterbi algorithm was used to align the segmented vocal parts with
the corresponding lyrics. Zwan et al. (2008) presented an automatic singing
voice recognition using neural network and rough sets. The method also
required and combined many type of feature vector for classification method.
Mesaros and Virtanen (2010) studied the use of n-gram language models in
recognizing phonemes and words in monophonic and polyphonic music. They
considered uni-, bi-, and tri-gram language models for phonemes and bi-
and tri-grams for words. In the recognition, a hidden Markov model based
phonetic recognizer was adapted to singing voice. Their word recognition
system achieved only 24% correct recognition rate.

In this paper, we are interested singing voice recognition in polyphonic
recordings of popular music. Our hypothesis is that, for any song, it is un-
necessary to filter the instrumental background from the singing voice to
recognize the singing words. Since the complexity of musical background in
terms of relevant factors as previously mentioned is too high and uncontrol-
lable, it would be better not to eliminate the musical background from the
singing voice. Our objectives concern two essential issues. The first issue is
the recognition speed. Without filtering the musical background from singing
voice, the processing time is expected to be tremendously reduced. The sec-
ond issue emphasizes on the independence of the following factors: duration
of voice sound, loudness, pitch, vibrato, formant, rhythm and rhyme. These
two issues lead to the problem of which representation domain is the most
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suitable for any song so that the highest recognition accuracy of singing words
can be achieved from this representation. In our algorithm, we transformed
the problem of recognizing one dimensional signal of song into the problem of
recognizing a color image. The features of image are extracted and classified.
The details will be discussed in the following sections.

The rest of the paper is organized as follows. Section 2 formulates our
studied problem and constraints. Section 3 reviews related backgrounds.
Section 4 discusses the concept of our proposed algorithm. Section 5 explains
the experimental set-up. Section 6 evaluates the results. Section 7 concludes
the paper. Each song The musical background By following this direction,
we expect to achieve high recognition accuracy.

2. Problem Formulation and Constraints

We considered the following situation. Given a song as a mixture of
musical background and singing voice and recognize them. There are two
procedures involved in this situation. The first procedure concerns the prob-
lem of time interval of each singing word in each song is different and it
depends on depending on the singer and rhythm. Then, how to make time
interval of each singing words are of the same. Audio music with instrumental
interference: In polyphonic music recordings, the instrumental interference
is treated as the noise source that causes degradation to the intelligibility of
the singing voice signal. The second problem is how to recognize the singing
word in music with instrumental. The solutions to these two problems are
independent from each other. In this paper, we concentrate on the both
procedure. Hence, it is assumed that the input to our algorithm an audio
signal was already contains a singing word. The input is in the form of a set
of sampled audio signal values in time domain, i.e. {x(1), . . . , x(n)}. Our
study is constrained by the following factors and conditions.

Constraints

1. Our system took polyphonic music audio signal as the input sampled
from music CD recording.

2. Different music genres were included in experiment such as Rock ,hard
rock, Soft Rock , Dance , Hip-Pop, Soul, R&B ,folk and Acoustic from
different artists.

3. All music genres have man and woman singers.
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4. Singing words can be either Thai or English. Only frequently occurred
and composed words, phases, and sentences in most of the sampled
songs were considered. Table 4 summarizes the frequently used Thai
words and their duration. Table 6 summarizes the frequently used Thai
and English words, phases and sentences with their duration.

The problems discussed in this paper are the following. Let S = {x(1), . . . , x(n)}
be a given interval of sampled signals of a song. Each x(i) may be a mixture
of singing voice with musical background or singing voice alone.

1. How to recognize the singing word in interval S without eliminating
the musical background ?

2. What are the essential features to the recognition rate achieving high
accuracy ?

3. Can the recognizing algorithm be robust to the previously mentioned
constraints ?

3. Proposed Concept

Figure 1: Examples of four singing words represented in forms of spectrograms. (A) Word
1. (B) Word 2. (C) Word 3. (D) Word 4.

Recognizing a singing word is more complex than recognizing a spoken
word without any musical background. The strength and clearness of a
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signing word is always deteriorated by several factors such as signing styles,
duration of sing voice, instrumental background signal under uncontrollable
loudness, pitch, vibrato, formant, and rhythm. To effectively eliminating
the musical background, the types of musical instruments must be known
in advance to properly filter the corresponding musical signal frequencies
from the signing word signal. In fact, these frequencies are unknown a priori
to the filtering process. If the musical background cannot be completely
separated from the signing signal, then the percentage of recognition accuracy
is obviously not high. Furthermore, the unpredictable singing duration can
make the recognition process rather complicated in terms of time complexity.

Our solution is based on the following observation and hypothesis. The
hypothesis is that for a singing word, there are various ways to sing the word
with different backgrounds. But if we plot the spectrograms feature of all
different intervals of songs having this words, then we should have similar
spectrograms feature. Figure 1 shows some examples of spectrograms feature
of the same words. There are four words, named A, B, C, and D, and
their spectrograms feature are in rows 1 (top row), 2, 3, and 4 (bottom),
respectively. These four words were sung by different persons with different
musical backgrounds and duration. Observe that the spectrograms feature of
any singing word are similar to each other but different from the spectrograms
feature of the other singing words. Note that each spectrogram feature was
derived from the mixture of singing word and musical background. Therefore,
it is unnecessary to filter any background from the signing word prior to the
recognition. A spectrogram feature can be considered as a color image. In our
approach, the problem of recognizing a singing word with musical background
is transformed into the problem of recognizing a spectrogram feature. Our
recognizing algorithm consists of the following steps.

1. Transform the input audio signals S into a spectrogram feature.

2. Extract the features to represent the spectrogram feature.

3. Eliminate some less informative pixels from the spectrogram feature to
reduce the number of features.

4. Classify the features.

The results from our proposed technique will be compared with automatic
speech Recognition (ASR) algorithm. The detail of each step is given in the
following section.
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Figure 2: Our proposed algorithms

3.1. Spectrogram Feature Representation

A spectrogram feature is a visual representation of the distribution of
acoustic energy across frequencies in time domain. The horizontal axis of
a spectrogram feature typically represents the time intervals of audio signal
snapshots. The vertical axis represents the power spectrum of discrete fre-
quency steps. The strength of power detected is represented as the intensity
at each time-frequency pixel.

First, the input audio signal x(n) of each singing word is sliced into a
number of small windows or frames whose size is equal to a power of two.
Each signal window is calculated by using the short-time Fourier transform
(STFT) defined as follows.

X(k) =
N−1∑
n=0

w(n)x(n)exp(−2πkn

N
) (1)

for k = 0, 1, . . . , N − 1, where k corresponds to the frequency f(k) =(kfs
N

);
fs is the sampling frequency in Hertz; and w(n) is Hamming time-window
given by

w(n) = 0.54− 0.46 cos
(πn
N

)
(2)
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Figure 3: The process of computing the power spectrum of an input audio signal and
forming the spectrogram feature in our algorithm.
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The power of each X(k), denoted by P (k), is computed by the following
equation.

P (k) = 10log10(X(k)) (3)

Each P (k) and its time interval are plotted to form a spectrogram feature of
each singing word. Figure 3 shows an example of how to create a spectro-
gram feature. This spectrogram feature is used as the features of the song
and used in the classifying process. In this paper, we used a neural net-
work as a classifier whose input must be in the form of a vector. A power
spectrogram feature can be viewed as a collection of columns of power spec-
trums. Therefore, the spectrogram feature can be transformed into a vector
by concatenating these columns of power spectrums as shown in Figure 4.

Figure 4: Forming the input vector of neural classifier by concatenating columns of power
spectrums.

3.2. Feature Reduction with Image Scaling Algorithm

To speed up the classification, the less informative features must be elim-
inated. Note that the size of power spectrogram feature of each song may
not be equal due to the length of each song and the sampling rate.

The y-axis or vertical axis represents the frequency of the spectrogram
feature. The size will depend on the size of window that is used to created
a spectrogram feature. As showing in figure 3, an input audio signal x(n)
of each singing word was cut in to small windows. Then, a spectrogram
feature can be obtained from different sizes of windowed segment and size of
windowed segment can be equal a power of two. Figure 5 show a spectrogram
feature obtained from different sizes of windowed segment. From the figure
we can see a different characteristic of a spectrogram feature obtained from
different sizes of windowed segment.
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Figure 5: Example of spectrogram feature obtained from different sizes of windowed seg-
ment a) 64, b) 128, c) 256, d) 512, e) 1024, f) 2048, g) 4096, h) 8192.

Figure 6: Example a size of spectrogram feature column obtained from different period of
time .
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The x-axis or horizontal axis represents the time of the spectrogram fea-
ture. The interval of each singing word in each song is different and it depend-
ing on the singer and rhythm. When convert each singing to a spectrogram
feature the size of specture feaure in horizontal axis was not equal. Figure
6 show a spectrogram feature that created from an audio sound with a dif-
ferent period of time. The period of time of each audio sound are 0.5s, 1.0s,
1.5s, 2.0s and 2.5s. From this figure, a spectrogram feature that created
from an audio sound with a different period of time a size of column of each
spectrogram feature was not equal.

Depending on the length of each singing word (x-axis ) and size of win-
dow that is used to created a spectrogram feature ( y-axis ). The size of
spectrogram feature of each singing word is not the same.

Figure 7 shows an example feature reduction and size normalization of
five different words. As showing in figure 7, we apply image resizing method
for resized spectrogram feature. The first reason is to reduce the size of
the spectrogram feature. The second reason is to make the data become
equal in all singing word. Several efficient image scaling techniques such as
nearest neighbour sampling, bilinear interpolation, bicubic interpolation, and
discrete cosine transform-based compression, can be adapted to this problem.
A brief summary of each technique is given in the followings.

Image scaling is the process of resizing a digital image, wherein an image
is converted from one resolution/dimension to another resolution/dimension
without losing the visual content. It has many terminologies in literature such
as Image Interpolation, image re-sampling, digital zooming, image magnifi-
cation or enhancement, etc .

3.2.1. Nearest Neighbor Interpolation

Nearest neighbor interpolation guesses each pixel as having the same vi-
sual quality as its closest neighbor. It is one of the fastest and simplest forms
of interpolation technique. During enlarging (upscaling), the empty spaces
will be replaced with the nearest neighboring pixel. Shrinking, on the other
hand involves reduction of pixels.

3.2.2. Bilinear Interpolation

Bilinear interpolation is slightly more sophisticated and calculates each
new pixel as a linear weighted sum of the 4 closest neighboring pixels. It is an
extension of linear interpolation for interpolating functions of two variables
(x and y) on a regular 2D grid. This algorithm is a combination of two
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Figure 7: An example of feature reduction and normalization of spectrogram size. There
are five different words in this example.

linear interpolations. The idea is to perform linear interpolation first in one
direction, and then again in the other direction.

3.2.3. Bicubic Interpolation

The bicubic interpolation is advancement over the cubic interpolation in
two dimensional regulargrid. The interpolated surface is smoother thancor-
responding surfaces obtained by above mentionedmethods bilinear interpola-
tion and nearest-neighbourinterpolation. It uses polynomials, cubic, or cubic
convolution algorithm. The Cubic ConvolutionInterpolation determines the
grey level value from theweighted average of the 16 closest pixels to thes-
pecified input coordinates, and assigns that value tothe output coordinates,
the first four one-dimension.For Bicubic Interpolation (cubic convolutionin-
terpolation in two dimensions), the number of gridpoints needed to evaluate
the interpolation function is 16, two grid points on either side of the point
underconsideration for both horizontal and perpendiculardirection.

3.2.4. Discrete Cosine Transform (DCT)-based compressed

Dugad and Ahuja (2001) have proposed an elegant scheme for changing
the image sizes in the Discrete Cosine Transform(DCT) space. The algorithm
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while halving an image, from a 8x8 DCT block, 4x4 block in the spatial do-
main is obtained. This is carried out by applying a 4-point inverse DCT
(IDCT) on the 4x4 lower frequency-terms. In the next stage, this image (in
the spatial domain) is once again compressed by 8x8 block DCT encoding
(JPEG standard). For doubling the images, first the DCT encoded image is
transformed to its spatial domain. Then for each 4x4 block, the DCT coeffi-
cients are computed applying a 4-point DCT. These 4x4 DCT coefficients are
directly used as the low frequency components of 8x8 blocks, which are sub-
sequently converted to a 8X8 block in spatial domain by applying a 8-point
inverse DCT (IDCT).

The four techniques described above, we compare the values after halving
and doubling a spectrogram feature using Peak Signal to Noise Ratio (PSNR)
measure.

Table 1: PSNR values after halving and doubling a spectrogram feature that create from
Table 4.

PSNR(dB)
SingingWord Nearest Bilinear Bicubic DCT

34.748 35.505 37.406 39.233

34.823 35.540 37.483 39.390

34.510 35.349 37.219 39.065

34.471 35.301 37.188 38.992

34.635 35.455 37.334 39.110

33.890 35.106 36.748 38.340

34.551 35.571 37.336 39.116

34.186 35.199 36.885 38.604

34.458 35.307 37.120 38.896

34.207 35.279 36.948 38.617

33.912 35.095 36.720 38.304

34.750 35.315 37.385 39.357
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Table 2: PSNR values after halving and doubling a spectrogram feature that create from
Table 6.

PSNR(dB)
SingingWord Nearest Bilinear Bicubic DCT

I love you 30.374 32.695 33.374 33.993
Love you 31.240 33.353 34.198 34.945
Together 30.509 32.801 33.496 34.001
Tomorrow 30.383 32.603 33.325 33.941
Yesterday 29.978 32.461 33.018 33.476

32.020 33.935 35.036 36.094

32.444 34.383 35.613 36.713

31.003 33.242 34.071 34.827

32.015 34.148 35.153 36.039

29.454 31.953 32.478 32.859

32.874 34.582 35.873 37.069

32.920 34.469 35.810 37.185
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The PSNR is most commonly used as a measure of quality of reconstruc-
tion of lossy compression codecs. The signal in this case is the original data,
and the noise is the error introduced by compression. Typical values for
the PSNR in lossy image and video compression are between 30 and 50 dB,
where higher is better ? ? ? .

The PSNR values obtained after halving and doubling of spectrogram
feature are shown in the Table 1 and 2 . For spectrogram feature DCT-based
compressed algorithms perform better than another algorithm in most cases
and value of PSNR was over 30 dB. Therefore , we chooses to DCT-based
compressed algorithms reduce a spectrogram feature size for image scaling
algorithm in this research.

4. DATA COLLECTION

Our system take polyphonic music audio signal as input, which are sam-
pled from music CD recording and different music genres are included in
experiment such as Pop Rock ,Hard rock, Soft Rock , Dance , Hip-Pop, Soul,
R&B ,folk and Acoustic. The files are all from different artists. We investi-
gated the performance of a spectrogram feature of audio features to solve the
problem of Singing Voice Recognition and provide an empirical evaluation
on two data set.

The first data set, denoted as DB-THS, was a collection of songs randomly
chosen from Thai popular music CDs. It contains over 1500 Album. All
detail was showing in table 3. The DB-THS data set consists of a 12 Thai
One syllable singing word, 7200 sound samples and 600 for each word. The
12 considered singing word were showing in table 4.

The second database, denoted as DB-TH-ENG, was a collection of songs
randomly chosen from English and Thai popular music CDs. For the second
data set that consists of a greater than equal to two syllables singing word.
It contains over 1600 Album. All detail was showing in table 5. The DB-
TH-ENG data set was consists 12 singing word. We used 5 word in English
and 7 word in Thai. DB-TH-ENG that contains 7200 sound samples and 600
for each word. The 12 considered singing word were showing in table 6. All
singing words in table 4 and 6 was selected from the most frequently in the
all song.

All each singing word audio was selected and cut by manual by using
Sony Sound Forge program. All Sample files in Table4 and 6 was coded in
stereo of frequency 44.2 kHz with 128/s bit rate.

17



Table 3: The music used in DB-THS DATASET.

Music Genres Male Singer Female Singer Total

Pop Rock 1,768 1,545 3,313
hard rock 978 667 1,645
soft rock 2,284 2,100 4,384
dance 1,177 467 1,644
hip-pop 304 160 464
soul 250 108 358
R&B 1,135 652 1,787
folk 297 162 459
Acoustic 1,288 982 2,270

Total 16324

Table 4: DATABASES DB-THS USED IN EXPERIMENTS

Class. Singing word Time duration(min-max) Pronounce (in Thai)

1 0.65s-2.95s ”kon”

2 0.26s-0.60s ”kwarm”

3 0.33s-0.62s ”koey”

4 0.33s-0.70s ”krai”

5 0.44s-1.38s ”jai”

6 0.26s-1.23s ”chan”

7 0.26s-0.54s ”tee”

8 0.23s-0.78s ”ther”

9 0.28s-0.86s ”mai”

10 0.18s-1.48s ”luck”

11 0.28s-0.47s ”roo”

12 0.26s-0.73s ”raw”
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Table 5: The music used in DB-THS-ENG DATASET.

Music Genres Male Singer Female Singer Total

Pop Rock 1,105 1,432 2,537
hard rock 1,734 503 2,237
soft rock 4,473 1,466 5,939
dance 1,121 964 2,085
hip-pop 162 149 311
soul 208 358 566
R&B 1,155 840 1,995
folk 329 355 684
Acoustic 462 940 1,402

Total 17756

Table 6: DATABASES DB-TH-ENG USED IN EXPERIMENTS

Class. Singing word Time duration(min-max) Pronounce (in Thai)

1 I love you 0.65s-2.95s
2 Love you 0.57s-2.92s
3 Together 1.04s-2.11s
4 Tomorrow 1.07s-6.63s
5 Yesterday 0.81s-5.90s

6 0.52s-3.65s ”kwarm-luck”

7 0.88s-1.11s ”kit-thun”

8 0.99s-4.62s ”krai-sak-kon”

9 0.41s-1.99s ”mai-koey ”

10 0.57s-1.17s ”mai-mee”

11 0.47s-1.93s ”luck-ther”

12 0.73s-1.46s ”hua-jai”
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5. EXPERIMENTAL EVALUATION

This section discusses the methodology used in our proposed techniques.
It includes the description of the experiment setup, the comparative study
method and the implementation details. All calculations were done using
Matlab 2012a on a Intel Dual Core E6750 2.66 GHz Desktop machine with
6G of RAM.

5.1. Experimental Setup

Our recognizing algorithm perform the following proposed steps in section
3. , all audio signals were converted to mono and down-sampling types at
rate of 11,000 Hz. The experiment consists of tests on DB-THS and DB-TH-
ENG data set. Each singing word in DB-THS and DB-TH-ENG dataset are
randomly divided into four groups of equal sizes. Then, arbitrarily selected
three groups are used for training and the rest is used for testing. For cross-
validation procedure, the same process is repeated 50 times with the different
training and test sets, to ensure that all samples are included at least once
in the test set. The mean recognition rate was calculated based on the error
average for one run on test set.

In this paper, a three-layer feed-forward network was used for sound clas-
sifying into correct type of singing words as showing in Table 4 and 6. A
sigmoid transfer function was used in hidden layer and output layer. The
network will be train with scaled conjugate gradient backpropagation func-
tion. The network consists of 12 outputs corresponding to 12 classes in each
data sets. The value of each output is between [0, 1]. The number of hid-
den neurons was adjusted to achieve the high accuracy. Although selecting
a good learning rule can generate a good result, in this paper, we will not
concern the learning rules since the learning rules are not the focus of this
study.

5.2. Selected number of hidden neurons

The number of hidden neurons is also another relevant factor affecting
the accuracy. However, theoretically estimating this number is rather diffi-
cult. To select parameter in number of hidden neurons criterion. We use a
rectangular window of 512 pixels with a 25% overlap This corresponds to the
window size used for all spectrogram feature. After that, all spectrogram of
each singing words was resized to 128× 5 pixel with DCT-based compressed
algorithms. (We will consider effect of different window size of spectrogram
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Figure 8: Overall recognition accuracy using Feed Forward Neural Network with varying
number of Hidden Neural Unit on DB-THS Dataset

Figure 9: Overall recognition accuracy using Feed Forward Neural Network with varying
number of Hidden Neural Unit on DB-TH-ENG Dataset
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feature and size of spectrogram feature after resized in the next section). We
examine the results from verity number of hidden neural unit and using the
same for each environment type.

We plot the classification performance in Fig 8 and 9 highest recognition
rate was obtained using 25 hidden neural units, with an average accuracy
of 84.16% for data in Table 4 and 91.904% for data in Table 6. Thus, we
chased 25 hidden neural units for three-layer feed-forward network in our
experiments and used for sound classifying in all experiment.

5.3. Experimental Results

The problem of reducing the size of spectrogram feature is suitable size of
spectrogram feature to be used. Then, the size of spectrogram feature consid-
ering both x-axis and y-axis. In this experiment, the size of the spectrogram
considering both the x-axis and y-axis.

This Experimented, we used the data from Table 4 and Table 6. Base on
our experimental setup, we use a window of 1024, 512, 256, 128 pixels with
a 25% overlap for y-axis. The number of frequency components in the y-axis
spectrogram feature output is equal to half window length. To determine the
suitable size of the y-axis, we reduced the size of the y-axis by reducing the
percentage from 100 to 10 by 10 percent each of every windows size.

• By using a window of 1024 to experimented , we reduced the size of
the y-axis of spectrogram feature to 512 , 461, 410, 358, 307, 256, 205,
154, 102 and 51 Pixel.

• By using a window of 512 to experimented , we reduced the size of the
y-axis of spectrogram feature to 256, 230, 205, 179, 154, 128, 102, 77,
51 and 26 Pixel.

• By using a window of 256 to experimented , we reduced the size of the
y-axis of spectrogram feature to 128,115, 102, 90, 77, 64, 51, 38, 26 and
13 Pixel.

• By using a window of 128 to experimented , we reduced the size of the
y-axis of spectrogram feature to 64, 58, 51, 45, 38, 32, 26, 19, 13 and 6
Pixel.

The x-axis is consider reducing the number of columns to suitable size
of spectrogram feature. The number of columns of spectrogram consider on

22



average value of spectrogram that created from data in table 4 and 6. The
average of spectrogram in x-axis is 10. Therefore, we use the average size
of spectrogram as the maximum amount of data in the x-axis. The number
of columns in the x-axis, we expanded the size of the x-axis of spectrogram
feature to 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10 Pixel. The overall recognition rate
by use a window of 1024, 512, 256, 128 pixels are given in table 7, 8, 9, 10,
11, 12, 13 and 14.

By using windows of 1024, Performance on DB-TH-ENG data set higher
than DB-THS data set. A recognition accuracy in DB-THS data set shows
in table 7 that 60 out of 100 is higher than 80%. But 88 of 100 from DB-
TH-ENG data set in Table 8 was show classification rate more than than
80%.

When reduced a window size to 512, 256 and 128 ,efficiency of recognition
began to decrease. Efficiency of recognition was show in table 9 and 10 was
a spectrogram that used a window of 512. In DB-THS data set 32 out of
100 is higher than 80% and 66 of 100 from DB-TH-ENG data set was show
classification rate more than than 80% .

By using a window size 256, Efficiency of recognition was show in table
11 and 12 for DB-THS and DB-TH-ENG data set. In DB-THS data set 10
out of 100 is higher than 80% and 29 of 100 from DB-TH-ENG data set was
show classification rate more than 80%.

By using a window size 128 was show the lowest performance. Efficiency
of recognition was show in table 13 and 14 for DB-THS and DB-TH-ENG
data set. Any size of spectorgram feature in DB-THS dataset was show
classification rate more than 80% in Table 13 and 29 of 100 from DB-TH-
ENG data set was show classification rate more than 80% in Table 14.

As showing in table 7, 8, 9, 10, 11, 12, 13 and 14. a spectrogram that cre-
ated from a large size of windows segment gives better classification accuracy
than a spectrogram that created from a small size of windows segment.

5.4. Compare with the other classification technique.

The following classification techniques are used for speech/speaker recog-
nition or have, in the past, been used for this paper. They are:

• K nearest neighbor (KNN)

• Fisher’s linear classifier

• Linear Bayes Normal Classifier
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• Naive Bayes Classifier

• Parzen Classifier

• Decision tree

This Experimented, we used the data from Table 4 and Table 6. Base on
our experimental setup, we use a window of 1024 pixels with a 25% overlap.
This corresponds to the window size used for all feature extractions. After
that, we apply DCT-based compressed algorithms for resize a spectrogram
feature to 256 × 4. As showing in table 7 and 8, we selected an spectro-
gram feature size 256 × 4 because it was the smallest size that can provide
performance higher than 80% for DB-THS dataset and higher than 90% for
DB-TH-ENG data set and this size used for all classification technique in
this section.

Figure 10: Test classification performance of different classification technique using spec-
trogram feature on DB-THS Dataset.

We compare the overall recognition accuracy using spectrogram feature
and their combination for 12 classes of singing word in DB-THS and DB-
TH-ENG data set with 7 classification technique in Fig 10 and 11. As shown
in figures,by using a spectrogram feature with image resize technique and
feedforward neural network having the highest recognition rate at 84.782%
for DB-THS data set and 91.904% for DB-TH-ENG data set.

In this section we will see that the spectrogram feature and feed forward
neural network to solve the recognition can be achieved. Especially, spectro-
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Figure 11: Test classification performance of different classification technique using spec-
trogram feature on DB-TH-ENG Dataset.

gram feature can recognize Cross-Language Music Data in Table 6 without
using any method to separated music in background.

5.5. Compare with Automatic speech Recognition (ASR) algorithm.

An interesting benchmark is shown in Fig. 12,13 and 14 , we ran the same
experiments using spectrogram feature feature and compare with Automatic
speech Recognition (ASR) algorithm. With Automatic speech Recognition
(ASR) algorithm, we used Hidden Markov Model (HMM) with the same data
using LPC and MFCC 13 coefficients.

To Compare with Automatic speech Recognition (ASR) algorithm and
our algorithm, each singing word in Tables 4 and 6. are randomly divided into
four groups of equal sizes. Then, arbitrarily selected three groups are used for
training and the rest is used for testing. For cross-validation procedure, the
same process is repeated 50 times with the different training and test sets, to
ensure that all samples are included at least once in the test set. The mean
recognition rate was calculated based on the error average for one run on test
set. For our algorithm, we used windows of 1024 to create a spectrogram
feature and resize to 256 × 4 with DCT-based compressed algorithms . A
spectrogram feature was performed on Feed Forward Neural Network, We
set 25 Hidden Neural Unit for DB-THS dataset and DB-THS-ENG.

To compare the experimental results with Automatic speech Recognition
(ASR) algorithm, we used Hidden Markov Model (HMM) with the same
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data using LPC and MFCC 13 coefficients. Table III shows a results on
ASR experiment, This ASR algorithm gives a lower accuracy result when it
applied to singing voice recognition with background music.

Results presented Fig 12 and 13 was show a detail for 12 classes of singing
word in Tables 4 and 6 by using feed forward neural network. As shown in
this figure, spectrogram features with feed forward neural network tend to
best performance. They perform better than ASR in 11 of the examined
singing words on DB-THS data set and all singing words on DB-TH-ENG
data set.

Figure 12: Overall recognition rate 12 classes of DB-THS dataset using spectrogram fea-
ture with Feed Forward Neural Network, spectrogram feature with kNN, MFCC feature
with HMM and LPC feature with HMM.

Results presented Fig 14 was show overall recognition accuracy comparing
spectrogram features with Feed Forward Neural Network for all data set
of sounds and Automatic speech Recognition (ASR) algorithm. As shown
in this figure, spectrogram features having the highest recognition rate at
84.782% for DB-THS data set and 91.904% for DB-TH-ENG data set. They
perform better than Automatic speech Recognition (ASR) algorithm in all
data set. Because, Automatic speech Recognition (ASR) algorithm having
the highest recognition rate at 60.48% for DB-THS data set and 52.64% for
DB-TH-ENG data set for LPC feature and 59.53% for DB-THS data set and
49.99% for DB-TH-ENG data set for MFCC feature.

30



Figure 13: Overall recognition rate 12 classes of DB-THS-ENG dataset using spectrogram
feature with Feed Forward Neural Network, spectrogram feature with kNN, MFCC feature
with HMM and LPC feature with HMM.

Figure 14: Overall recognition rate.
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6. Conclusion

In this paper, we propose an algorithm for singing voice recognition in
monaural polyphonic music based on the images of spectrogram with neu-
ral classifier, image resizing algorithm and classification algorithms. But a
spectrogram is also limited. A dimension of spectrogram feature is very
high and time interval of each singing word is not equal. Then we apply
image resizing algorithm to solve both problem. The results show all classi-
fiers can recognize a singing word with background music. The experiment
showed that feed-forward network performed better than Automatic speech
Recognition(ASR) a with accuracy rate 91.904%. Especially, A algorithm
can recognize Cross-Language Music Data.
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