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Abstract

We propose an approach to automatically generate two-dimension (2D)
mathematical expressions from Thai spoken mathematics language. Due to the rapidly
growing world of speech and cloud technology, Python has revealed a library for
performing speech recognition, with support for several engines and Application
Programming Interfaces (APIs), working both online and offline. It is able to recognize
several languages including Thai. We employed this Python library to generate text
transcriptions from Thai spoken mathematics recording. Then, we developed a rule-based
system to create 2D mathematical expressions from such text transcriptions. More than
three thousands mathematical sentences containing variety of symbols, functions, and
expressions occurring in a calculus course are split into training and testing data. We
hope that the developed system would help in making mathematics accessible to all

students, essentially students with visual and physical disabilities.
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Introduction

To create reports or documents, several text editors and word processors have been
developed. With a standard keyboard, those editors allow to present ordinary texts in a linear form,
i.e. left-to-right or up-to-down. However, problems with creating mathematical expressions remain the
biggest barrier since the appearance of mathematical expressions is in non-linear forms or two-
dimension (2D) forms as shown in Figure 1. This mathematical expression presents a summation of
a fraction which contains a specific operator (), ) with upper (o) and lower (o = 1) limits, a numerator
(o? — 3) and a denominator (5) separated by a fraction bar “—’, and a superscript which consists of a
base (o) and a reduced-size notation (2) placed above and to the right. Inserting the right notations in
the right positions to convey the correct meaning of the mathematical expressions is quite tedious and
complicated even using mathematical editors, e.g. LaTeX and Math equation of Microsoft (MS)

Equation.

zn:nz -3
5
o=1

Figure 1 An example of non-linear mathematical expressions.

In using markup language, i.e. LaTeX, to create a visual appearance of mathematical
expressions, the textual ordered notations as shown in Figure 2 are required as an input. This code
is an unfamiliar format that ordinary users need an extra knowledge to understand what each notation
means.

\[
\sum_{i=1}"n \frac{{i*2}-3}{5}
\]
Figure 2 An example of LaTeX input.

The input LaTeX code is compiled to obtain the corresponding mathematical expression
(Figure 1) later on. Not only knowing notations is required for creating the mathematical expression
but also ordering of each notation is referred to the meaning of the expression. Moreover, steps of
typing and displaying of LaTeX are separated. This mathematical expression is not displayed in the
readable form during typing in. Thus, the users cannot immediately see what and where a mistake
occurs. It is uncomfortable and time consuming to switch from a typing mode to a displaying mode as
well.

Mathematical editors for word processors (e.g. MathType, Miccrosoft Equation) seem to be
easier with a graphic user interface (GUI). Structured templates of notations (Figure 3a) and
expressions ( Figure 3b) are provided for inserting a notation. Users can see an immediate
mathematical expression on a monitor once it is inserted. Appearing of mathematical expressions on
the screen can solve the separation of type and display modes of LaTeX. Even though this editor
provides a fairly facility to see a mathematical expression during type in, it is still time consuming. To
create the mathematical expression illustrated in Figure 1, the order of typing is the same as the
notations appear in the monitor. To fully utilize this facility such the providing template of nations, users
need to see the monitor and the template for searching the right notation and inserting in the right

position, and they need to move hands over the mouse and the keyboard for typing the text they need.



However, this facility seems to be useless to not only visually impaired people since they cannot see
anything on a monitor but also physical disabilities since they are uncomfortable to use a standard
keyboard and a mouse. It is much more convenient and comfortable if we can speak out load and the

corresponding mathematical expressions appear on the paper or on the screen.

(] [=] = DA E L = = E R E] B E]E ] E]
L]l V][] [][a][e] (e[ ]lrl[c][a][v][=][2 ][] (=[] [T}z
Symbols

(@)
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0
fraction Script Radical Integral Large  Bracket Function Accent Limit and Operator Matrix
- - - - Operator- -~ - - Log - - -

Structures
(b)

Figure 3 An example of structured templates for inserting mathematical expressions.

There are attempts to develop speech-to-math (STM) systems which have the capabilities to
accept speech input of mathematical expressions and generate the corresponding 2D mathematical
expressions. Most success system are for English language such as MathTalk (2006), a web-based
application on Opera browser (Hannakovic & Nagy, 2006), CamMath (Elliott & Bilmes, 2007),
TalkMaths (Wigmore, Pfluegel, Hunter, Denholm- Price & Colbert, 2010), Mathifier (Batlouni, Karaki,
Zaraket & Karameh, 2011) while one system accepts ltalian language called LAMPDA (Bernareggi &
Brigatti, 2008). Unfortunately, those STM systems do not work with reading or speaking mathematical

expressions in Thai language.

Objectives
Our main objective is to discover an alternative approach to generate writing forms of Thai

spoken mathematical language.



Procedures

Phase I: Review and study literatures

1. Methods, techniques, and algorithms of available speech-to-math (STM) systems and speech-
to-text (STT) systems.

Automatic Speech Recognition (ASR) is the process of automatically generating written text
from speech input. The classic ASR procedure consists of three main components: Signal Processing,
Decoder, and a set of Knowledge Bases shown in Figure 4 (Huang, Acero & Hon, 2001, pp. 5). The
voice or speech input is segmented into suitable frame size and extracted necessary features in the
Signal Processing. The Decoder, sometime called Modelling, generates recognition results by
consulting Acoustic Model, Dictionary, and Language Model that were constructed from a speech
corpus. The Acoustic Model consists of the representation of knowledge about acoustics, phonetics,
dialect differences among speakers. The Dictionary provides pronunciations of all words found in The
Language Model. The Language Model includes a knowledge representation of word-, syllable-, or

phone- level structures. Finally, the Decoder provides the word sequence of the speech input.

Voice ~=m>~ Signal Processing

[ Acoustic Model ]
é } Jz |
Word sequence m Decoder N =[ Dictionary ]

|—[ Language Model ]

Figure 4 An architecture of automatic speech recognition

Research and development of ASR dates back to 1970s until now. Also, there have been
attempts to develop ASR for Thai language since 1987. Speech recognition systems can be classified
based on types of utterances: isolated words, connected words, continuous speech, and spontaneous
speech. For Thai language, the development of ASR also started with isolated words, e.g. numerals,
polysyllabic words, and followed by connected word recognition with minimum pause between words.
Finally, continuous and spontaneous speech recognition is taking places by extending vocabulary
continuous speech corpus to build acoustic and language models.

In Signal Processing, the speech signals are analyzed and determined how speech signals
are naturally produced, what parameters make each signal for unit sounds be different, where the
starting points and endpoints of the signals are, and so on. These information can benefits to segment
steam of speech input into small units of sound, and to extract necessary features for further
recognition processes. For feature extraction, several signal processing techniques are applied to
convert the speech waveform to some types of parametric representation. Desai, Dhameliya and
Desai (2013) have reviewed feature extraction techniques for speech recognition including Linear
Predictive Encoding (LPC), Mel-Cepstra Frequency Coefficient Extraction (MFCC), Preceptual Linear
Prediction Coefficient Extraction (PLP), and Linear Prediction Cepstral Coefficient (LPCC) and



concluded that performance of MFCC is superior. Nowadays, it seems that MFCC is the state-of-art
of feature extraction for speech recognition.

The Decoder uses both acoustic and language models to generate the word sequences that
has maximum probability for the input speech. Gaikwad, Gawali and Yannawar (2010) reviewed
modeling techniques for speech recognition, i.e. acoustic- phonetic approach, pattern recognition
approach, template based recognition approach, dynamic time warping, knowledge based approach,
statistical based approach, learning based approach, artificial intelligence approach, and stochastic
approach. The pattern recognition approach (e.g. Hidden Markov Model or HMM) has become the
predominant approach for speech recognition in the last six decades including Thai speech recognition
(Wutiwiwatchai & Furui, 2007).

In summary, we found that the classic ASR procedure consists of three main components:
Signal Processing, Decoder, and Knowledge bases. It seems that MFCC is the state-of-art of feature
extraction for the signal processing while the pattern recognition approach (e.g. Hidden Markov Model
or HMM) has become the predominant approach for decoder process of speech recognition.
Knowledge bases consist of Acoustic Model, Dictionary, and Language Model that were constructed

from a speech corpus.

2. CMU Sphinx-4.
CMU Sphinx-4 was developed for researchers or developers to change in any step without
effect on other modules. CMU Sphinx-4 is an open source developed by a group of researchers of

Carnegie Mellon University. It also provide the applications for training and testing databases of a new

language.
Speech Application
""" Mgt T T Tsearen | |searem | '
r{! nirol DDI'ItlDlII results +
Frontend Decoder Knowledge base
> Search Dictionary
Endpointer
I I I . l’ r
State ) Language
e .| probability Graph model
computation computation construction

3
Statistical Structural
FI.!F.!I'I'EDE(E Informaticn A.CDUStiC
model

Figure 5 CMU Sphinx-4 architecture (Lamere et al, 2003a).
We concluded overall the CMU Sphinx-4 architecture which are comprises of four main
components: Application, Frontend, Decoder, and Knowledge Bases as shown in Figure 5 (Lamere,

Kwok, Walker, Gouvéa, Singh, Raj & Wolf, 2003a). This episode of CMU Sphinx-4 was developed



for researchers or developers to change in any step without effect on other modules (Lamere et al,
2003b). The Application is designed to control input and output of each step and module.

The Frontend accepts speech input both in audio and video files and from microphone
(Walker, Lamere, Kwok, Raj, Singh, Gouvéa, Wolf & Woelfel, 2004), and segments it into small unit
speech by determining starting and ending points of unit speech in the Endpointer module. In the
Feature Computation, the MFCC or PLP cepstra from segmented speech signal is computed to find
out speech parameters or features. Then, a sequence of features is provided for further processing.

In the Knowledge Bases, Dictionary, Language Model, and Acoustic Model are provided.
Dictionary are a list of pronunciations found in Language Model corresponding with sequence of word
or sub-word units found in Acoustic Model. Linguistic constraints or grammar are translated in forms
of context-free grammar (CFG), N-gram language models, or finite state machine in the Language
Model. The Acoustic Model is a mapping between a unit of speech and an HMM state that can be
scored against incoming features provided by the Frontend.

The main recognition process is the Decoder which completes its task with three modules:
State Probability Computation (SPC), Graph Construction (GC), and Search. SPC provides state
output density or value to the Search module. This SPC not only computes the state probability from
the Acoustic Model but also communicates with the Frontend to obtain the features for which the
features of incoming speech must be computed. GC first interprets the Language Model and converts
it into an internal grammar. The grammar is represented by a graph which each node is a set of words.
Each node is connected by links which have associated language and acoustic probabilities that used
to predict likelihood of transiting from one node to another. Grammar nodes are decomposed into a
series of HMM states (grammar node — word state — pronunciation state — unit (phoneme, diphone)
state - HMM state). Each HMM state are connected by language, acoustic, and insertion probabilities
associated with them. The Search Module can be performed either depth-first or breadth-first search
to find out a tree of possibilities provided by GC module and also use information from the SPC.

Pruning is done for returning the best recognition results.
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Phase II: Analyze and design the knowledge.

3. All necessary knowledge required in terms of speech and linguistic information

A. A sound-linguistics dictionary and a notation dictionary to be used in pattern matching
process.

We created the sound-linguistics dictionary which maps every words into a sequence of
sound units. According to CMU Sphinx guideline, we have to prepare this dictionary in forms of the
alphanumeric-only phone set. None of a developed Thai phonetic notation system was suitable with
CMU Sphinx guideline, Thus, we decided to modify the Thai Romanization system for Thai
pronunciations (UNGEGN, 2013) which are alphanumeric only (without special characters, like :’ or
‘=" or **’ or ‘I') to be our Thai phonetic natation system. Capital letters are applied for all consonants
and vowels. To distinguish between short and long vowels, the first letters of long vowels are double

as illustrated in Table 1. Digits (0 - 4) are uses as tone indicators and placed at the end of each

syllable (Table 2).

Table 1 Alphanumeric-only phone set for Thai pronunciation.

Thai Phone Thai Phone
Initial Consonants Final Consonants
U B n, 9,00 % K
0,9, N D 3 NG
W, W F RN A 2 TR N O
7, @ H W, @, 0 a0 0N 0,4,
1, 8, 88, nel Y W, ® T
n K W, oW T, 8, N,
Y, U, A, QWX KH U, U, Wl W AW, n
], W, K8 Y M
4, By M Cluster Consonants
, W, Bl s, Ua PR, PL
3, B9 NG §3 TR
1 P N3, NA, N KR, KL, KW
W, W, N PH W3, W3, WR, WA PHR, PHL
3, Y hip) THR
o, @, i, & NI a9, AR, A7 KHR, KHL, KHW
i, @ U, ug BR, BL
3N 0, N5 TH Wa, Wa, Wy, W3 FR, FL
9 JH** A7 DR
a, T, W CH Ay DR
9, 1 W
8, (0]




1"

Table 1 Alphanumeric-only phone set for Thai pronunciation. (Cont.)

Thai Phone Thai Phone
Short Vowels (“’ denotes a consonant character) Long Vowels
A g AA (longer)
E b EE (longer)
AE L AAE (longer)
& I s, Il (longer)
1o OO (longer)
o U UU (longer)
& UE UUE (longer)
OE OOE (longer)
AM Db AN
LR IA bl IIA (longer)
e UA UUA (longer)
UEA L UUEA (longer)
o, Al eat] AAI (longer)
LN AO [ale} AAO (longer)

Some vowel with final consonants : ‘&’

Some vowel with final consonants : ‘2’

q ] ul
Tow, o ol
o OFl
1Eap UEAI
oy UAl

Special Characters

3] RUEorR I
m R UUE (longer)
m L UE

m L UUE (longer)

a

i 10

1 EO

L7 EEO (longer)
W AEO

Wi AAEO (longer)
L IAO

* Combination ‘NY’ is pronounced as ‘S’

** In Thai Romanization system, ‘CH’ is used for both ‘2" and ‘“¥’. To easily distinguish between ‘%’ and

‘Y, we use ‘JH’ to represent ‘¥’.

Table 2 Tone indicators

Digit Description Thai — APRAbet symbol — Meaning
0 Mid F-SIY0O-C (English alphsbet)
1 Low §—S Il 1— 4 (Digit)
2 Falling & — S 11 2 — unit of teeth
3 High %T— S Il 3 — dead (Chinese loan word)
4 Rising & — S 1l 4 — colour
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B. A word type list to be used in identification of different types of words used in reading

mathematical expressions.

All words are identified into five types: Thai words ( TH), Thai notation words ( THN), Thai
additional words (THA), loan words (L), loan notation words (LN), and loan additional words (LA).

Table 3 shows examples of sound- linguistic dictionary, notation dictionary, and list of word types of

five mathematical sentences:

o%-1

Waaleved lim
o-5
sino

WAaNevad lim
o—o 0O

Wo() = \/% 2911 0% (o)

o
Wi Joynutues f#seco tan’o oo

aswngauuwmnnlua o = o? flaglnda (0, 3) nfiga

Table 3 Examples of sound-linguistic dictionary, notation dictionary, and list of word types.

Sound-linguistic dictionary Word types Natation dictionary

ln& KL Al 2 KL Al 2 TH KL Al 2

VDI KH OO NG 4 KH OO NG 4 THA KH OO NG 4

W lng KH AO 2 KL Al 2 KH AO 2 KL Al 2 THN KH AO 2 KL Al 2 -

ol KHA 2 KHA 2 TH KHA 2

RN JHO NGO JHONGO TH JHONGO

N JHAAK 1 JH AA K 1 THA JH AA K 1

29 JHUT1 JHUT1 THN JHUT1

Te SAINO SAINO LN SAINO sin

L&N SEK1 SEK1 LN SEK1 sec

@Tuu’famm DAP3BOEN2 DAP3BOEN2 LN DAP3BOEN2 oo
PR AAM O PR AAMO PR AA MO

@ DIlO DIIO LN DIIO D

14 TH UE NG 4 TH UE NG 4 THA TH UE NG 4

'ﬁ\mm THANG3MOD1 THANG3MOD1 THA THANG3MOD 1

"7]' TH I 2 TH I 2 THA THII 2

Wiy THAO2KAP1 THAO2KAP1 THN THAO2KAP1 =

UnN THAAENO THAAENO TH THAAENO

Uk BONO BONO TH BONO

uan B UUA K 1 B UUA K 1 THN B UUA K1 +

IJQEJ’IELWWuﬁ PA1TI1TYAAO PA1TI1TYAAO TH PA1TI1TYAAO
NU3PANO NU3PANO NU3PANO

NE P AAI O P AAI O LN P AAI O ]
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Table 3 Examples of sound-linguistic dictionary, notation dictionary, and list of word types. (Cont.)

Sound-linguistic dictionary Word types Natation dictionary
w1 lua PAAORAAO PAAORAAO L PAAORAAO
BOOOLAA?2 BOOOLAA?2 BOOOLAA?2
N M AA K 2 M AA K 2 TH M AA K 2
anMag YOK3KAMO YOK3KAMO THA | YOK3KAMO
LANGO LANGO LANGO
MY W AAI 0 W AAI 0 LN W AAI 0 y
gmﬂ’ SUUNO SUUNDO THN | SUUNO 0
LEll SEET1 SEET1 THA | SEET1
% S UUA N 1 S UUA N 1 THA | SUUAN 1
SO S OO NG 4 S OO NG 4 THN | S OO NG 4 2
U SAAM4 SAAM4 THN | SAAM4 3
& S S THN | S111 4
89 SUTO SUTO TH SUTO
wits N UE NG 1 N UE NG 1 THN | N UE NG 1 1
A H AA 4 H AA 4 TH H AA 4
9#n H AA 2 H AA 2 THN | HAA2 5
w H Al 2 H Al 2 TH H Al 2
agl Y U1 Y U1 TH Y U 1
AunnIa INOTHII O INOTHIIO LN INOTHII O
KR EE T 1 KR EE T 1 KR EE T 1 f
SuAia INOFI3NI 3 INOFI3NI 3 LN INOFI3NI 3 o
T2 T2 TI2
LEnet EKS3 EKS3 LN EKS3 X
Law EBFO EBFO LN EBFO F

4. Speech databases covering expected variety of mathematical expressions to be used as
training and test sets.

To produce the higher performance of automatic speech recognition (ASR) systems, the
high quality of speech database is needed. Although there are available Thai speech corpus, e.g.
LOTUS, and a large-vocabulary continuous speech recognition (LVCSR) (Karnjanadecha, Kimsawad,
Chukumnird & Vaithayavanich, 2003; Kasuriya, Sornlertlamvanich, Cotsomrong, Kanokphara &
Thatphithakkul, 2003), they did not cover mathematical words for speech-to-math purposes. To
develop our Thai mathematical speech recognition, a speech database is designed for speech- to-
math purposes. Our speech database need to cover mathematical sentences including Thai words,
varieties of symbols, functions, and expressions occurring in calculus course for first-year undergrad

students.
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Mathematical text sentences were collected from Thai calculus text books containing 3,707
mathematical sentences. There are nearly 1700 words which consists of Thai words and notation
words. Haman speech collection were conducted according to the protocol approved by Mahidol
University Central Institutional Review Board (MU Central-IRB). To construct speech database,
people who have experienced in learning the first-year calculus courses were recruited to voluntarily
participate in this research. Each participant was asked to read aloud 15-20 provided mathematical
sentences. Their speech were recorded. Figure 6 shows an example of mathematical sentences for
one participant.

i e
1. unil 1 afFu

2 W 4=in

3. B={1,2.3}

4. AxB={(1,1),(1.2).(1,3). (2. 1). (2. 2). (2. 3}

5. fmuali rc 4 = B Tna rﬁam'méi’uﬁ'uﬁ“ﬁiﬁﬂmlﬂgiﬁuﬁuﬁflﬁm%ﬂﬁﬁﬁﬁuﬂumu@:
6. =42, 1).0(2,2), (2. 3)}

7. fignasleiFu (Function)

g anuduiiud £ 910 4 T B s=endnlsddud

5. 1. Tammes fo m 4

10. 2. (v, efuazix,z) e f Ll,ﬁv‘]y =z

g 2
1. Wy=fy=x+x-3
12. D90zl uaz R Avazls

_a o ¥ a4 = = =
13 asiasenlawuasliiduazdssiafefunguasimiueis

] z a__ = o W om '
14 esnnlidfufisesndaniuiulidududsstddlududnfir e Hoy e

= = e El
1s. 1. S lidammensaae 0
' 3 -
16. 2. mwlunniavgezass liduay
£ 2 =
17. 3. dFuasnnisfiudl lnmniluuneue log, x, x > 0

Figure 6 An example of mathematical sentences.

For preparing speech recording files to be train in CMU Sphinx train module, the recording
files must be in MS WAV format with specific rate - 16 kHz and 16 bit in mono single channel for
desktop application. An optimal length of audio files is between 5 — 30 seconds while amount of
silence in the beginning and in the end of the utterance should not exceed 0.2 second (CMUSphinx,
2015). We collected speeches from people who work for or study at three organizations in Thailand
including Mahidol University, Naresuan University, and National Science Museum Thailand. All
utterances were recorded according to reading styles.

However, none of handbook nor publications answers out needs to deal with reading
mathematical expressions or spoken mathematics in Thai since insufficient background for correctly
uttering mathematical expressions in Thai. Thus, we attempt to gather and establish some consistent
and well-defined way of reading mathematical expressions in Thai. These spoken mathematics, along
with their Thai verbalizations are organized as follows: In Appendix A, the English and Greek
alphabets normally used in mathematics are listed. Digits and numbers are listed in Appendix B. The
basic symbols used in mathematics are listed in Appendix C. Appendices E-1 list the expressions
used in some of the more common branches of mathematics. The idea of listing all uttering spoken

mathematics in Thai came from Chang (1983).
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5. The training dataset to be used in constructing Acoustic model which are specific for Thai
mathematics spoken language.

Besides concerning the specific properties of recording files (wav files), we need to prepare
required information of the training database to be extracted statistics from the speech in form of the
Acoustic model (CMUSphinx, 2015). SphinxTrain is provided as a toolkit for training an acoustic
model. However, the files structure for the database includes a language model, phonetic dictionary,

phoneset file, filler dictionary, files_ids files, and transcription files,

A. Alanguage model contain probabilities of the words and word combination. The probabilities
are estimated from a sample data in form of the Language model. CMUCLMTK is provided as a toolkit
for building a language model. We need to:

® Prepare a transcription text

A large collection of clean text is prepared for building the CMU Sphinx statistical
language model. The transcription must be a collection of clean text by expanding abbreviations,
converting mathematical notations, symbol, and number into words, and cleaning non-word item. All
mathematical sentences in the MS word format which comprises both Thai text and mathematical
expressions are convert into clean text by using the MathEx Structure Analysis Module of i-Math
(Wongkia, NaruedomKul & Cercone, 2012). Then, continuous Thai sentences and phrases are
segmented by SWATH 2.0 (Klaithin, Kreingket, Phaholphinyo & Kosawat, 2011). In the clean text file,

each line starts with <s> and end with </s> as illustrated in Figure 7.

[=] Math Text Tranecription 16.6¢ E3 |
1 <s> wn i1 lanEi </ 8>
2 <=>Wa={1, 2} </=>
3 «<s*»B=4{1, 2, 3} </3>

I T B 2) ., 02, 3) </

!
A 8 Asndn o wibh @n wp A </ s>

.
&

4 cs>AAMB={ (1,1), (1, 2) {
5 <s> fwue B r Ju duwe Wi eihdu A A B Ten x A Ay daslud 9
& <srr=4{(2,1),(2,2),(2,3)7)</s>
7 <=> fnw Wit ( Function ) </s>

& <s> prs Awius £ 3 R WB w Fon G0 olarde 81 </ s>

o <s> BRI L Ao we R </s>

10 <E»fi(x, v ) Hudidnwss f o wae(x , z ) Wudndnomf Wy = z /8>
11 <s» Wy=f (x) ==x wnmdi2+x - 3 </3>

<> D _f AewlsumR _ £ Anath</s>

13 s> AT FEIne IR 194 T 3 dad Aa Weanl g 904 3w A5 </ s>

4 e3> dlosmnn e 1 e Aa A Ju e ehuds 3% d4 W Ds e 3% x 1 0u Aundn 904 we 993 0w 3%, v Su Adndn o
S o<s> 1. wvawa 9% b Arw s s w0 </s

& <s> 2. muThenn e A e dos b 8w e </ s>

17 <s> 3. sl AonmEu 3 Taes w wn @N0 log woix aa #, x wAAT 0</ 8>

18 <s> dWINyY = £ (x ) =x _ unAEi2+x - 3 </s>

19 <s» D £ dudundn vod we e S aR dlamnm AsnTa s A x A dm A E (1 ) </s>

20 <s> AMEAR _ I fife Amsan image Wi s amAdaduant [ x ) </s>

21 «s> oA f (x ) = x _ uamAs2+x - 3 A5l dudil</s>

22 <=> Ak W Wk </

- - el

Y]
=

=

Figure 7 An example of the clean text file.

® Generate the vocabulary file which is a list of all the words.
The language model toolkit for CMU Sphinx, called CUMCLMTK, were used for creating a
language model. The output are the language model in ARPA format or in DMP format (db.Im.DMP)

and the vocabulary file which is a list of all the words in the clean text file and its statistical frequency
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rate occurring in the language model file (Figure 8). Our database includes 1613 words including

numbers and symbols while their statistical correlation between words are shown.

[=] Math Text Transcription 12 vocab E3 I

## Vocab generated by v2 1 A 0
## Language Modeling tool! 11

Statistical Language Modeling Toolkit

2

3 EF 12 This is a 3-gram language model, based on a vocabulary of 1613 words,
4 ## Includes 1613 words ## 13 which begins "#", "3", "'". ..

5 £ This i=s a CLOSED-vocabulary model

% 15 (CCV= eliminated from training data and are forbidden in test data)
' 16 Good-Turing discounting was applied.

B " 17 l1-gram frequency of frequency : 588

18 2-gram frequency of frequency : 5635 1556 813 414 265 161 130

1a 3-gram frequency of freguency : 13589 2955 1263 720 423 271 228

20 l1-gram discounting ratios : 0.00

1o
©

(
1 )
2 + 21 2-gram discounting ratios : 0.47 0.74 0.62 0.76 0.68 0.93 0.85
3 . 22 3-gram discounting ratios : 0.37 0.60 0.73 0.71 0.74 0.98 0.80
14 - =5 This file is in the ARPA-standard format introduced by Doug Paul.
5/ 24
16 [+ 25 p(wd3|wdl,wd2)= 1if (trigram exists) p_3 (wdl, wd2,wd3)
17 0.001 26 elge if (bigram wl,w2 exists) bo_wt_2(wl,w2) *p(wd3|wd2)
18 0.004 27 else p(wd3 |w2)
19 0.01 28
20 0.02 piwd2|wdl)= if (bigram sxists) p_2 (wdl,wd2)
21 0.03 elae bo_wt_1(wdl)*p_1(wd2)
22 0.05
23 0.08 211 probs and back-off weights (bo_wt) are given in logl0 form.
24 0.1
25 0.2 Data formats:
26 0.25
27 0.5 Beginning of data mark: ‘\data\
28 a.6 ngram l=nr # number of l-grams
25 0.8 ngram Z=nr # number of 2-grams
30 1 ngram 3=nr # number of 3-grams
31 1,000 40
32 1,800 41 \l-grams:
S 1. 42 p 1 wd_1 bo_wt_1
34 1.1 43 \2-grams:
S 1.10 44 p 2 wd 1 wd 2 bo_wt_2
36 1.11 45 “3-grams:
37 1.1z 46 p_3 wd 1 wd_2 wd 3
38 1.13 =47
39 1.14 42  end of data mark: ‘\end\
40 1.15 49
41  1.16 5 “datal
42 1.17 ngram 1=1613
43 1.18 ngram 2=10108
44 1.19 ngram 3=20942
45 1.2 L I
£ > v 55 “l-grams:
Mormal test file length : 1,116,320

Figure 8 Examples of the language model and vocabulary files.

B. Phonetic dictionary is the list of words and their phonetic transcription. It should have one
line per word (db.dic). As we mentioned in Section 3, we applied the Thai Romanization system for
Thai pronunciations (UNGEGN, 2013) which are alphanumeric only (Table 1 and 2). To build a new
dictionary for our Thai mathematical spoken language recognition system, we need to use specialized
grapheme to phoneme (g2p) code to do the conversion. Unfortunately, none of available g2p system
could convert our Thai word database into the Thai Romanization system for Thai pronunciations.
We then found the commercial Thai2English system (Thai2English, 2018) that allows users to create
their transliteration schemes (Figure 9) for initial consonants, final consonants, and vowels.

Its output can be used in our sound-linguistics dictionary as illustrated in Figure 10, even
though tone indicators are manually refined as:
none (mid tone) — 0
superscript L (low tone) — 1
superscript F (falling tone) — 2
superscript H (high tone) — 3
superscript R (rising tone) — 4

in all transliteration words since we need alphanumeric-only phone set without special characters.
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We have tried to contact the Thai2English development team for their purchase version.
Unfortunately, their responses broke our heart which informed us that “they will soon have a new and
improved version of the downloadable program. In the meantime, the old version is unfortunately

temporarily not available.”
(o] Thai2English -8

< Home Translation  Articles * Typing Thai  Word Lists  Help +

Create Custom Transliteration Scheme JavunaninrurinisnaadnusinuidusnusTsii

If none of the preset transliteration schemes quite suit you, you can create a new scheme here which will be applied to the transliteration shown throughout thaiZenglish. You can either start from scratch, or use one of existing
schemes as a base to customise.

? In order to be able to customise the transliteration, you need to be able to read all the Thai consonants and vowels and know what they sound like. If you're not yet at that stage, it's easier to stick with one of the pre-
defined transliteration schemes instead,

Transliteration Scheme Name
Name: ww This will be shown on the preferences page to identify it

Use data from: [ no existing transliteration schems | a5 2 base to customize.

Consonants
Enter the transliteration for each consonant as an initial consonant in a syllable in the text box by each letter. To enter Unicode characters, enter them as HTML entities. If you're not sure what's expected, try selecting various options
from the “Use data from" dropdown above to see some different examples.

n K] [T w [ ] o
1 ] a L s [ 5
A [k D) u a
9 KH 5 u 2
L I 1 | @
a [ ] om [ ] W 0w
a [ o [ o E
Vowels

Enter the transliteration for each of the possible vowels in the text boxes below. @ is used as a placeholder to mark the position of the initial consonant in relation to each vowel. For vowels that may be followed by a final consonant
(shown below as * + FC*) you have the option of entering different transliterations depending on whether the vowel is followed by a final consonant or not.

Vowels With 1
W (mo | \doy [ b e (1A [T
Han UEAI | 8oz |UEA :?a * UUEA | 82 |uueEA
\da [E | i [E0 \aay  [OF | wa  [ooE
\8.rc [OOH LI P [CRU | a [
[GREA | @ [ [Gp) | e |
1oy J

Vowels With u
uds | wey | uay ud e |
ua «fc | ua [

Vowels With1,10r 1
T1a .k | 1a 1 [ Tay [
a | 1a las | Tap [

Figure 9 Thai2English interface of transliteration schemes creation.

$ ANUFUWUS a0 A'ld B 2z Banin WeAzu an
KHWAAM SAMR PHAN f JHAAKE A PAI B JHAL RIIAKF WAAF FANG CHAN THAAF

Figure 10 An example of Thai2English transliteration output.
Therefore, the manually process is required to create our effective phonetic dictionary. This
process took a lot of time since it required careful and precise conversion by consulting Table 1 and
Table 2 illustrated in this report. Anyhow, we could finish it. Examples of our phonetic dictionary show

in Figure 11.
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E 52M filler IE]’SZM;-h-:ne WEJ32!-1_}12tranﬁ:ripl\-:-n & 52M-v13.dic E3 | 52M-v3 phone
1% SIL
2 #(2) JH OP 1S A0EKHWARAE O RUUT 3
2 F(3) JHOP1SEETI1STUUANTIL1
4 #(4) JHOP1YORK3EKAMOLANGO
5 F(5) JHOP1LI3IMITI1
& #(8) JEOP1LOEKS3
T 0% P OOE O SENGO
g ' PHR RA M 0
Z) ' DAP3BOOKELEZPHR RAM O
10 "''"' TR I B 3 B OOE L 2 PHR AA M 0 w5uda
11 ( KH UU 2 OARANODAZPI1
1z ((2) NAI O WONGOLETPS3
13 ((3) WONGOLETDS3®POOET 1
14 ((4) CH UUA NG 2 POOE T 1
15 ((5) JHUTTA1
16 ((e) CH UUA NG Z FHR UE NG 2 P OOE T 1
17 (7 KH 00 NG 4

Figure 11 Examples of the phonetic dictionary.

C. Phoneset file is the list of phones. It also should have one line per phone (db.phone) and
the special SIL phone is used to represent a silence sound. Examples of our phonetic dictionary

show in Figure 12.

B s2m filler }ESMHHE ]EEmemmmmm ]Eamwnm Esm«hmmdl
- ‘D

o W Rk
o e b

EL

Figure 12 Examples of the phoneset file.

D. Filler dictionary contains silences which is non-linguistic sounds like breath, hmm or laugh

(Figure 13).

(= S2Mfler 3 | Bl 52V shene 3| B 52M_yv18renscrton (3| Bl S2v12dic 13| B 5202 shane
<s> SIL

</s> SIL

<sil>  SIL

N

Figure 13 A filler file.

E. File_ids files are the list of the recording file names one by line. They also must be
separately prepared for training and testing datasets (db_train.fileids and db_test.fileids). The file_ids
file contain the path in a file system relative to WAV directory.

F. Transcription files are sequences phonetics and non- speech sounds which list the
transcription for each audio file exactly as they occurred in a speech signal. The files must be
separated for training and testing datasets (db_train.transcription and db_test.transcription). Note that
db is our database name. In the clean text file, each line starts with <s> and end with </s> followed
by its audio file name in parentheses without file format or directory.

Since the problems occurred in generating the Phonetic dictionary, the manually generation

of transcription file consumed a lot of time as well. In the meantime, we look for another of converting
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Thai speech accents into text as well. Finally we found that Python has revealed a library for
performing speech recognition, with support for several engines and (Application Programming
Interface) APIs working both online and offline. It is able to recognize several languages including
Thai. Thus, we spent the rest of the time to study the new released library, speech recognition of
Python. In the next section, we will describe how we could apply Python speech recognition library

to our research. Form such obstacles, our research schedule have changed.
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Phase llI: Start our new journey to Python speech recognition library and 2D mathematical expression

conversion (Reschedule).

6. Python speech recognition library.

Most existing automatic speech recognition (ASR) systems use hidden Markov models
(HMMs) and Gaussian mixture models (GMMs) to deal with the acoustic input. Over the past few
years, deep neural networks (DNNs) have been shown outperforming for training acoustic models
(Hinton et al., 2012; Hannan et al., 2014). Consequently, Képuska and Bohouta (2017) compared
three speech recognition systems: Microsoft Speech API, Google Speech API, which are commercial
ones, and CMU Sphinx-4 which is an open-source system. The word error rate (WER) according to

the following equation of each systems were calculated:

o+0o+a0
WER = ——

where | is the number of the insertions,

D is the number of the deletions,

S is the number of substitutions,

N is the number of notations in the references
They concluded that CMU Sphinx-4 achieved 37% WER, Microsoft APl achieved 18% WER, and
Google API achieved 9% WER.

Fortunately, Python have revealed a package or library, called SpeechRecognition. The
SpeechRecognition library is pooled capabilities of several popular speech APIs including CMU
Sphinx, Google API, Wit.ai, Microsoft API, Houndify API, IBM Speech-to-Text, and Snowboy Hotword
Detection. It is flexible and easy to use for any Python project (SpeechRecognition 3.8.1, 2017). From
our exploration of this library. In the recognizer class of this library, they are seven methods for
recognizing speech from an audio. We chose the recognize_google() method since it works for Thai

even an Internet connection is required.

A B
1 un 7 1 Herfdfu Fui 1 sty

WA={1,2} T a uaduindugiaas 1 uay 2
2

B={1,2,3} B tuajuwnduiauas 1 2 uay 3

w

AauB={(1,1),(1,2),(1,3),(2,1),(2,2 Tvapudlunaivihiuiaauasdaudy 1 1 Aduay 12 duédu 1
4.),(2,3)% 3 @audu 2 dudu 2 uavaudu 3

mviua Tl diuceia wia windu A aa B Taa r da anna Awuali a Jdudugiaviawing a TuaiasTywailes R Aa

Fvus 7 im0 ddudu A 1 @andn @ wih Ju w6 anudniusiienndduduifandndminiuand

5
6| r=4{(2,1),(2,2),(2,3)} |R:Lﬂjﬁﬂaa¢ja“'ue‘1’u2122ua$23
7 | fienu Warafu ( Function ) fienufardduilariiu
8 A7 &nius f ain A lal B ag Fan 11 Warddu dh anuadal f3a Tual'lililwaiassaninfeddu 5
o Towuu uas f fa wia A 2 1 Tawuuad f Aacainuasd luey
a1 (%, v ) 1ilu sandn was fuay ( x, z ) v aandin waa f 2@ 2 5 audy x y luaindnaas f wagadudy x z Jduandn
10 wary =2 raa X uas Y =2
1 Wy=f(x)=x_s8nias2 +x-3 WY =faas f =xmds 2 + S Note 3
12 D_féaazlsuazR_Tfé&aazls fienevias f Asay'lswasanlvaivas f dasnyls
M3 W Tawm ad Woridy ag ¢a0 e iendu ng 1ag  mswiasan Tawuasierduagdasdaiaafunguadituiu
13 W 339 39

Figure 14 Output of Google recognizer.
3,707 prepared speech recording files in MS WAV format with specific rate - 16 kHz and 16

bit in mono single channel (as described in Section 4) were recognized by Google recognizer of
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Python SpeechRecognition library. With the recorded sound qualities, 3,038 sound files could be
recognized even some incorrect words were found. 669 files could not be recognized. Figure 14
shows comparison of the Google recognizer outputs (Column B) and text references (Column A).
We have planned to record 669 files that could not be recognized because of the low quality
of recording sound. Then, the word error rate (WER) will be calculated. Afterwards, the results of

speech recognition will be used to form 2D mathematical expression.

7. Word identification

The recognized results (Column B, Figure 14) contains Thai text, English alphabets, and
symbols. For more practical use, the word type list (as shown in Table 3) are re-identified. Since we
need to know the boundary of mathematical expression embedded in each recognized text, we identify
each word into Thai text (Text) or mathematical expressions (Math). All words in the vocabulary file
are labeled as shown in Figure 15. The type of each word is used in the mapping process and forming
mathematical expression. The labelled mathematical words are the important information concerning
to form mathematical expressions. In the case, a word occurred both in Text and Math. The type of
its surrounding words could guide the word is whether Text or Math. If the word is among Math-typed

words, it is high probability that the word is in Math rather than Text.

A B C D E
1 sl Lde Text Math Note
2 % wlasidue 0 1
370 Wi 0 1
4 " audia wau 0 1
5™ wisuiia W 0 1
6 ( il 1 1
7 Twantdy 1 0
8 ( Hidla 0 1
9 ( rwasaia 0 1 (a,b]
10 { uad 0 1 f{x)
11 ( Gidudy 0 1(1,2)
12 ) wdula 1 1
13 ) SIL 1 1
14 + nn 0 1
15, 9 1 1 (a,b)
16, i 1 1
17, la 1 1
18 |, menia 1 1
19, uaz 0 1
20, SIL 1 1
21 |- au 0 1
22 - v 1 0
23/ #@a 1 0
24 #@a 0 1
25|t Tanu 0 1

Sheet1 ]

Figure 15 Examples of word identification.

8. 2D mathematical expression conversion

To form mathematical expression, Thai mathematical grammar is needed. Thai mathematical
grammar provides the relationship between each element of the notations and words. Their order
and position are taken into account. The different expression has different word identification
(Wongkia, 2012), for example:

- Fraction: L@ (/S EE T 1/, numerator), 8% (/S UUA N 1/, denominator), and Y]%VIN@ (/TH

ANG3MOD 1/ all)
- Root: i’m‘ﬁl (/RAAK2TI2/ root) and 183 (/KH OO NG 4/, of)
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- Superscript or exponentiation: NI (/l'YOK3KAMO L ANG 0/, to the power) and
NInua (JTH ANG 3 M O D 1/, all)
- Logarithm: qan (/L 0 K 3/, abbreviation of logarithm), 37% (/TH AA N 4/, base)

<ldentifier> = <mi> {Letter} </mi>;
<Letter> = (Eng_letter | Greek_letter);

<Eng_letter> = (Low_eng | Cap_eng);

<lLow_eng>=<a|b|c|d|e|[f[glh[i[jlk|[IIm[nfolplglr|s|tlulv]w]|x]y]|z>
<Cap_eng>=<A|B|C|D|E|F|G|H|I|J|K|ILIMINJO|P|Q|R]|S|TJU|JV|IW|X]|Y]|
z>;

<Number> = <mn> {Digit} </mn>;
<Digit>=<011]12|3|4|5|6|7]|8]9>;
<Digit> = <Decimal>;

<Decimal> = {Digit} . {Digit};

<Operator> = <mo> <Binary-op> </mo>;

<Birary_op> =<+ |- | x|+ |*|/]|=>;

<Power> = <Expression> aniag <Expression>;
<Fraction> = Ll <Expression> &% <Expression>;
<Square_root> = 31N “7{ 883 183 <Expression>;
<Root> = 31N ‘ﬁl <Expression> 183 <Expression>;

<Logarithm> = f8n <Expression> §1% <Expression>;

<Expression> = <Identifier | Number | (Number Identifier) | (Identifier Number) | (Expression Operator

Expression) | (Operator Expression) | Power | Fraction | Square_root | Root | Logarithm>;

Figure 16 A set of rules for mathematical expressions.

Figure 16 illustrates a set of rules for mathematical expressions in JSpeech Grammar Format
Specification (JSGF) format. The features of JSGF include:

- Using other grammar rules within a grammar rule.

- The OR “|” operator.

- The grouping “(...)" operator.

- The optional grouping “[...]" operator.

- The repeated grouping “{...}” operator.

The Thai mathematical grammar is used to determine the relationship between each element
of the notations and words. Figure 17 shows an example of the parsed tree. To display 2D
mathematical expression, an eXtensible Markup Language (XML) is chosen since can simply be
transformed into various formats including Microsoft Word. XML vocabularies for word- processing
documents were defined. It is called the Office Open XML (OpenXML) by EcMA-367 (Paoli, Valet-
Harper, Farquhar & Sebestyen, 2006). The mathematical object used in the document is specified

by the root tags m: oMath. Each m:oMath is a combination of mathematical elements such as text
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(m:t), fractions (m:f), and radical objects (m:rad). Examples of relationships between elements of the

mathematical object are shown below while the descriptions of each element are shown in Table 4.

<m:oMath>
<m:f>
<m:num>
<m:den>
<m:rad>
<m:deg>
<m:e>

<m:t>

= <m:f> | <m:oMath> | <m:r> | <m:rad>

<m:num> <m:den>

= <m:f> | <m:oMath> | <m:r> | <m:rad>
= <m:f> | <m:oMath> | <m:r> | <m:rad>
= <m:deg> <m:e>

= <m:f> | <m:oMath> | <m:r> | <m:rad>

= <m:f> | <m:oMath> | <m:r> | <m:rad>

= {arbitrary text, e.g., English alphabets, numbers, and math operation signs}

x  unfad (THA) 2
Low_eng Number
Expression

Power

Expression

Binary_op

Expression Operator

11

Number

Expression

Expression

Figure 17 An example of a parsed tree.

Table 4 Mathematical elements and their syntax in XML format (see full details at Paoli et al.,2006).

Features Description Parent elements Child elements
m:deg Specify the degree in the mathematical radical. This m:rad m:f, m:oMath, mr,
element is optional. When m:deg is omitted, the m:rad,
square root function is assumed.
m:den Specify the denominator of a fraction. m:f m:oMath, m:r, m:rad,
m:e Specify the element of several functions including m:rad m:f, m:oMath, m:rad,
the base of mathematical object, the elements in an
array.
m:f Specify the fraction object, consisting of a m:deg, m:den, m:e, m:den, m:num
numerator and denominator separated by a fraction =~ m:num, m:oMath
bar. The fraction bar can be horizontal or diagonal.
m:num Specify the numerator of the Fraction object (m:f). m:f m:f, m:oMath, m:r,
m:rad,
m:oMath Specify an instance of mathematical text. All m:deg, m:den, m:e, m:f, m:oMath, m:r,
mathematical text include equations, expressions, m:num, m:oMath m:rad,
arrays of equations and formulas represented by
m:oMath blocks.
m:rad Specify the radical object, consisting of a radical, a m:deg, m:den, m:e, m:deg, m:e
base (m:e), and an optional degree (m:deg). m:num, m:oMath
m:t Specify the arbitrary text including English m:r -

alphabets, numbers, mathematical operation sign

(e.g., +, - =, * ), Greek alphabets and so on.
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Results and discussion

To develop the accurate and usable Thai mathematical speech recognition system that allow
to insert mathematical expression via voice input, we acquired valuable knowledge which contribute
to a natural language processing (NPL) field.

A new system of Thai grapheme-to-phoneme (G2P) was generated (described in Table 1
and 2). It is alphanumeric only (without special characters, like :" or ‘=’ or **’ or ‘/’). Capital letters are
applied for all consonants and vowels. To distinguish between short and long vowels, the first letters
of long vowels are double as illustrated in Table 1. Digits (0 - 4) are uses as tone indicators and
placed at the end of each syllable.

We also gathered a small speech corpus of Thai mathematical spoken language. More than
three thousands mathematical utterances and their pronunciations are in the corpus which covers
mathematical expression used in primary school level to university level (described in Section 4).

Since none of Thai governed organizations nor other research groups mentioned about official
reading mathematical expression or spoken mathematics in Thai. We presented some consistent and
well-defined way of reading mathematical expressions in Thai in Appendices A-l. However, many
expression is needed to verify by other experts and audiences (e.g. people who are blind) whether
those utterances convey unique and correct mathematical expressions which will be our further
investigation.

Since technologies have grown very fast. A small group of researchers could not accomplish
a big task in short time comparing to a large group of researchers with full of resources. However,
Python SpeecchRecognition package allows a programmer and a developer to use (Section 6). Thus,
we overcome several tasks by using Python library to recognize Thai speech.

However, the rule-based for conversing the recognized text into 2D mathematical expression
has been developed. Reading mathematical expression in Thai differs from other language. Since we
spent a lot of time of this research to develop Thai acoustic model, the evaluation phase could not be
finished as proposed in the schedule. Thus, our system will be evaluated the performance of our
system with our test dataset in a term of word error rate. The usability of our system in terms of

perceived of usefulness and perceived ease of use will be investigated.

Conclusions

Our findings indicate that existing speech recognition modules might be effective enough for
recognizing Thai speech. The rule-based conversion is created to convert the recognized Thai text
into 2D mathematical expressions. Students, essentially students with visual and physical disabilities

can gain benefits of this project.
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Appendices

Appendices are presented spoken mathematics, along with their Thai verbalizations are
organized as follows:

Appendix A lists English and Greek alphabets normally used in mathematics.

Appendix B lists digits and numbers are listed.

Appendix C lists basic symbols used in mathematics.

Appendix D lists expressions used in algebra.

Appendix E lists trigonometric and hyperbolic expressions.

Appendix F lists expressions used in logic and set theory.

Appendix G lists expressions used in geometry.

Appendix H lists expressions used in calculus.

Appendix | lists expressions used in linear algebra.



Appendix A English and Greek alphabets.
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Notations Thai Description Notations Thai Description

A 1 - A olwgj -

B fi - B filng s

c i - c Tlngj -

D @ - D alwaj -

E ) - E dlngl -

F 1w - F awlngl s

G 0 - G 3wy -

H L7 - H \arlna s

| la - | lalwai -

J ) - J \alvg) -

K 1 - K o lng -

L s . L wanlng -

M 5H - N awlwg) -

N 5N - M Laulng) -

o) 1o - o Talng) -

P W - P Wingj -

Q A - Q Ay -

R ans . R a3l -

S Lo - S Laslnnj -

T l - T lng) -

U ] - U tlnn -

v 2] . v Flng) -

w audag - w audaglng -

X 1B . X \Bnedlwal -

Y e - Y 1elng) -

z uea - z waa lng) -
A a waaw Alpha B.B LGN Beta
Iy wnUNn Gamma A6 LARE Delta
E ¢ wilgaat Epsilon 7.t Fen Zeta
H n aen Eta 0.6 fien Theta
It 1alash lota K k g Kappa
AN UaNAN Lambda M, p X Mu
N, v i Nu =€ e Xi
0,0 ladiasan Omicron I, nt Wg Pi
P.p 15 Rho 2. ¢oOo TN Sigma
Tt ) Tau Y, v alTaau Upsilon
D, # Phi X, x o Chi
WY Yoy Psi O, w Tawm Omega




Appendix B Digits and numbers

Some examples of uttering numbers are shown.
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Notations Thai Notations Thai
0 aud 1 Wikg
2 §09 3 Caty
4 & 5 W
6 #wn 7 13a
8 ude 9 1M
10 fu 11 fulda
12 Gaud 12-19 snudusasay ‘Fu’ 20 f5y
URINNGILAURTD LT FURDY
21 i5u5a 22 AaUd 22-29 Srudududay ‘Tau
WS UFIEFILeY 1T BFUT
30 I 30-00 Srudududasata 32 LRI 32-39 AUiN 92-99 811
URIaIYNEeY RU LTH WNFU AUAILANAY Fa8 FU' LA
AUAILAURY LTW LAAFUTN
100 @aus 100-900 anuiudude 1,000 @aus 1,000-9,000 S1uludusay
ALY URIRIYINBIAIY T8’ 1T AURY ULRIMITNHAIY W LT
witson FOINH
10,000 @aust 10,000-90,00000 E1wludn 100,000 @aust 100,000-900,00000 1%
Feies wiserhede wilw Tududpiia udrasrodae
Vo s WEW LT TR
1,000,000 o 1,000,000-9,000,00000 81% 11,485, 021 g1 Fuidasn Fuaw uda
Tududpiay udrasodae wilu e BFuide
W LT EE
5.6 W 90 win 11.78 #U18a 99 139 wia
2.3 7849 99 AW gt 10.53 §U 99 WA ¥hanudn
0.5123 ﬂu{]‘ﬁ‘]‘@ W1 Wit 709 7Y FnT 17.4253 FULAQ 39 & 729 v ;W e

ROIRNDN

2
o

bigl




Appendix C Basic symbols
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Notations Thai Description Notations Thai Description
+ uan Plus - ay Minus
fi9 To
it 1IN 8y Plus or minus + AU UIN Minus or plus
x L Time, multiplied * ABNI Star
by
a0k Time + WA Divided by
/ nu Over, slash = WAL Equals, equal to
# ai-1vin-nu Not equal to ~ - Aaany Be asymptotic to
- BLEs Not
x UUTHLAT Be proportional to = whﬁ'unﬂ Be congruent to
tyems
= qU-Ua Equivalent to, ~ Uz Nearly equal to
identical with
> UINNIN Greater than < #aunin Less than
> VNN Much greater than < #agnin taw Much smaller
Ealalalel N than
> 4NNt w38 Greater than or < %8N %30 Less than or
Winnu equal to WAL equal to
% wasidud Percent o 89617 Degree
= asmLTwla Degree Fahrenheit o IFLTBLTYR Degree Celsius
b To /8 U Parallel to
IWTZATIH Therefore JuSeniSes Soon
- AUD4
1 G9ann Be perpendicular 00 SuRAnA Infinity
to
N Buwaasidn Intersect U Bk Union
oa laiiduguisa Not contained in c BIC I Be a subset of
(e iy Be not a subset of S Wuanndn Be an element of
738 WAy or equal to
3 laidugangn Be not an element £ Y Angle
of
%) LR 319 Null set A LRGN
( 2auda ) 2auile
[ LERE ] LEUmADY
1l ta
{ dnnuila } dnmia
! uWnnalios — ... L.
o fdada V. %30
A Az v Was aoa
3 a3 Tu




Appendix D Algebra.

The letters are used with the symbol for clarify the expressions
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Notations Thai Notations Thai
a+b aumb atb+c auINbuInc
a-b afub -a-b AU adlub
at+tb-c auinbavc a-b-c afubauc
a—(b+c) a au Wauda b 1N a—(b-c) a 8y 29LauLTa b &l ¢
¢ Wiauda 29auia
a-(-b-c) a au auda au b a-(b+c)—d a au 29auda b uan
au ¢ 1lauda c1auda au d
a-b-(c—d) a au b au auida ¢ axb -aQmb
au d 29auie -an¥eEb
a‘b -afhb Ab -afmb
-a@anb -ab
a‘-b -afmau b ab +c abuinc
-a@an au b
a+c) a 9ok wWiauLda b vIn a(+c)+d a 9o 2LauLa b 1IN
¢ Wiauda ¢ Wiavda uand
ab-c abalc a(b-oc) a 9o 2LauLTa b av ¢
20auda
a(-b-c) a ook WiAuLa au b a(-c+d) a 9ok 2auLa b av ¢
au ¢ tauia uan d 2auda
ab + cd abuincd ab — cd abavucd

a(bb+c)—-d(e-f)

(@+b)(c+d)

a 9ok wWiauda b vIn
c Mauile au d a0
Heude e van f

9aula

29iauda a uan b
idula gon wiauiia
¢ van d wauda

LAt @ 1IN b 1Inaa
8% C

a uINn Lae b 8% ¢
1IN d IWAIEIN

a uINn LAe b 874 ¢ U

A& uan d

LA a §2% b UIN LAy
c &% d ILAFIW
Lk @ @I LA C @I
d

alb+c—d(e-f)

olo

D|EI|EIID o |D|El

=3 Ad.
a Ao WAUmAuLDe
b 17N ¢ AU d Aak
Heue e van f
=3 = dl
219eude 9ALRALY
filg

LAl a I b

-a uIN LAl b 8% C

A% a 1IN b RIRUA
&% ¢ WG UIN d
LA a 8% b AUAEIW
UIN LAR ¢ §2% d IUA?
%

LA a §3% b 1IMAA
&% d

A a §2% b 9MAA
LA ¢ &A% d




Appendix D Algebra (Cont.).

The letters are used with the symbol for clarify the expressions
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Notations Thai Notations Thai
% LAk a §2% LA ¢ % E LA a §7% b 19WNA
o d ? L ¢ &% d
% LA a 8% LAl C §I% E | a §% b 9WAA
o d o LA ¢ 8% d
. u]
otao LA @ 1IN b NInNG E(D + o) LA ¢ 8% d IWAIRIU
- 2 ¢ N9WNA §2% d : 0 2auda avin b
2auia
E LA a §I% LA b &I o (D + E) a 9 2LauLa b 1IN
o+o ¢ uan d LA ¢ §2% d AUAIFIB
2auia
o+ DD a uIn LA b §n a ay+bx+c=0 ayuinbxuinc
o+ o+ 1IN 1AM b &% a UIN Winnu 0
oty LF b §3% a UIN LA
b &% LAl a UIN LA
b s lUi3eniFes
y=mx+b y WNLU m x UIn b y=ax?+bx +c y WU a x aniad 2
UIN b x UIN ¢
—0+Vo2 —4o0 x WAL @M AU b 1IN X2+ y? =12 X §NfNRY 2 UIN y un
nT 2o 8 SUAIIN b BNfA 89 2 Winu r an
28U 4 a c IWAUAIFN ad 2
YINUA 8% 2 a
o= ++/02 —n? y WiNU uan au (x-hy?+ (y-k@?=r 29euda x au h
§UAIN r uNTAY 2 AU 2aduda vavae on
x gNad 2 189 2 uan Wauda
y au k 2aiauia
Yawue anfnas 2
Winu r antad 2
f+f_1 LA x BNTAT 2 El_z_f_l LA x BNTAT 2
o? o’ Yanue 874 a onfing o? o Yanue §2% a oninga
2 IUGIFIW LIN LAy 2 AUEIFI AL LA y
HNMNAY 2 119U §I% HNMNAY 2 Y9I §I%
b anfNRY 2 WA b anfad 2 AWAIEIW
Winy 1 Wihnu 1
ax2 +bxy +cy’ +dx +  ax gniIad 2 UIN b x o° a gnNMIad x
ey +f=0 y 13N ¢y anfinad 2
UIndxun ey uan f
WAL 0
o*® e 4NANRY X VAN o +a0o e NARI X IVLNTNAT

Uy

Appendix D Algebra (Cont.).



The letters are used with the symbol for clarify the expressions
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Notations Thai Notations Thai

0’0" e #niag x AWBNAd o e aNA9 x a BNiag

e gnfad y y augniad
oo e UNMNAY x AWLARAI ge2ee e UAMIAY | 2 7T x VBN

y 189 e oniad y

log, o fan vedaub log,3-4 8N 1893 MU b

logué 80N VI LA 2 §I% 5 Ino \WTAuan §an 189 x
b

0; +0p+ 40 -atuinaz2uan i Oy Oz Og -a1qana2aan

D1'|:|1+|:|2'D2+"'
+ 0o,
‘O,

alb

Seui3ey van an

-a %88 1 UIN a #ow 2
van lWiSeni3es van a
#ae n
-a1@anbi1uvina?2
@an b 2 uan WiSen
L%“ail YINan@dnbn
- a sy 1 @an b Waw
1U7N a Boe 2 aan b
#ap 2 van TiSesSes
17N a #ae n @an b

%ay n

a %13 b 8969

o(o)

=pen” + o0% 7t +

+ 0,40+ 0Og

Saui3ey @om an

-a oy 1 aan a Hoo
2 aan WiSani3ey
fan a %ae n

- p UBI X YN a 0 x
unMAd n U a 1 x
aniad nau 1 van T
Soui3ey Uan an au 1
X UIN an

- p 284 x WNL a Waw
0 x aNf&d n UIN a
#Waw 1 x anfiad n au
1 van WiSesi3es van
afoy nay 1 x uIna
#ou n

f U3 x




Appendix E Trigonometric and Hyperbolic expressions.

The letters are used with the symbol for clarify the expressions
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Notations Thai Notations Thai
sino e 289 x cosn A V89 X
tano WN VB9 X coto Fan Vg x
seco \&N 289 x csco TaLdn 129 x
coseco
s22 o 2 o @
sin“ o 189t anfinag 2 289 x cos“no AR UNMNAd 2 Vad x
2 o @ 2 = o o
tan® o N 8NANAY 2 Va9 X cot“o Pan LNNIad 2 VoI x
2 & o v 2 = o @
sec” o LEN BNANRY 2 VB9 X csc“no Tadn onfiad 2 vad x
cosec?n
sinho T8 h vad x cosho AOR h 189 X
tanho WN h 289 x cotho Fan h 2849 x
secho \&N h 289 x cscho 1aLén h 289 x
cosecho
=1 o @ -1 o @
sin™" o - g3 ANHNRI AU 1 cos™ o - AR YNMad AU 1
arc sino arc cosno
WDI X WI X
6 4 6
- 915@ a8t 289 x - 2130 AR VI X
- angd B3R Va9 x - paE DWATR Va9 x
-1 o @ -1 = o
tan "o - WK NANAY AU 1 cot™'o - AN gnninad au 1
arctano arc coto
WDI x WDI X
- 97150 WNU VaI x - 215a Tan 289 x
- unw BuATE 289 x - dan Budsa 189 x
-1 = o @ -1 < o @
sec™ o - L@N 8NMAY AU 1 Va9 csco -Tadn oniiag au 1
arc seco cosec o
X WDI X
arc csco
6 < 6 =
- 213A &N 289 x arc cosec o - 9730 lawdn 2849 x
- L&D BuATE V89 x - Tadn 8u358 va9 x
: -1 o @ -1 o o
sinh™ o - ang3 h oninad au 1 cosh™ o - A& h ANHN8T AU 1
arc sinho arc cosho
2DI X 2DI X
6 6 6
- 13@ 9189 h w89 x - 9139 A8’ h 283 x
6 Aa ae a Aae
- gp9h BwASE h Va9 x - AR BWLISE h 284 x
-1 o -1 o o
tanh™ o - N h 8NHNRT AU 1 coth™" o -4an h gnad au 1
arc tanho arc cotho
YDI X PDI X
6 6 I
- 215A N h 289 x - 2130 9an h 284 x
- unw BATR h 189 x - dan 8uise h vad x
-1 & o @ -1 = o @
sech™ o - &N h #nfMa9 au 1 csch™ o -Taw&n h anias au 1
arc sech o cosech™ o
YDI X PDI X
arc cscho

6 =
- 8790 RN h Vad X

& a as
- LR&N 8LV h 18J x

arc cosech o

- 8730 lawdn h va9 x
- Taw&n Bwdsa h vas

X




Appendix E Trigonometric and Hyperbolic expressions. (Cont.)
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The following expression can be used for any of the six functions: sine, cosine, tangent, cotangent,

secant, cosecant.

Notations Thai Notations Thai
sino+o g1t vad Agn UIN x sin(o + o) g1 va9 29auLda
a Y =3
7161 uIn x WLaude
3 3 a v s 4 A v
(sino)o 7101 289 i s x sinoo TE 28 Ao x
g 2 v o o 2 °o
(sino)o G181t Va9 Ae LN sin“ocoso @181t #nfiNag 2 289 m
2 WLNMAI Tk 161 Aok ABE Va4 i
sinocoso 189l va9 Aen A sin(o cos o) g8t va9 2duLia

U

ABR VBd NidN

a o a v
Nnan f‘]m ADR VI NAN

avla




Appendix F Logic and set theory.
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Notations Thai Notations Thai
~p - %an p pAQ p UAE q
- Es p
pVq pMIa q p—>q o1 p U2 g
P=q
b <> q p fidawlle g Vx - Wa¥ aoa x
b <> q - §MILNN 9 x
=k - Was Tu x x €A x Winsandnuas A lngj
- 4 x U196
ACB A lwg iusuimaves B ACHB A Tng uguimaves
Inai wiawinu B lngj
AN B A lwnj Buimasian B AUB A lngj gl,ﬁw B lnai
Ing)
A-B A lwg au B lna) A A lnn) aauwdiuud
AN BUC) A lngj Buimasidn ANBUCAD A lwgj Bulmasian B
2aduila B ng o Inaj giitom ¢ vy
iow ¢ ng 2aduia dutaaiidn D ng)
AU BN C) A lngj gtﬁﬂu PRI AUB)’ ADNNALUWYS VI LA
e B lng) Suieaiidn o A lvg giilou B
¢ ngj 2aduda g 2aduia
A A B A lwaj aauwdiund B={1,2 3} i lwgl Wil e vas 1
Sulmasian B lug Ao 2 uaz 3
WALIBA
AxB={11),(1,2), alnyqmilny (xy) € f daueu x y \lu sudn
(1, 3% WAL L6 289 goUaL a4 f
11 daua 12 uaz @
aual 13
xe R x i 8T Vo 1o6 (a, b) F9la a b
VDI I 939
[a, b] 399800 a b (a, b] 529039130 a b

[a, b)

' =
72903900 a b




Appendix G Geometry.
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Notations Thai Notations Thai
(a, b) - daual ab P (a, b) 90 P lng) duniks a b
-9 a b
X, Y, ) -lnoafiua xy z oo #uV0ILEUATI A lng)
-9 XYz B vy
od - 595 A lnal B lna) od - 17039 A Tng B Ing)
AB daulad A ng B ngj




Appendix H Calculus.
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Notations Thai Notations Thai
g x 113 (a, b) -g9la ab
- doual a b
U
-3aa b
L A ' A A
[a, b] 448a a b (a, b] P9a3uda ab
\ ¢ [z} @ o .
[a, b) 373903900 a b - TULUTH VDI X | 3N
Yo, -
i 1YiNU 1 D9 n
o=1

o

1=

o=1
lim o(n)
o—ot

o—- 2"
o— o
o(o(o))
2—o;o0>2
o(o) =4 2;o0=2
24+o;0<?2

o(o + Ao) = o?(o)oo
+ o(o)

oo

ooo

oo

oo

o
—(o+0)
oo

oo(a(m)
oo(a(o))a®(m)

oo(o)o(o) + o(o)oo(o)

WRAD Vad y N i

' o =
NU 1 03 n

Aaa A
0@ va3 fV0I x N x
W Ind a nn9uan
x [INg 2 mMauan
x Alng Buiia
f U89 g 189 X
f U89 x
@ A
WINAL 2 aU x Li8 x
NN 2
WiNnU 2 188 x Winnu
2 @Y WAL 2 1IN x
ﬁ-i v 1
Wa x weanin 2
f U89 X VIN LAFGT X
Uszuos f WU Va9 X
d x UIn f V89 x
y Wi

y N3U 108 Wi

dyuigdx

d 118 d X 284 MR
Wa u uan v aaauia
f W3 VDI g VOI X

f W3 VB9 g VBI X
04 g Wi 289 X

f WIW U849 X ATk g
289 x VN f 389 x Ah

g U3 x WINu

limo(o) =0

lim_ o(o)
o—- 2~
o(o) - o(o)
(ooo) (o)

oo = Ao

oo(o)

oo

oo

o)

o

oo

oo”

oo(n)

o(o(o))o
(a(m)o(o)o

@)

- HALINYB X § A
WinAw 1 99 n

5fa 289 f289 x 71 x
@ T a wihnu L
lng

550 289 f289 x 71 x
1 lna a neau

x 1nlAR 2 M9 au

f 89 x 9 g V89 X
foguadx

d X WYNNU Laaen x

dfau83d x U8 d x

y au s wiw

-y & a3 13u T an
g

A37 n

-y onmad sy n

d gnfad ny 11 d x

gniad n

f WIIW VB X

f 289 g VDI X WA

f U8 x 0 g VBI X
PARNA W

LA f VB9 X &% g VDY

X NIRNA WY
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Notations Thai Notations Thai
oo(@)o(o) + o(@)oo(@) e f wss a9 x Ao lal WaU 71§ V04 a
2
o*(o) g 849 X UIN f 984 X
04 g 789 X W
YIRNA &% g BNHNAd
2 UBI X
E’ 6 a A f
LInNLeas u f (e BUNNIA VI f V89 x
d x
i AUNLNIA Vs f VB9 X oo BUNNIA VI AR d u
f o(o)oo j? =In|o|+ o
o dx3mmaidb % U WY LTIUE
a8an Va9 wau m an
P9 u LN ¢
-1 = o 2 = a
) 203 A ULTe 2x AU LA 2 o[o(o)] wg 9aule f a9 x
0—— . & . P
31, X ENMNAY 3 NINAA AWiavida ninae an

#u 3 2avia ann -2

9 -1

o o

n1ad 2
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Notations Thai Notations Thai
[2 7] - WuMN3N 2 9Tk 2 011 P12 O1o - WuMnIn m Ak n
3 10 Wil 127 f21 f22 Paa Wi 1a11at2
w0t 2 3 10 Oy Do Oag aufiva 1n
- WAMN3IN 2 Aok 2 wofi2a21a22
AasNT 127 Whdaz2n
AasNT 2 3 10 UGN
Lm’a‘ﬁlmam1am2
Wwddamn
Ogn —aij Oot+1,0 -aTusasl 2 a7 i
-a %8 ij VIN 1 LA |
det A - 129 A ng)

= 6a [
- ANAINUBWNVDI A

g
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